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The calibration of lenslet-based light field camera is the key issue to many applications, especially the three- 

dimensional shape measurement. In this paper, a two-step physically based calibration method is proposed, 

where every parameter is described with its own physical meaning. The parameters about the main lens of the 

light field camera are calibrated with the central sub-aperture image, and the parameters about the micro-lens 

array are calibrated with the epipolar images, subsequently. To improve the calibration result, the distortion 

correction of the main lens and a nonlinear optimization method are applied also. The calibration method is 

validated with a commercially available light field camera and compared to Dansereau’s calibration method. 

Typical RMS reprojection errors are 0.0017, 0.0032 mm for 30.0, 35.1 mm calibration grids. 
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. Introduction 

The light field camera is a novel imaging system that captures di-

ection and location of incoming rays onto the lens, which obtains 3D

nformation of a scene in a single exposure. The prototype of a light field

amera was firstly proposed by Adelson and Wang [1] in 1992. Since

hen, various light field imaging systems, such as camera arrays and

enslet-based (or micro-lens-based) hand-held cameras, were designed.

he first commercially available hand-held light field camera was de-

igned by Ng [2,3] in 2005 and then released by Lytro Company. By

lacing a micro-lens array (MLA) in front of the photo sensor, this cam-

ra can estimate angular and spatial information of light rays through it.

ecause of its low spatial resolution, Lytro camera is called as unfocused

ight field camera. In 2009, Georgiev and Lumsdaine [4,5] presented a

ew modified version of Ng’s model named focused light field camera,

here the MLA is focused on the image formed by the main lens. This

ystem allows to a higher spatial resolution but a lower angular reso-

ution, and it was released by Raytrix. No matter which kind of light

eld camera, thanks to the rich information captured in a single shot,

he application of light field cameras has become a growing area of re-

earch. Light field cameras have been used for refocusing [3,6] , dispar-

ty estimation [7,8] , light field panorama [9] , visual odometry [10] and

imultaneous Localization and Mapping (SLAM) [11] . 

As is widely known, in all of these applications, the accuracy and

erformance can be enhanced if the camera calibration parameters are

vailable. Therefore, the calibration of light field cameras is a key re-

earch issue. Different calibration approaches have been proposed. In

013, Dansereau et al. [12] presented a 15-parameter camera model

nd method to calibrate unfocused light field cameras. They derived a
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D intrinsic matrix and distortion model which relate the indices of a

ixel to its corresponding spatial ray. However, some issues, such as

nitializing the optimization and resolving calibrated parameters, still

xist in their work. In 2014, Bok et al. [13] proposed a new geometri-

al calibration method of unfocused light field cameras, using line fea-

ures extracted from the micro-images. However, they didn’t model the

ens distortion of outer sub-aperture images. Some other methods were

resented to calibrate the focused light field cameras. In 2016, Zeller

t al. [14] presented a metrical calibration approach, using the totally

ocused image and virtual depth map to compute 3D observations. The

ost function is expressed as the distance between object points and their

bservations. Nevertheless, their method failed to get feature points for

bject distance closer than 1 m. Zhang et al. [15] proposed a calibra-

ion method based on the relationship between the raw image features

nd the depth-scale information. Nevertheless, in these works, MLA pa-

ameters like its misalignment with the photosensor are not taken into

ccount. To fill this gap, in 2017, Noury et al. [16] presented a calibra-

ion method based only on raw images. This work developed a new de-

ector to estimate checkerboard observations directly from raw images

ith subpixel accuracy. However, they estimated the micro-images grid

arameters from white images instead of captured raw images, which

ntroduce uncertainty in calibration process. 

In this paper, a practical two-step calibration method of lenslet-

ased unfocused light field cameras is presented. Instead of estimat-

ng a complicated matrix composed of parameters without physical

eaning [12,15] , the calibration method describes the light field cam-

ra parameters with specific physical meaning. Therefore, the calibra-

ion model is easy to be understood. The calibration method relates

n arbitrary point in space to the indices of a certain micro-lens, and
ember 2018 
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Fig. 1. Geometrical model of light field cameras, (a) Projection model (b) image plane (c) micro-lens plane. 
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escribes the relation between arbitrary point depth and light field dis-

arity subsequently, where the central sub-aperture images and epipo-

ar images are used respectively. Moreover, the distortion of main lens

nd a nonlinear optimization are also considered to improve calibration

erformance. 

. Geometrical models of lenslet-based light field cameras 

For a lenslet-based light field camera, a geometrical model is pro-

osed based on two-parallel-plane (TPP) model, where the main lens is

reated as a thin lens, and the micro-lens as pinholes, similar to [10,14] .

n oriented line is defined by connecting a point in one plane to a point

n the other plane, expressed as L ( s, t, x, y ). In this paper, these two

lanes are the main lens plane ( s, t ) and micro-lens plane ( x, y ), which

rovide the angular and spatial information respectively. 

.1. Projection model 

To express the light field ray with TPP model, five coordinate sys-

ems are defined as follows: 𝑂 1 − 𝑋 𝑝 𝑌 𝑝 is image coordinate system,

 𝑐 − 𝑋 𝑐 𝑌 𝑐 𝑍 𝑐 is camera coordinate system, 𝑂 𝑤 − 𝑋 𝑤 𝑌 𝑤 𝑍 𝑤 is world co-

rdinate and ( i, j ) is pixel coordinate, as that in the conventional cali-

ration model. In addition, the micro-lens coordinate 𝑂 0 − 𝑋 𝑚 𝑌 𝑚 is in-

roduced in this paper. Moreover, in the image plane, ( x, y ) and ( u,

 ) represent the indices of the micro-images and pixel indices within a

icro-image respectively, as depicted in Fig. 1 (b). Without loss of gen-

rality, the optical center of the main lens and optical axis are defined as

he origin O c and the z c -axis of camera coordinate, respectively. These

lanes are parallel to each other and all perpendicular to the optical

xis. All coordinate systems follow the same convention: from the ob-

ervation view (towards right in Fig. 1 (a)), the Z axis points towards the
191 
bject ( Z C > 0). The Y axis points downwards and the X axis points to the

ight. All the coordinates with origins O x are in the unit of millimeter. 

For an arbitrary point on the world focal plane, the Gaussian formula

an be expressed as: 

1 
ℎ 𝑚 

+ 

1 
ℎ ′𝑚 

= 

1 
𝑓 

(1) 

here h m 

is the distance from the scene point P 0 to the main lens plane,

 

′
𝑚 

is the distance from the image plane to the main lens plane, as de-

icted in Fig. 2 , and f is the focal length of the main lens. For conve-

ience, the projection models are simplified to 2D in Figs. 2 and 3 , which

an be easily generalized to 4D. 

The MLA is not shown in Fig. 2 as each sub-aperture image is con-

idered as a perspective image of the scene from the corresponding sub-

perture ( s, t ) with a virtual photo sensor [17] . The “pixel size ” of the

irtual photo sensor is the diameter d of micro-lens rather than the origi-

al pixel size. The sub-aperture image with 𝑠 = 𝑢 = 0 , 𝑡 = 𝑣 = 0 is defined

s “central sub-aperture image ”. As shown in Fig. 2 , the relationship be-

ween the scene point and the image point is described as follows: 

𝑠 − 𝑥 𝑐 

𝑧 𝑐 
+ 

𝑠 − 𝑥 𝑚 

ℎ ′𝑚 
= 

𝑠 − 𝑥 𝑑 

ℎ 𝑚 
+ 

𝑠 − 𝑥 𝑚 

ℎ ′𝑚 
= 

𝑠 

𝑓 
(2)

here s is the distance from optical center O c to the sub-aperture of the

ain lens where the rays pass through it. 

From the similar triangles in Fig. 3 , 

 = 

𝑞 ℎ ′𝑚 
𝑏 

(3) 

 = 

𝑞 ℎ ′𝑚 ( 𝑢 − 𝑢 0 ) 
𝑏 

= 𝐷( 𝑢 − 𝑢 0 ) 
(4) 
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Fig. 2. Projection model without MLA. 

Fig. 3. Light field camera model, (a) the linear relationship between D and q 

(b) the linear relationship between s and 𝑢 − 𝑢 0 . 
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here D is the size of sub-aperture (or synthesized aperture), q is the

ixel size, and u is the index of pixels in micro images, as depicted in

ig. 1 (b). Eq. (4) shows the linear relationship between s and 𝑢 − 𝑢 0 . 

Let 𝑠 𝑙 = 𝐷( 𝑢 𝑙 − 𝑢 0 ) and 𝑠 𝑙+1 = 𝐷( 𝑢 𝑙+1 − 𝑢 0 ) , where l describes the num-

er of pixel index within each micro-image in u direction. s l and 𝑠 𝑙+1 
escribe two adjacent sub-apertures, then Eq. (2) is rewritten as: 

( 𝑢 𝑙 − 𝑢 0 ) 𝐷− 𝑥 𝑚 1 
ℎ ′𝑚 

+ 

( 𝑢 𝑙 − 𝑢 0 ) 𝐷− 𝑥 𝑐 

𝑧 𝑐 
= 

( 𝑢 𝑙 − 𝑢 0 ) 𝐷 
𝑓 

( 𝑢 𝑙+1 − 𝑢 0 ) 𝐷− 𝑥 𝑚 2 
ℎ ′𝑚 

+ 

( 𝑢 𝑙+1 − 𝑢 0 ) 𝐷− 𝑥 𝑐 

𝑧 𝑐 
= 

( 𝑢 𝑙+1 − 𝑢 0 ) 𝐷 
𝑓 

(5)

Subtracting the top equation from the bottom one in Eq. (5) yields

he expression 

1 
𝑧 𝑐 

= 

1 
𝑓 

− 

1 
ℎ ′𝑚 

+ 

𝑥 𝑚 2 − 𝑥 𝑚 1 

𝐷 ℎ ′𝑚 
(6)

According to Gaussian formula Eqs. (1) and (3), Eq. (6) is described

s 

1 
𝑧 𝑐 

= 

1 
ℎ 𝑚 

+ 

−Δ𝑥 ⋅𝑑 
𝐷 ℎ ′𝑚 

 

1 
ℎ 𝑚 

+ 

𝑏𝑑 

𝑞 ℎ ′ 2 ⋅ (−Δ𝑥 ) 
(7)
𝑚 

192 
here Δ𝑥 = ( 𝑥 𝑚 1 − 𝑥 𝑚 2 ) ∕ 𝑑 , which is the disparity of the scene point P

n two adjacent sub-aperture images, and is defined as “light field dis-

arity ” in this paper. Based on the theory of epipolar images [18] , Δx

s unrelated to l , so the light field disparity of any two adjacent sub-

perture images is identical. It can be seen from Eq. (7) that there exists

 linear relationship between 1/ z c and Δx in single shot. Particularly,

hen the scene point is in the world focal plane (for example, P 0 in

ig. 2 ), the light field disparity is zero. 

.2. Lens distortion model 

The distortion generated by MLA is ignored in this paper as described

n [16,19,20] . The main lens distortion is considered and second-order

adial distortion model is expressed in Eq. (8) [21,22] . 

 𝑑 = 𝑥 𝑛 (1 + 𝑘 1 𝑟 
2 + 𝑘 2 𝑟 

4 ) 
 𝑑 = 𝑦 𝑛 (1 + 𝑘 1 𝑟 

2 + 𝑘 2 𝑟 
4 ) (8) 

here 𝑟 2 = 𝑥 𝑛 
2 + 𝑦 𝑛 

2 , k 1 , k 2 are radial distortion coefficients of the main

ens, ( x d , y d ) are distorted points, ( x n , y n ) are undistorted points, respec-

ively. x n , y n are in normalized coordinates, denoted as Eq. (9) , 

 𝑛 = − 

𝑥 𝑚 

ℎ ′𝑚 
= −( 𝑠 − 𝑥 

𝑐 

𝑧 𝑐 
− 

𝑠 

ℎ 𝑚 
) 

 𝑛 = − 

𝑦 𝑚 

ℎ ′𝑚 
= −( 𝑡 − 𝑦 

𝑐 

𝑧 𝑐 
− 

𝑡 

ℎ 𝑚 
) 

(9) 

When 𝑠, 𝑡 = 0 , the meaning of radial distortion coefficients here is the

ame to that in Zhang’s model [23] . 

. Calibration method 

The purpose of light field camera calibration is to determine the ac-

urate relationship between a certain point in world coordinate and

ome imaging locations in the imaging plane. A two-step calibration

ethod is presented in this paper. First of all, the projection procedures

rom the world coordinate to the camera coordinate, then to the micro-

ens coordinate are presented, where the central sub-aperture image

s applied. Therefore, the calibration is similar to that of the conven-

ional camera. All the intrinsic and extrinsic parameters are estimated

y Zhang’s method [23] . According to the classical pinhole model, the

elationship between the world coordinate system and the camera coor-

inate system is shown in Eq. (10) . 

 

 

 

 

 

 

𝑥 𝑐 

𝑦 𝑐 

𝑧 𝑐 

1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
= 

[ 
𝐑 𝐭 
0 1 

] ⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝑥 𝑤 

𝑦 𝑤 

𝑧 𝑤 

1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(10)
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Fig. 4. Reprojection error model, (a) conventional projected cal- 

ibration (b) light field projected calibration. 
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Based on Eq. (2) , the transformation from camera coordinate system

o micro-lens coordinate system is expressed as 

 

𝑐 
⎡ ⎢ ⎢ ⎣ 
𝑥 𝑚 

𝑦 𝑚 

1 

⎤ ⎥ ⎥ ⎦ = 

⎡ ⎢ ⎢ ⎢ ⎣ 
ℎ ′𝑚 0 − 

𝑠 ℎ ′𝑚 
ℎ 𝑚 

− 𝑠 ⋅ ℎ ′𝑚 

0 ℎ ′𝑚 − 

𝑡 ℎ ′𝑚 
ℎ 𝑚 

− 𝑡 ⋅ ℎ ′𝑚 
0 0 1 0 

⎤ ⎥ ⎥ ⎥ ⎦ 
⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝑥 𝑐 

𝑦 𝑐 

𝑧 𝑐 

1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(11) 

The relationship between ( x, y ) coordinate and ( x m , y m ) coordinate

s expressed as 

 

 

 

 

𝑥 

𝑦 

1 

⎤ ⎥ ⎥ ⎦ = 

⎡ ⎢ ⎢ ⎢ ⎣ 
1 
𝑑 

0 𝑥 0 
0 1 

𝑑 
𝑦 0 

0 0 1 

⎤ ⎥ ⎥ ⎥ ⎦ 
⎡ ⎢ ⎢ ⎣ 
𝑥 𝑚 

𝑦 𝑚 

1 

⎤ ⎥ ⎥ ⎦ (12) 

Combining Eqs. (10) –(12) results in the expression 

 

 

 

 

𝑥 

𝑦 

1 

⎤ ⎥ ⎥ ⎦ = 

⎡ ⎢ ⎢ ⎢ ⎣ 
ℎ ′𝑚 
𝑑 

0 𝑥 0 − 

𝑠 ℎ ′𝑚 
𝑑 ℎ 𝑚 

− 

𝑠 ℎ ′𝑚 
𝑑 

0 ℎ ′𝑚 
𝑑 

𝑦 0 − 

𝑡 ℎ ′𝑚 
𝑑 ℎ 𝑚 

− 

𝑡 ℎ ′𝑚 
𝑑 

0 0 1 0 

⎤ ⎥ ⎥ ⎥ ⎦ 
[ 
𝐑 𝐭 
0 1 

] ⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝑥 𝑤 

𝑦 𝑤 

𝑧 𝑤 

1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(13) 

When the central sub-aperture images are used for calibration, where

 = 0 , 𝑡 = 0 , Eq. (13) is rewritten as 

 

 

 

 

𝑥 

𝑦 

1 

⎤ ⎥ ⎥ ⎦ = 

⎡ ⎢ ⎢ ⎢ ⎣ 
ℎ ′𝑚 
𝑑 

0 𝑥 0 0 
0 ℎ ′𝑚 

𝑑 
𝑦 0 0 

0 0 1 0 

⎤ ⎥ ⎥ ⎥ ⎦ 
[ 
𝐑 𝐭 
0 1 

] ⎡ ⎢ ⎢ ⎢ ⎢ ⎣ 

𝑥 𝑤 

𝑦 𝑤 

𝑧 𝑤 

1 

⎤ ⎥ ⎥ ⎥ ⎥ ⎦ 
(14) 

It can be seen from Eq. (14) that the goal of the first step calibra-

ion is to estimate the extrinsic parameters R,t and intrinsic parameters

 

′
𝑚 

,( x 0 , y 0 ). In comparison with conventional camera projection model,

 is the diameter of the micro-lens, which is the pixel size of virtual photo

ensor instead of the realistic pixel size. Although the model in this pa-

er substitutes central sub-aperture image for the convention camera,

he calibration principles are still identical. Therefore, the extrinsic and

ntrinsic parameters of the main lens are derived based on Zhang’s cali-

ration method [23] . 

Except for the parameters about the main lens, some other parame-

ers such as the distance D between the centers of two adjacent sub aper-

ures, the distance b between MLA and photo sensor, and object distance

 m 

are calibrated subsequently. For each feature point in sub-aperture

mages, the depth z c and light field disparity Δx are derived based on ex-

rinsic parameters and epipolar images, respectively. Eq. (7) shows the

onstraint between z c and Δx , and Eq. (3) shows the constraint between

 and D . Therefore, these parameters b,D and h m 

are derived with line

tting method. 

Finally, a nonlinear optimization approach is employed to refine

hese parameters and improve the precision. For conventional calibra-

ion, a feature point P corresponds to a certain point in the image plane,

s shown in Fig. 4 (a), and the Euclidean distance from observed to ex-

ected projected feature locations is denoted as “reprojection error ”,

xpressed as |𝐸| = |𝑖 − ̂𝑖 |. However, it’s much more complicated in light

eld camera calibration as a feature point appears multiple times in the
193 
mage plane, as shown in Fig. 4 (b). Therefore, a feature point has several

eprojection error, which is expressed as |𝐸 𝑗 | = |𝑖 𝑗 − ̂𝑖 𝑗 |. 
In light field cameras, the observed feature points are extracted from

n array of N u ×N v sub-aperture images, the calibration board is cap-

ured at M different angles, and there are n c calibration feature points on

ach calibration board. Therefore, the goal of optimization is to find out

he parameters 𝐑 , 𝐭, ℎ ′
𝑚 
, 𝑥 0 , 𝑦 0 , distortion vector 𝐤 = ( 𝑘 1 , 𝑘 2 ) , the depth of

orld focal plane h m 

, and sub-aperture size D , which minimize the error

cross all features, as expressed in Eq. (15) . 

arg min 
 , 𝐭, 𝐤 , ℎ 𝑚 , ℎ ′𝑚 , 𝑥 0 , 𝑦 0 ,𝐷 

𝑛 𝑐 ∑
𝑐=1 

𝑀 ∑
𝑚 =1 

𝑁 𝑢 ∑
𝑠 =1 

𝑁 𝑣 ∑
𝑡 =1 
𝐸 𝑠,𝑡 
𝑚,𝑐 

(
𝐑 , 𝐭, 𝐤 , ℎ 𝑚 , ℎ ′𝑚 , 𝑥 0 , 𝑦 0 , 𝐷 

)
(15) 

As shown in Eq. (15) , the optimization is a nonlinear least squares

roblem. The Levenberg–Marquardt algorithm is applied in our calibra-

ion procedure. To avoid being trapped in local minima, the appropriate

nitial values are given to the optimization [22] , which are close to the

ptimal calibration results. In addition, as the genetic algorithm could

chieve the calibration without initial values [24,25] , it is applied in the

ptimization to compare with Levenberg–Marquardt algorithm and the

ame calibration accuracy is obtained. As the initial values are easy to

e computed in the calibration, the Levenberg–Marquardt algorithm is

pplied in the end. 

The specific implementation steps of the calibration method pro-

osed in this paper are summarized as follows: 

STEP 1: A light field camera is used to acquire images of calibration

board at M different angles. The calibration board is placed in

front of and behind the focused plane for calibration. 

STEP 2: The raw 2D images are decoded to a 4D light field rep-

resentation. Subsequently, the sub-aperture images and epipolar

images are derived from the 4D representation. 

STEP 3: Using M central sub-aperture images, the intrinsic and ex-

trinsic parameters of the main lens in Eq. (14) are calibrated by

Zhang’s calibration method [23] . 

STEP 4: Extracting the feature points in all sub-aperture images and

computing the light field disparity Δx . 

STEP 5: The feature points in camera coordinate system are obtained

from the world coordinate based on the extrinsic matrix. 

STEP 6: For each feature point in STEP 5, its depth z c is obtained

according to calibration results in STEP3, and its corresponding

light field disparity Δx is obtained in STEP4. Therefore, the co-

efficients about MLA in Eq. (7) are calibrated with least square

fitting method. 

STEP 7: Nonlinear optimization. 

. Experiments and results 

The light field camera, Lytro Illum, was used to verify the proposed

ethod. The experimental vision system to perform the calibration is

hown in Fig. 5 , including a light field camera, a calibration board

nd a computer. To extract sub-aperture images and epipolar images,

he 4D light field L ( s, t, x, y ) is recovered from the original 2D image



P. Zhou, W. Cai and Y. Yu et al. Optics and Lasers in Engineering 115 (2019) 190–196 

Fig. 5. Light field camera setup to perform calibration. 

Table 1 

Parameters of the light field camera before and after optimization. 

Parameters Initial values Optimized values 

Central sub-aperture images calibration results ℎ ′
𝑚 

(mm) 65.1261 64.8052 

( x 0 , y 0 ) (pixel) (321.6482, 236.3598) (321.3414, 239.0053) 

R ( ×10 −3 rad ) ( − 0.0313, − 0.0444, − 0.0182) ( − 0.0328, − 0.0408, − 0.0181) 

t (mm) ( − 100.0919, − 119.0575, 2553.2) ( − 99.8769, − 120.8548, 2542.1) 

( k 1 , k 2 ) (0.2235, 30.8967) (0.3995, − 1.5771) 

Line fitting results D (mm) 1.8922 1.8668 

b (mm) 0.0482 0.0477 

h m (m) 2.7122 2.7015 

Fig. 6. Results of the positions of the light field camera and the 

calibration board. 
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Fig. 7. The fitting line of Eq. (7) . 
ecorded on the photo sensor, where the MATLAB toolbox LFToolbox

0.4 designed by Dansereau et al. [12] is used. The 4D light field in-

ludes 15 ×15 array of sub-aperture images with 625 ×434 pixels. In

xperiments, a calibration board with circular patterns was captured at

 = 13 perspectives, which is placed about 2000 mm away from the

ain lens of the light field camera. The nominal distance between ad-

acent circular centers of the calibration board is 30.00 mm. The 35 mm

quivalent focal length of the main lens is 30 mm, the pixel size of q is

.0014 mm, and the distance of d between adjacent micro-lens after de-

oding is 0.01732 mm, which are obtained from the metadata provided

y Lytro. The calibration results of the light field camera are detailed in

able 1 , and the positions of the light field camera and the calibration

oard at M perspectives are shown in Fig. 6 . 

To calibrate the parameters about the MLA, the epipolar images are

erived from the decoded light field L ( s, t, x, y ). Every center of the

ircles is derived by the methods developed in our previous works, and

very slope k of the straight lines in epipolar images is derived by line fit-

ing method, which are formed by corresponding circle centers in differ-

nt sub-aperture images. Therefore, the light field disparity of Δ𝑥 = 1∕ 𝑘
n Eq. (7) is derived. Each feature point in world coordinate ( x w , y w ,

 

w ) is converted to camera coordinate ( x c , y c , z c ), using the extrinsic

arameters. Subsequently, the linear relationship between 1/ z c and Δx

xpressed in Eq. (7) is retrieved, as shown in Fig. 7 . The fitting line is

∕ 𝑧 = 1 . 4055 × 10 −4 ⋅ Δ𝑥 + 3 . 6871 × 10 −4 , and the norm of the residuals
𝑐 
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Fig. 8. Reprojection error for 30.0 mm grid, (a) without nonlinear optimization and distortion correction; (b) with nonlinear optimization and distortion correction. 

Table 2 

RMS of Ray Reprojection Error (mm). 

Dansereau’s method Our method 

Grid 3.61 7.22 35.1 30.0 35.1 

RMS 0.0628 0.105 0.363 0.0017 0.0032 
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s 6 . 022 × 10 −5 . According to the fitting line coefficients of Eq. (7) and

q. (2) , the parameters about MLA, D, b and h m 

are computed, as de-

icted in Table 1 . All these results are used as the initial values, then the

onlinear optimization is applied to increase the calibration accuracy.

herefore, light rays in the light field can be traced after calibration,

ccording to the parameters about the main lens and MLA. 

The reprojection error of the proposed model before and after nonlin-

ar optimization and distortion correction is shown in Fig. 8 . In Fig. 8 (a),

he reprojection error on the margin of the main lens is larger than

hat in the middle of the main lens, while the reprojection error af-

er optimization and correction is identical approximately, as shown

n Fig. 8 (b). The calibration results are compared to that proposed by

ansereau et al. [12] , as depicted in Table 2 . The distance between ad-

acent feature points is expressed as “grid ”. With Dansereau’s method,

ypical RMS ray reprojection errors are 0.0628, 0.105, 0.363 mm for

.61, 7.22, 35.1 mm calibration grid, as shown in column 2–4, Table 2 .

t can be concluded that the calibration board with a smaller grid size

ill have a higher accuracy. Typical RMS ray reprojection errors are

.0017, 0.0032 mm for 30.0, 35.1 mm calibration grids in our experi-

ents, which are smaller than the results in Dansereau’s paper. The re-

rojection error demonstrates that the geometrical models of the lenslet-

ased light field camera and the calibration method proposed in this pa-

er work well. Furthermore, to demonstrate the measurement accuracy,

he distance of circle pairs in the calibration board is measured, whose

ominal grid size of 30.00 mm is used as the ground truth. The RMS of

he measurement error is 0.288 mm and the relative error is 0.96%. 

. Conclusion 

A practical calibration model and method for lenslet-based light field

amera are presented in this paper. The projection model from a scene

oint to the indices of a certain pixel was derived, which includes the

elationship between the depth and light field disparity. The distortion

orrection for the main lens and the nonlinear optimization based on

ay reprojection were presented also. Validation was performed and

he typical RMS ray reprojection errors are 0.0017, 0.0032 mm for

0.0, 35.1 mm calibration grids. Although Donald’s 15-parameter cam-
195 
ra model is of lower dimensionality, the parameters are lack of phys-

cal meanings, so that it is much more difficult to be understood than

he model proposed in this paper. Furthermore, there is an arbitrary

lane as ( u, v ) plane in their model, which separates from the main lens

ith an unknown distance D , while D is difficult to be determined in

pplications. Future work includes a more complicated lens distortion

odel, improving the accuracy of light field disparity, and overcoming

he limitations of pinhole and thin lens models. 
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