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Abstract

Sentiment prediction in textual data remains
a pertinent challenge in modern natural lan-
guage processing (NLP) research, particularly
in the context of spontaneous spoken language
and under-represented dialects. Tunizi, an
Arabic dialect spoken in Tunisia, exemplifies
a case involving both of these issues, char-
acterized by its under-studied nature, irregu-
lar expressions, ambiguous syntax, and fre-
quent code-switching with French and En-
glish. This study aims to advance the current
understanding of Tunizi sentiment analysis by
first introducing a novel fine-grained dataset
and providing the tools for streamlined contri-
bution. Subsequently, we develop and train an
attention-based sentiment analysis model on
this dataset. Lastly, we investigate the impact
of incorporating fine-grained text data in train-
ing by comparing the performance of multiple
versions of the attention-based sentiment anal-
ysis model, studying the potential benefits of
this approach for under-represented dialects.
Code for our work can be found in our Github!
repository.

1 Background and Related Work

Arabizi dialects, as defined by (Mulki et al., 2018),
represent a novel approach to writing Arabic us-
ing Roman script characters and numbers, which
emerged within social media platforms across the
Arab world. This writing style lacks a clear syntax
and primarily relies on phonetic representations
of words, resulting in a high degree of variabil-
ity in the spelling of similar words. Tunizi is a
variant of Arabizi that corresponds to the Tunisian
spoken dialect (Dinkar* et al., 2020), adding the
complexities of the Tunisian dialect, such as code-
switching, to the mix. Previous studies on Tunizi
sentiment analysis, such as those by (Messaoudi

'https://github.com/fyrastelmini/
TunABSA

TOUZI Moahmed
ENSAE DSSA
mohamed.touzi@ensae. fr

Histogram of opinions associated with the word "slouma" in TUNIZI-V2

2500 4

2000 +

,ﬂ
o
o
=]

i

Frequency

1000 +

500 A

-1.00 -0.75 -0.50 -0.25 0.00 0.25 0.50 0.75 100
Opinion

Figure 1: Histogram of opinions associated with the
word ”slouma” in the TUNIZI-V2(Fourati et al., 2021)
Dataset

et al., 2020) included a significant contribution by
(Fourati et al., 2020) called TUNIZI-V1, which
consists of 9,210 sentences labeled as either pos-
itive or negative. Subsequent work by (Fourati
et al., 2021) expanded the dataset to 100,000 sen-
tences, labeled as positive, negative, or neutral.

A prevalent issue in these contributions is the ab-
sence of fine-grained representations in individ-
ual sentences, which can result in potential bi-
ases for named entities that correlate with nega-
tive opinions. This may cause opinion analysis
systems to mistakenly predict a negative associ-
ation with the entity itself rather than the way it is
mentioned. An example of this is shown in Fig-
ure 1 where “slouma” is a named entity heavily
(if not entirely) associated to the political person-
ality ”Slim Riahi”(Wikipedia, 2023). We suspect
that this is due to how the corpus of (Fourati et al.,
2021) has been constructed, specifically the usage
of Facebook comment scraping from the pages of
such known figures. In the first part of our work,
we build upon these previous contributions by in-
troducing a novel fine-grained dataset containing
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1,000 manually annotated sentences. We also pro-
vide an intuitive annotation script to facilitate eas-
ier contributions. The second part of our work
draws inspiration from the multiple contributions
of (Garcia et al., 2019). specifically the replica-
tion of their Bi-GRU+Attention network, which
we truncate at the sentence level. We then conduct
a comprehensive experimental protocol to verify
the impact of pre-training this model on intermedi-
ate fine-grained labels representing the entity and
polarity word associations.

2 Datasets

2.1 Fine-Grained Dataset

This work relies on a set of fine- and coarse-
grained opinion annotations gathered from the
”I4D iCompass Social Media Sentiment Analy-
sis for Tunisian Arabizi Dataset” (Zindi Africa,
2023) provided in a Zindi’? competition. The orig-
inal competition training dataset contains 70,000
sentences labeled as 1 (positive), O (neutral), or -1
(negative). We only kept the sentences that had
a positive or negative label for our fine-grained
dataset, as the neutral labels would have caused is-
sues for the labeling process. Additionally, we ex-
tracted only the sentences containing 10 words or
less to avoid extreme sentence lengths since we are
only doing sentence-level opinion analysis. The
dataset was then labeled using our comprehensive
labeling script, which we made accessible in our
GitHub repository. Since the labeling was done
manually by us, we insist on the inherent experi-
mental nature of the obtained data. We hope that
further work builds upon the TUNIZI-V2 dataset
(Fourati et al., 2021) by applying our labeling pro-
tocol to it. We will refer to this as the TUNIZI
token-level dataset in the rest of this paper.

2.2 Filtered and Calibrated TUNIZI-V2
Dataset Sample

Another dataset we used consisted of a sample
of 60,000 labeled sentences from the TUNIZI-V?2
dataset. We filtered out the neutral-labeled sen-
tences and those that had more than 10 words,
as mentioned above. Additionally, we removed
15% of the positively-labeled sentences to obtain a
more calibrated 54% positive labels and 46% neg-
ative labels split. We will refer to this as the Sam-
pled TUNIZI-V2 dataset in the rest of this paper.

2Zindi Africa; zindi.africa
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Figure 2: Structure of an annotated sentence

2.3 Labeling the fine-grained dataset

The final TUNIZI token-level Dataset comprises
1000 sentences with strong opinion content, each
annotated at two levels of granularity as illustrated
in Figure 2. The first level represents the polarity
of the token, characterizing the opinion expressed
at the word level, irrespective of its positive or neg-
ative nature. The second level concerns the pres-
ence of an entity, indicating the subject of the sen-
tence. This polarity-entity separation replicates
the approach used by (Garcia et al., 2019). Ad-
ditionally, each sentence retains its original label
from the source dataset, denoted by a value in 0,1,
with 1 indicating a positive opinion and 0 indicat-
ing a negative one. We hope that future research
can build upon our work and apply our labeling
protocol to the (Fourati et al., 2021) TUNIZI-V2
dataset. Overall, the canonical representation of

each sentence is x(* = (xgi), . ,:1:55)) where

x( is a sentence and xg-i) is the j-th token within
it. The target labels are canonically represented in

two levels:
(4)
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is the j-th token of the sentence

.0
1. Token-level Labels: Yok,
(4)
Where ypop j
1, yl(,i)l j is value associated to its polarity, and

yggt j is associated to the entity association of

1t.
2. Sentence-level Label: y&)bel is the overall la-
bel of the sentence

The TUNIZI token-level dataset contains 71%
Positive sentence-level labels and 29% Negative
sentence-level labels. This is not ideal, but we
chose to keep it as is due to the considerable effort
taken in manually labelling it. We also argue that
the dataset mainly serves to capture the informa-
tion at the token-level rather than at the sentence-
level.
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3 Models

Our experiments are heavily based on the ones
presented in (Garcia et al., 2019), which demon-
strated promising results in the field of multi-
modal opinion classification. We aimed to repro-
duce the described Bi-GRU + Self-attention archi-
tecture and training procedure, considered to be
the best performing one in the paper’s first con-
ducted experiment. For that, we define two sepa-
rate model architectures in order to study the effect
of token-level labels on the overall performance of
our model. Both models take tokenized text inputs
from a pretrained BERT(Devlin et al., 2019) Tok-
enizer, found here®. The recent work by (Haddad
et al., 2023) seemed to be the most appropriate to-
kenizer to use, but we couldn’t access it. Thus we
settled with the tokenizer we found on hugging-
face, although there was no clear indication of it’s
source or a proper way to cite it.

3.1 BI-GRU classifier Model

This first architecture serves as the basis for our
pre-training protocol over the token-level features
we extracted. This model consists of two main
parts:

1. Embedding layer @+  Bi-directionnal
GRU(Cho et al.,, 2014) layer: This part
serves to capture the polarity-entity infor-
mation present in our tokenized data. The
embedding layer corresponds to a simple
embedding over the vocabulary space of our
BERT tokenizer.

2. Fully connected classification layers for the
target label vectors: We use two fully con-
nected layers successively for each label vec-
tor output.

A dropout layer is defined between the Embedding
layer and the Bi-directionnal GRU layer in order to
avoid overfitting. This network serves mainly to
train both the embedding and the Bi-directionnal
GRU layer in order for them to serve as initializa-
tions for an attention-based architecture. Figure 3
shows this architecture clearly. We will refer to
this model as Bi-GRU classifier model.

3.2 BI-GRU+Attention classifier Model

This model inherits from the architecture of the
previous one, by keeping both the Bi-GRU and

*https://huggingface.co/ziedsbl9/
tunbert_zied
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Figure 3: BI-GRU classifier Model

the Embedding layer (and the dropout layer in
between). After which a self-attention(Vaswani
et al,, 2017) Layer is added. A final fully-
connected layer is also added to allow for binary
classification of the labeled sentiment-analysis
data. Figure 4 shows this architecture clearly.We
will refer to this model as Bi-GRU+attention
model.

Label output
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Self-attention Layer
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Embedding Layer
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Figure 4: BI-GRU+Attention classifier Model

4 Experimental protocol

We conducted our network training in two succes-
sive phases:

1. We pre-trained the Bi-GRU classifier model
over the token-level features from our TU-
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NIZI token-level dataset. Since this prob-
lem is analogous to a multi-class classifica-
tion problem over the labels of the tokens, we
opted for using binary cross-entropy loss.
The learning rate was fixed to 102 accross
all variations of this network. These training
hyperparameters stayed constant over all ex-
periments.

2. Afterwards, We train three variations of the
Bi-GRU+attention model over our Sam-
pled TUNIZI-V2 Dataset. The three ver-
sions share the exact same architecture and
vary only in initialization. The first version
corresponds to the baseline and is trained
over the labelled sentences from scratch, we
call it Baseline. The second version loads
the weights of the encoding layer and the
BI-GRU layer from the Bi-GRU classifier
model that has been pretrained, then starts
training from that initialization, we call it
Pretrained. The third version also loads
those weights but freezes the two layers dur-
ing training, we call it Pretrained + Frozen.
We used binary cross-entropy loss as it out-
performed all other loss functions we tried.
We fixed the learning rate to 10~* as most
networks overfitted early during the training
and a lower learning rate was needed to cor-
rectly navigate the loss landscape. In this
case aswell these training hyperparameters
stayed constant over all experiments.

Early stopping over validation accuracy was used
in all networks. Bi-GRU+attention models ran
for an unequal number of epochs, often between 5
and 15. The Bi-GRU classifier models ran for ap-
proximately 2000 epochs each before early stop-
ping. The batch size of our networks was fixed to
256 accross all models and experiments.

On the side of the data, the train-test split ratio was
20%. Test data was generated at the start of each
training sequence with stratification over the final
labels enabled and was kept the same over each
sequence of training.

The experiments were ran sequentially, with four
variations of the BI-GRU layers sizes (8,16,32 and
64 GRU units). In each sequence, the size of the
BI-GRU layer is defined. Then a corresponding
instance of the Bi-GRU -classifier network was
instantiated and trained. Afterwards, three in-
stances of the Bi-GRU+attention are intantiated
and trained as explained above. We chose to vary

the size of the BI-GRU layer because we concider
it to be the main focus of our pre-training proce-
dure. And we wanted to make sure our results ar-
ent purely cause by the BI-GRU layer sizes. We
reported the F1 scores and AUC* for each model,
as we found these scores to be more informative
than simple accuracy. Our full experimental pro-
tocol is available on our repository for reproduc-
tion.

5 Results and analysis

The tablel sums up the results of the conducted
experiments: The table shows us that accross all

Pretrained
+Frozen

F1 AUC F1 AUC F1 AUC
GRU units=8 | 0.8518 | 0.8405 | 0.8434 | 0.8338 | 0.6776 | 0.5873
GRU units =16 | 0.8476 | 0.8365 | 0.8450 | 0.8336 | 0.6755 | 0.5182
GRU units =32 | 0.8475 | 0.8398 | 0.8456 | 0.8382 | 0.6429 | 0.6193
GRU units = 64 | 0.8487 | 0.8413 | 0.8448 | 0.8328 | 0.7008 | 0.4998

Baseline Pretrained

Table 1: Experiment results.

variations of models and pre-training, we fail to
observe an improvement of the baseline model.
This isnt counter-intuitive, as our fine-grained
dataset is extremely small when compared to the
60 000 labelled sentences corpus. A definitive
conclusion would the discarding of the variants
with frozen pretrained layers, as this only seems
to worsen the model’s ability to learn. The results
over the pre-training still cannot be conclusive due
to the data unbalance between the pre-training on
the token-level features and the training over the
sentence labels. A pre-training done on a more
complete corpus of token-level labelled data then
on the sentence labels of that same data would be a
conclusive experiment to check the validity of this
approach. Due to the inherent experimental nature
of the token-level labels dataset, we chose to con-
cider this approach to be out of the scope of this
paper. Nevertheless, we want to mention how the
overall performance of the baseline model is quite
remarkable in terms of metrics.

6 Discussion/Conclusion

This study covers an experimental protocol that
studies the importance of token-level polarity and
entity features in attention-based sentiment analy-
sis. We encourage researchers to apply our method
to a larger corpus of token-level labelled data
to achieve greater performance gains with other

4AUC: Area-Under-Curve metric



model architectures. It’s worth noting that while
we attempted to remove bias and ambiguity from
the TUNIZI data, we did not address the inherent
challenge of code-switching present within it. Fu-
ture work could explore approaches such as those
presented in (Colombo et al., 2021a; Chapuis*
et al., 2020), which propose novel loss functions
that account for the problem of code-switching.
Moving forward, we plan to build upon our find-
ings and utilize the extracted emotions to improve
the conditioning of sentence generation. By in-
corporating emotion recognition into the language
generation process, we can enhance the ability of
virtual conversational agents to generate more per-
sonalized and engaging responses (Mabrouk et al.,
2021; Colombo, 2021; Colombo et al., 2021b;
Jalalzai* et al., 2020; Colombo* et al., 2019).
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