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ABSTRACT

In this paper, we propose XGC-AVis, a multi-agent framework that enhances
the audio-video temporal alignment capabilities of multimodal large models
(MLLMs) and improves the efficiency of retrieving key video segments through
4 stages: perception, planning, execution, and reflection. We further introduce
XGC-AVQuiz, the first benchmark aimed at comprehensively assessing MLLMs’
understanding capabilities in both real-world and Al-generated scenarios. XGC-
AVQuiz consists of 2,685 question-answer pairs across 20 tasks, with two key
innovations: 1) AIGC Scenario Expansion: The benchmark includes 2,232
videos, comprising 1,102 professionally generated content (PGC), 753 user-
generated content (UGC), and 377 Al-generated content (AIGC). These videos
cover 10 major domains and 53 fine-grained categories. 2) Quality Perception
Dimension: Beyond conventional tasks such as recognition, localization, and rea-
soning, we introduce a novel quality perception dimension. This requires MLLMs
to integrate low-level sensory capabilities with high-level semantic understand-
ing to assess audio-visual quality, synchronization, and coherence. Experimental
results on XGC-AVQuiz demonstrate that current MLLMs struggle with quality
perception and temporal alignment tasks. XGC-AVis improves these capabilities
without requiring additional training, as validated on two benchmarks. The project
page is available at: https://xgc—-avis.github.io/XGC-AVis/

1 INTRODUCTION

Vision and hearing play crucial roles in human perception and understanding. The human brain can
simultaneously perceive multiple modalities, such as text, vision, and audio, and integrate them for
joint perception and reasoning. Compared to unimodal inputs, multimodal information enables a
more comprehensive understanding and reasoning through cross-modal complementarity. Conse-
quently, enabling multimodal large language models (MLLMs) to efficiently integrate and compre-
hend multimodal information has become a key direction for future development.

In recent years, MLLMs |Li et al.| (2024a); |Chen et al.| (2024); Zhu et al.| (2025a);|(Cheng et al.| (2024)
have made significant advances, demonstrating remarkable performance in tasks such as dialogue
systems, video understanding, and video question answering. Representative models include Chat-
GPT |Hurst et al.| (2024), LLaMA [Touvron et al.[(2023)), Qwen |Bai et al.|(2023)), and DeepSeek fami-
lies Liu et al.|(2024). However, existing models primarily focus on surface-level interactions among
text, audio, and visual modalities, and still fall short in understanding the fine-grained cross-modal
associations within complex audio-visual (A/V) events. Specifically, there is a lack of modeling
for non-speech auditory information, such as object collisions, human actions, and environmental
background sounds, which are challenging to semantically align with visual content. Moreover, cur-
rent models exhibit limitations in cross-modal temporal alignment. Although MLLMs can process
unimodal inputs, they typically underperform in tasks that require precise synchronization between
audio and visual signals, such as A/V alignment detection or temporal localization of audio segments
corresponding to specific video frames.

Several multimodal benchmarks |Gong et al.| (2024); [Li et al.| (2024d)); Benchekroun et al.| (2023));
Zhou et al.|(2025) have been proposed to evaluate the understanding capabilities of MLLMs. How-
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ever, they exhibit three major limitations: (1) Data source bias: Existing datasets are primarily col-
lected from user-generated content (UGC) platforms such as YouTube, while lacking professionally
generated content (PGC) and Al-generated content (AIGC). PGC offers higher-quality A/V content,
such as character close-ups, special effects, and refined visual storytelling. AIGC introduces unre-
alistic A/V content that doesn’t exist in the real world Zhang et al.; L1 et al.[(2023). (2) Insufficient
task coverage: Current benchmarks mainly focus on fundamental tasks like A/V recognition and
reasoning, while paying limited attention to quality-oriented tasks. Some benchmarks Wang et al.
(2025aib); Zhang et al.[ (2025) assess MLLMs’ visual quality perception but rarely explore A/V
quality perception, which evaluates whether MLLMs can perceive the quality or inconsistencies in
A/V content, similar to human perception.

In this paper, we introduce XGC-AVis, a novel A/V agent system that improves temporal align-
ment by interweaving video, audio, subtitles, and descriptions. It identifies relevant time segments,
ensuring the MLLM’s attention on the most significant content. To comprehensively assess XGC-
AVis and MLLMs, we present XGC-AVQuiz, a holistic benchmark designed to evaluate MLLMs
in recognition, localization, quality perception, and reasoning when processing real-world and gen-
erative A/V content. XGC-AVQuiz incorporates two key innovations: (1) Diverse video sources:
XGC-AVQuiz consists of 2232 A/V samples, including 1102 PGC videos, 753 UGC videos, and
377 AIGC videos. These samples effectively address the data diversity limitations of existing bench-
marks through the inclusion of real-world and AIGC scenarios. (2) Multi-level task hierarchy: The
benchmark comprises 2685 carefully constructed question-answer (QA) pairs, covering 4 categories
and 20 tasks. The categories are designed with a gradual difficulty progression—from low-level A/V
recognition and localization, to high-level A/V reasoning, and comprehensive A/V quality percep-
tion. This enables an in-depth assessment of MLLMSs’ cognitive capabilities across various levels.

We conduct extensive evaluations on a wide range of MLLMs, including both open-source MLLMs,
proprietary MLLMs, and multi-agent systems. XGC-AVis demonstrated the best performance on
XGC-AVQuiz and Daily-Omni [Zhou et al.| (2025) benchmarks, showcasing its superior ability in
handling complex A/V tasks. The results also reveal significant limitations in current MLLMs’ abil-
ity to understand A/V content. Specifically, most open-source MLLMs struggle with integrating
audio, video, and subtitle information, sometimes failing to outperform Vision-Language Models
(VLMs). Additionally, MLLMs face challenges in A/V quality perception tasks, indicating con-
siderable potential for further improvement. Furthermore, MLLMs show weaknesses in A/V tasks
involving temporal localization.

2 RELATED WORKS
2.1 MULTIMODAL LARGE LANGUAGE MODELS

In recent years, MLLMs for audio-visual understanding have made significant progress. Most ex-
isting approaches first extract visual embeddings and audio embeddings separately using dedicated
visual encoders (e.g., ViT [Dosovitskiy et al.| (2020), CLIP-ViT Radford et al.|(2021)), and audio
encoders (e.g., BEATs Chen et al.| (2022), HuBERT |Hsu et al.|(2021))). These embeddings are then
concatenated and fed into a large language model for cross-modal reasoning. Some studies |Ye et al.
(2024); |Zhan et al.|(2024); [Wang et al.| (2025c)) further incorporate modality-specific decoders, such
as speech or music decoders, to enhance the MLLMs’ ability to interpret complex audio content.
While this paradigm enables accurate recognition of visual objects, actions, speech, and music, it
suffers from a key limitation: poor temporal alignment. In this work, we propose the multi-agent
system XGC-AVis, which improves the temporal alignment of audio and video events by interweav-
ing video, audio, subtitles, and audio descriptions.

2.2 MULTIMODAL BENCHMARKS

With the rapid development of MLLMs, a growing number of benchmarks have been proposed.
Vision-focused datasets and benchmarks |Li et al.| (2024c); |Zhang et al.|(2025)); Zhang et al.| mainly
address perception and understanding tasks involving static images or dynamic videos, while audio-
centric datasets and benchmarks Wang et al.|(2024); Zhu et al.| (2025b) focus on speech, music, and
general sound understanding. However, most benchmarks overlook the importance of joint audio-
visual perception. Although several benchmarks have been introduced for audio-visual tasks, they
still exhibit key limitations. For instance, AV-Odyssey Bench |Gong et al.[(2024) and OmniBench
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Figure 1: The pipeline of XGC-AVis multi-agent system includes four steps: audio perception, plan
generation, execution, and reflection.

Li et al.[(2024d) focus on static images, while Music-AVQA |Li et al.| (2022) and AVQA |Yang et al.
(2022) are domain-specific. Recently, audio-visual benchmarks such as WorldSense |Benchekroun
et al.| (2023) and Daily-Omni Zhou et al.| (2025) have been proposed, providing valuable resources
for real-world audio-visual question answering. In contrast, our proposed XGC-AVQuiz incorpo-
rates PGC, UGC, and AIGC scenarios, explicitly integrates quality perception tasks, and offers a
multi-level task hierarchy that enables deeper insights into MLLMs’ limitations and guides their
advancement toward comprehensive full-modality understanding and perception.

3 XGC-AVIs

To enhance the perception and understanding capabilities of MLLMs for multimodal information,
we design a multi-agent system named XGC-AVis to assist MLLMs in identifying key time points
and temporally aligning video and audio events. As shown in Fig. this process involves four
sequential stages: audio perception, plan generation, execution, and reflection. XGC-AVis first
segments the audio into equal-length clips. A translator then converts speech into subtitles, while
an audio descriptor detects non-speech events. Video frames, audio segments, subtitles, and audio
descriptions are interwoven and temporally aligned to form coherent multimodal units. Next, two
planners independently analyze these units to identify key time segments relevant to the question.
Each planner outputs the relevant time span and reasoning, forming a targeted answering plan that
enhances the efficiency of retrieving important video segments. These plans are passed to dedicated
executors, each focusing exclusively on its assigned segment and generating an answer along with
a reasoning path using associated subtitles, audio descriptions, and contextual cues. If all executors
produce the same answer, it is returned directly. In cases of disagreement, the system merges the
conflicting plans, answers, and reasoning and forwards them to a decider to derive the final answer.
More details about XGC-AVis can be found in Appendix

In this paper, XGC-AVis employs Deepgram as the translator, rl-aqa|Li et al.|(2025) as the audio
descriptor, Aria|Li et al.[(2024b) and Qwen2.5-Omni Xu et al.| (2025) as Planner 1 and Planner 2,
and Gemini 2.0 Flash as Executor 1, Executor 2, and the decider.

4 XGC-AVQuiz

In this section, we first provide a brief overview of XGC-AVQuiz and compare it with existing
benchmarks in Section Section describes the video collection and preprocessing pipeline,
and Section[4.3]details the QA pair annotation process. Specific QA examples of XGC-AVQuiz can
be found in Appendix [A.4]

4.1 BENCHMARK OVERVIEW AND COMPARISON

As illustrated in Fig. [2] XGC-AVQuiz comprises 2,232 videos, including 1,102 PGC videos and
753 UGC videos representing real-world scenarios, as well as 377 AIGC videos representing non-
realistic scenarios. These videos span 10 major domains and 53 categories. The distribution of
video lengths is shown in Fig. [2[c), where 36% of the videos have durations between 30 seconds

'https://developers.deepgram.com/
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Table 1: Comparison with existing audio-visual benchmarks. The table compares existing audio-
visual benchmarks based on several key features, including modality (A: audio, V: video, I: im-
age), dataset size (#Videos, #QA Pairs), annotation method (A: automatic, M: manual), as well as
whether the datasets support multi-task QA, include non-realistic content, contain quality percep-
tion questions, and offer diverse general sound coverage.

Benchmarks Modality #Video #QA Pairs Annotation ~Multi-Task  Non-Realistic Content  Quality Perception ~ General Sound
AVQA |Yang et al. [2022) A+V 57,000 57,335 M X X X v
Music-AVQA Li et al. [2022) A+V 9,288 45,867 M X X
OmniBench|Li et al. [2024d) A+ X 1,142 M v X X v
AV-Odyssey|Gong et al. [2024) A+l X 4,555 M v X X v
WorldSense Benchekroun et al. [2023) A+V 1,662 3,172 M 4 X X v
Daily-Omni|Zhou et al. [2025)| A+V 684 1197 A&M v X X v
XGC-AVQuiz (Ours) A+V 2232 2685 M v/ v/ v/ v
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Figure 2: Distribution of videos and question-answer pairs in XGC-AVQuiz.

and 1 minute, with an average duration of 43s. We design a four-level evaluation framework to
comprehensively assess A/V understanding. The first level, A/V recognition, focuses on identifying
audio and visual events. Next, A/V localization evaluates the model’s ability to pinpoint the tem-
poral or spatial location of A/V events. A/V reasoning requires MLLMs to infer relationships and
meanings based on A/V events, demonstrating a deeper level of understanding. Finally, A/V quality
perception combines low-level sensory analysis with high-level semantic understanding to assess
A/V quality. Across these four levels, we further define 20 tasks and collect 2,685 QA pairs, as
shown in Fig.[2(b). Based on the type of audio information required by each QA pair, we categorize
them into four types: speech, sound, music, and mixed. The distribution of each audio type across
different tasks is illustrated in Fig. 2(d).

As summarized in Table [I} XGC-AVQuiz is the first benchmark to comprehensively evaluate the
multimodal understanding capabilities of MLLMs across both real-world and non-realistic scenar-
ios. Its key contributions include: (1) Evaluation of AIGC content: AIGC content can present
A/V scenes that are impossible in the real world. XGC-AVQuiz leverages AIGC videos to evaluate
whether MLLMs can semantically and temporally align audio and video, and comprehend non-
realistic content. (2) Emphasis on A/V Quality Perception: XGC-AVQuiz evaluates MLLMs’
ability to perceive A/V quality through low-quality content. This task requires both low-level sen-
sory abilities (e.g., detecting noise, blur, or latency) and high-level understanding (e.g., assessing
semantic consistency and temporal synchronization between audio and video). (3) Broader video
coverage: Compared to existing benchmarks with similar numbers of QA pairs, XGC-AVQuiz in-
cludes more videos. This provides broader coverage across diverse video types, scenes, and A/V
conditions, enabling a more robust assessment of model generalization and robustness.

4.2 DATA COLLECTION AND PREPROCESSING

For PGC videos, we first collected 108 English-language films and TV shows spanning 14 different
themes, and trimmed them into 10-minute clips for annotation of QA pairs. Additionally, we down-
loaded 100 music videos in Korean, English, and Japanese to ensure musical diversity. For UGC
videos, we gathered 1, 000 short videos from platforms such as YouTube and TikTok, covering game
streams, chat sessions, and singing performances. We also collected 100 livestream recordings from
Twitch, including game, chat, and singing. Regarding AIGC videos, we sourced Al-generated con-
tent from YouTube featuring virtual avatars speaking and singing. To further enrich audio diversity,
we also collected AIGC videos with sound from the AIGC sharing platform Kling kli| (2024)).
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Figure 3: Construction pipeline of the XGC-AVQuiz dataset. (a) Video collection; (b) Quality
filtering; (c) Manual annotation; (d) MLLM-based multiple choice creation; (e) Expert review.

To evaluate the A/V quality perception capabilities of MLLMs, we included both high-quality and
low-quality A/V content. Low-quality UGC videos were obtained from the UGC A/V quality as-
sessment dataset SITU-UAV |Cao et al.| (2023)), which contains distortions introduced during user
recording. We also simulated livestream-specific glitches, such as audio stuttering, A/V desynchro-
nization, and video freezing, by preprocessing livestream recordings. Low-quality AIGC videos
were collected from the AIGC A/V quality assessment dataset AGAVQA-3k [Cao et al| (2025),
which exhibit issues such as A/V misalignment, semantic inconsistency, and unnatural audio.

After collecting the videos, we first categorized all videos and ensured they contained both audio
and dynamic visual content. For high-quality samples, we further verified their A/V synchronization,
semantic relevance, and overall A/V quality.

4.3 ANNOTATION PROCESS

We recruited 47 professional annotators to create high-quality QA pairs by considering both audio
and video information. Annotators were required to generate QA pairs evenly distributed across
all 20 task types. All submitted QA pairs were reviewed by domain experts for correctness, clarity,
logical consistency, and the necessity of multimodal information. To construct challenging multiple-
choice questions, we leveraged MLLMs to generate distractors. Each question and its corresponding
video were fed into several MLLMs, and incorrect responses were collected as potential distractors.
Finally, professional annotators refined the distractors based on model-generated errors, and all op-
tions were reviewed by experts to ensure quality. This annotation framework, combining expert
validation with LLM-assisted distractor generation, guarantees the accuracy of QA pairs while in-
creasing the difficulty of multiple-choice questions, thus posing greater challenges to MLLMs.

5 EXPERIMENT

In this section, we conduct a comprehensive evaluation of recent MLLMs and our proposed XGC-
AVis agent on the XGC-AVQuiz benchmark, and further evaluate XGC-AVis on the Daily-Omni
benchmark Zhou et al.|(2025). In addition, we perform ablation studies on both MLLMs and XGC-
AVis to investigate key factors influencing their performance.

5.1 EXPERIMENTAL SETTINGS

Our evaluation covers four types of MLLMs: (1) Open-source VLMs: LLaVA-OneVision |Li et al.
(20244a), InternVL2.5 |Chen et al.| (2024), and InternVL3 |Zhu et al| (2025a). (2) Open-source
omni-language models (OLMs): VideoLLaMA?2 |Cheng et al.| (2024), PandaGPT |Su et al.| (2023)),
GroundingGPT [Li et al.| (2024e), Bubogpt Zhao et al.|(2023)), Unified-IO-2 |Lu et al.|(2024), Video-
SALMONN/ Sun et al.| (2024)), Qwen2.5-Omni Xu et al.|(2025). (3) Closed-source MLLMs: GPT-40
Hurst et al.| (2024), Claude 3.7 Sonnet | Anthropic, (2024), and Gemini 2.0 Flash |DeepMind| (2025)).
(4) Multi-agent systems: Daliy-Omni [Zhou et al.| (2025)) and our XGC-AVis. We further consider
three input settings: video only, video with audio, and video with audio and subtitles. More experi-

ment details are in Appendix and

5.2 MAIN RESULT

Table [2| compares the performance of various MLLMs and multi-agent systems on the four audio-
visual tasks in the XGC-AVQuiz benchmark. Our findings offer several key insights into the current
state of MLLMs in A/V understanding. First, open-source VLMs rely solely on visual and tex-
tual inputs, which limits their ability to perform multimodal tasks effectively. In Table [2] we
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Table 2: Performance on XGC-AVQuiz across four categories. Best and second-best results are
highlighted. A: VLMs. 4: open-source OLMs. % : closed-source MLLMs. ©: multi-agent systems.

Methods LLM| A/V Recognition | A/V Localization | A/V Perception A/V Reasoning Average

) Size [Vid. +Aud. +Sub.|Vid. +Aud. +Sub.|Vid. +Aud. +Sub.|Vid. +Aud. +Sub.|Vid. +Aud. +Sub.
ALLaVA-OneVision| 8B [47.0 - 47.0 |420 - 427 1402 - 413 (474 - 48.0 |43.6 - 44.4
AlnternVL2.5 8B |36.8 - 372|420 - 420 |346 - 342 |48.1 - 48.6 402 - 40.2
AlnternVL3 8B 483 - 47.6 1500 - 50.3 (404 - 403 |523 - 522 1463 - 46.2
“#VideoLLaMA2 [ 7B |42.6 48.0 53.0 [41.0 41.7 392 [425 407 43.1(39.9 402 517 [41.5 414 467
#PandaGPT 7B |32.4 382 358|313 28.8 323 (39.6 289 294|349 354 355|364 32.1 325
4GroundingGPT 7B 389 40.5 409 (358 37.8 35.8|30.1 272 295|376 362 488 342 328 38.0
#Bubogpt 7B [23.0 182 135|156 149 17.7|194 174 212|151 142 153|179 162 18.0
#Unified-10-2 1B |30.4 31.8 30.1 [29.5 285 299 383 355 349|281 284 264|330 319 309

#Unified-I0-2 XL 3B |34.1 35.1 351|247 257 253 |28.0 289 275|274 298 274|281 29.6 28.1
#Unified-I0-2 XXL | 8B (324 365 334 |27.1 274 295|387 342 373|304 330 31.1/|340 333 339
#Video-SALMONN | 7B (324 345 338 (33.7 365 354|247 262 292|355 360 44.7(30.2 315 35.6
4Qwen2.5-Omni 7B |47.6 554 5377 |40.6 37.5 33.0|37.1 451 418|450 579 551 |41.3 498 46.7

% ChatGPT-40 - |446 - 449 1472 - 479 (234 - 36.6 |504 - 60.1 |37.4 - 46.7
% Claude 3.7 Sonnet| - |31.8 - 28.7 1337 - 295|154 - 15.1 |31.9 - 49.6 |1248 - 29.8
*Gemini 2.0 Flash | — [459 544 557 |434 493 493 343 402 38.1 |485 659 68.1 (413 514 513
"ODaliy-Omni [ = |~~~ 389 | 253 | 261 |4 437 T 334
OXGC-AVis (Ours)| — 59IS 51.7 51.0 69.3 58.2
Improvement - +3.8% +1.4% +5.9% +1.2% +6.8%

Table 3: Performance on Daily-omni across different different question domains and video dura-
tions. Best and second-best results are highlighted. ¢: open-source OLMs. : closed-source

MLLMs. ©: multi-agent systems.
A/V Event . ontext Event . 0s 60s
Methods A{ignment Comparative Undcerstanding Sequence Inference Reasoning S?lbset Subset Avg
4 Unified-I0-2XXL (8B) 44.1 51.2 38.9 40.5 57.8 61.7 46.7 484 | 475
#VideoLLaMA?2 (7B) 35.7 359 35.8 31.7 40.9 34.3 38,0 31.8 | 352
4#Qwen2.5-Omni (7B) 25.6 31.3 26.4 25.8 35.1 29.7 26.7 30.0 | 28.2
% ChatGPT-40 47.9 62.6 52.3 52.6 66.2 66.3 55.6 575 | 56.5
Y Gemini 2.0 Flash Lite 55.0 64.9 58.0 54.3 74.0 72.0 624 60.0 | 61.3
% Gemini 2.0 Flash 62.2 73.3 63.7 63.7 76.6 75.4 67.2 68.6 | 67.8
"ODaily-Omni | 517 687 ¢ 60.1 593 786 714 | 640 593 | 61.8
OXGC-AVis (Ours) 63.5 771 68.4 64.4 85.1 82.3 71.6 715 | 71.5
Improvement +1.3% +3.8% +4.7% +0.7%  +6.5% +6.9% |+4.4% +2.9%|+3.7%
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Figure 4: MLLMSs’ accuracy over different A/V task categories.

utilize the Deepgram API to transcribe audio into subtitles and feed them to VLMs alongside video.
However, this does not significantly improve accuracy compared with video-only input, and VLMs
underperform Qwen2.5-Omni in most audio-visual tasks. These results highlight VLMs’ inability to
leverage subtitle cues and emphasize the necessity of incorporating audio for more comprehensive
and accurate A/V understanding.

Second, most open-source OLMs struggle to integrate audio, video, and subtitle information
and fail to surpass VLMs. Adding audio or subtitles negatively impacts the average accuracy
of most open-source OLMs. Only Qwen2.5-Omni and VideoLLaMA?2 effectively leverage audio
or subtitle information to achieve higher average accuracy than open-source VLMs. Overall, these
results indicate that many open-source OLMs remain heavily dependent on visual inputs, and simple
concatenation of audio or subtitle signals is insufficient for effective audio-visual integration.

Third, closed-source MLLMs, such as Gemini 2.0 Flash, show poor performance on quality
perception tasks compared to open-source OLMs like Qwen2.5-Omni. For ChatGPT-40 and
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Table 4: Performance on XGC-AVQuiz across different video durations. Best and second-best
results are highlighted. ¢: open-source OLMs. % : closed-source MLLMs. O: multi-agent systems.

Methods LLM < 10s 10s — 30s 30s — lmin 1min — 2min > 2min

Size [Vid. +Aud. +Sub.|Vid. +Aud. +Sub.|Vid. +Aud. +Sub.|Vid. +Aud. +Sub.|Vid. +Aud. +Sub.
ALLaVA-OneVision| 8B [37.8 - 372|473 - 48.6 432 - 446 (473 - 48.7 149.2 - 48.5
AlnternVL2.5 8B |384 - 40.5 405 - 39.8 1379 - 36.5 [50.0 - 50.4 (485 - 50.8
AlnternVL3 8B (434 - 429 149.7 - 503 [44.8 - 44.0 |52.7 - 53.1 |432 - 45.5
‘#VideoLLaMA2 | 7B [40.5 39.0 417 |41.4 4277 48.0 [41.7 425 473|424 402 49.6 432 409 545
#PandaGPT 7B |30.4 30.1 30.8 384 39.1 38.0(39.7 27.0 28.1 |31.7 353 384 |38.6 364 333
#GroundingGPT 7B [32.5 329 346|403 39.1 46.2 |30.0 27.6 32.1 402 37.1 48.2 (288 29.5 35.6
#Bubogpt 7B 153 142 154|212 185 16.7 |174 168 214 188 12.1 143|159 159 19.7
#Unified-10-2 1B [30.7 31.0 313|305 31.5 305|384 348 324|295 286 299|258 235 227

#Unified-I0-2 XL 3B |30.5 31.0 302|339 350 343|229 241 227|263 339 27.7|258 258 235
#Unified-I0-2 XXL | 8B (382 372 394 |31.8 335 323|349 312 332|281 330 28.6 (273 295 295
4#Video-SALMONN | 7B [33.7 343 332 (345 364 412|224 244 314|344 366 50.0|38.6 348 235
4Qwen2.5-Omni 7B |429 39.1 39.7 |455 55.1 51.7|349 51.8 464 |49.6 52.7 500 (439 545 508

% ChatGPT-40 - 437 - 49.8 1429 - 476 1231 - 37.7 |53.1 - 63.8 |53.8 - 62.1
% Claude 3.7 Sonnet| - [30.5 - 16.6 |27.8 - 312 (147 - 29.1 1339 - 53.1 |137.1 - 53.8
% Gemini 2.0 Flash | - [485 56.3 56.0 458 57.3 58.1 |30.7 405 394|504 62.1 629 |439 568 59.1
“ODaliy-Omni [ = |~ 347 | 366 | 266 | 4 20 | 439
OXGC-AVis (Ours)| — 57.1 62.1 53.1 67.4 63.6
Improvement - +0.8% +4.0% +1.3% +3.6% +1.5%

Table 5: Performance on XGC-AVQuiz across different audio types. Best and second-best results
are highlighted. 4: open-source OLMs. %: closed-source MLLMs. O: multi-agent systems.

Methods LLM Speech Sound Music Mix

Size [Video +Audio +Subtitle |Video +Audio +Subtitle | Video +Audio +Subtitle | Video +Audio +Subtitle
ALLaVA-OneVision| 8B | 40.7 - 39.8 38.5 - 439 | 400 - 374 | 40.7 - 40.4
AlnternVL2.5 8B | 453 - 44.8 | 46.8 - 46.3 48.0 - 49.0 | 46.9 - 46.9
AlnternVL3 8B | 42.8 - 445 | 403 - 399 | 473 - 473 | 447 - 452
“#VideoLLaMA2 | 7B | 415 39.6 486 | 414 441 461 | 415 432 439 [413 416 455
#PandaGPT 7B | 38.8 315 32.0 343 347 334 | 331 325 325 355  31.1 32.8
#GroundingGPT 7B | 32.1 309 39.5 356 372 394 | 348 338 36.1 36.5 328 35.1
#Bubogpt 7B | 184 176 18.9 129 151 12.2 241 155 19.8 16.0 14.6 19.2
#Unified-10-2 1B | 346 338 31.6 | 281 274 254 | 342 338 35.1 32.8  30.1 30.7

#Unified-10-2 XL 3B | 262 277 26.7 27.6 303 26.9 359 348 35.7 26.1 285 25.6
#Unified-I0-2 XXL | 8B | 34.0 325 333 31.6 321 31.6 38.7 36.6 409 | 319 334 31.4
#Video-SALMONN | 7B | 29.7  30.6 38.8 31.6 359 350 | 286 28.6 30.5 312 324 33.6

4Qwen2.5-Omni 7B | 37.8 519 485 | 488 463 470 | 465 475 41.5 38.7 499 46.9
‘%ChatGPT-do [ — 324 - 497 | 494 — 514 [409 - 432 [357 - 399
% Claude 3.7 Sonnet| — | 20.4 - 420 | 254 - 16.9 31.6 - 194 | 277 - 233
*Gemini 2.0 Flash | - | 38.7 54.1 533 | 477 557 56.1 473 454 452 | 372 477 48.7
ODaliy-Omni | - | 367 | 31 275 [ 277
OXGC-AVis (Ours) | — 62.7 57.5 51.6 54.8
Improvement - +8.6% +1.4% +2.6% +4.9%

Claude 3.7 Sonnet, we follow the official guidelines and use ChatGPT-Audio and Deepgram to
generate audio descriptions or subtitles as auxiliary inputs. Results show that for A/V recognition
and localization tasks, these inputs offer limited cues. Although Gemini 2.0 Flash achieves the
highest average performance among both closed-source and open-source OLMs, its performance on
the A/V quality perception task still lags behind the open-source OLM Qwen2.5-Omni, indicating
that A/V quality perception remains a key challenge with room for further improvement.

Finally, as shown in Tables [2] and |3, our proposed XGC-AVis achieves state-of-the-art results,
outperforming Gemini 2.0 Flash by 6.8% on XGC-AVQuiz and 3.7% on Daily-Omni in aver-
age accuracy. Moreover, it surpasses the Daily-Omni agent, demonstrating the stronger robustness
and transferability of XGC-AVis.

Fig.@illustrates MLLMSs’ accuracy across different A/V task categories. XGC-AVis, which employs
Gemini 2.0 Flash as the decider, achieves higher accuracy than Gemini 2.0 Flash on all 20 A/V
tasks except the overall A/V quality task. In the A/V recognition and localization categories, most
models perform poorly on audio counting. This indicates that although they are capable of capturing
semantic information, they struggle to temporally localize A/V events. In the quality perception
category, their weakness in distortion localization further suggests difficulty in modeling temporal
variations in A/V quality, posing challenges for quality assessment and distortion detection. These
results reveal persistent challenges in temporal localization and variation modeling. Finally, in
the reasoning category, most MLLMs show consistent performance, while Qwen2.5-Omni surpasses
Gemini 2.0 Flash in music understanding, indicating a stronger ability to perceive emotional cues.
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Table 6: Performance on XGC-AVQuiz across difference video content. Best and second-best
results are highlighted. ¢: open-source OLMs. % : closed-source MLLMs. O: multi-agent systems.

Methods LLM PGC UGC AIGC
Size [ Video +Audio +Subtitle | Video +Audio +Subtitle | Video +Audio +Subtitle

ALLaVA-OneVision 8B 434 - 44.0 441 - 453 42.7 - 429
AlnternVL2.5 8B 429 - 43.7 39.2 - 37.7 35.9 - 37.5
AlnternVL3 8B 49.0 - 48.5 454 - 454 41.8 - 42.4

" #VideoLLaMA2 | 7B | 375 386 483 | 446 444 466 | 438 411 427
#PandaGPT 7B 32.8 332 34.6 39.9 29.2 28.9 36.6 36.6 36.1
#GroundingGPT 7B 355 344 43.6 32.0 31.0 32.8 35.7 334 36.3
#Bubogpt 7B 15.7 14.3 14.2 18.7 17.4 21.3 214 17.8 19.4
#Unified-10-2 1B 27.2 26.6 25.5 38.6 36.5 34.8 343 343 352
#Unified-10-2 XL 3B 259 29.3 259 25.3 25.2 26.2 40.6 41.1 384
#Unified-10-2 XXL 8B 27.9 30.3 28.0 36.7 333 36.1 42.7 41.3 43.8
4 Video-SALMONN 7B 333 34.1 41.1 26.1 27.8 30.7 323 343 339
#Qwen2.5-Omni 7B 434 55.8 54.2 354 44.3 38.1 51.0 48.1 48.8

" %ChatGPT-40 | — [ 466 - 550 | 275 - 370 | 386 - 497
% Claude 3.7 Sonnet - 28.9 - 43.6 21.4 - 24.1 22.3 - 8.6
% Gemini 2.0 Flash - 44.4 59.3 61.6 35.7 43.7 41.7 47.6 50.6 49.2

" QDaliy-Omni | - [ 417 229 T3
QOXGC-AVis (Ours) - 63.8 54.7 52.6
Improvement - +2.2% +8.1% +1.6%

5.3 ABLATION STUDY OF XGC-AVQUIz

Impact of Video Duration. Table {4]illustrates the impact of video durations on MLLMs’ accuracy
under three input configurations: video-only, video with audio, and video with audio and subtitles.
The following insights can be drawn from the results: (1) Our proposed XGC-AVis consistently
outperforms other MLLMs, with its largest gain of 4.0% over Gemini 2.0 Flash on 10-30 second
videos. (2) As video duration increases, ChatGPT-40 gradually surpasses Gemini 2.0 Flash, show-
ing showing a stronger ability for long content. However, XGC-AVis, built upon Gemini 2.0 Flash,
further improves accuracy on videos longer than 30 seconds by leveraging its planner to accurately
locate question-relevant segments, thereby enhancing temporal localization. This enables it to sur-
pass both Qwen2.5-Omni and ChatGPT-4o.

Impact of Audio Type. Table[5|compares the impact of four audio types (speech, sound, music, and
mix) on MLLMs’ performance. XGC-AVis achieves the best performance across all audio types,
with notable improvements of 8.6% and 4.9% over Gemini 2.0 Flash on speech and mix, respec-
tively. Although XGC-AVis leverages audio descriptors to aid non-speech sound understanding,
significant challenges remain in handling sound and music.

When evaluating both open-source and closed-source MLLMs, we observe: (1) Even for speech,
the addition of subtitles may reduce performance, reflecting the challenge MLLMs face in align-
ing visual content with subtitles. (2) Closed-source MLLMs outperform open-source MLLMs on
speech and audio, but lag behind on music and mix. Notably, Gemini 2.0 Flash performs best with
video-only input on music, underscoring its limitations in handling music. (3) ChatGPT-40 and
Claude 3.7 Sonnet rely on ChatGPT-Audio and Deepgram to acquire audio descriptions and sub-
titles, respectively. For Claude 3.7 Sonnet, subtitles improve performance only on speech, while
ChatGPT-40 benefits from audio descriptions across all audio types. This demonstrates that audio
descriptions convey richer acoustic cues, such as tone, emotion, and environmental sounds, that are
crucial for multimodal understanding. Unlike subtitles, they capture information beyond textual
content, underscoring the importance of comprehensive acoustic signals for effective multimodal
comprehension.

Impact of Video Content. As shown in Table [} XGC-AVis achieves the best performance across
all three video content types. The largest gain is observed on UGC, where it surpasses the second-
best model by 8.1%. This is partly because we introduced low-quality videos into UGC and AIGC
to test MLLMs’ quality perception. Since VideoLLaMA?2 and Qwen2.5-Omni outperform Gemini
2.0 Flash in quality perception, Gemini 2.0 Flash does not achieve the best results on UGC and
AIGC videos. By integrating the insights of Planner 1 and Planner 2, XGC-AVis enhances Gemini
2.0 Flash’s ability to perceive quality, thereby improving its overall performance.
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Table 7: Ablation studys of XGC-AVis on XGC-AVQuiz. Best results are highlighted.

Question Type Video Duration Audio Type
Methods AV AV AV AV 30s  1min 2min 5min . . .
Recognition Localization Perception Reasoning | Subset Subset Subset Subset|$Peech audio music mix
Gemini 2.0 Flash 54.4 49.3 40.2 65.9 56.9 405 62.1 568 | 54.1 5577 454 477
XGC-AVis w/o Planner 2 57.1 48.3 435 65.7 53.1 49.8 616 60.6 | 569 519 49.2 49.1
XGC-AVis w/o Planner 1 48.0 39.9 41.4 52.5 449 455 487 515 | 493 459 424 411
QOXGC-AVis (Ours) 59.5 51.7 51.0 69.3 59.7 531 674 63.6 | 62.7 57.5 51.6 54.8

Gemini 2.0 Flash: A. | low does the boy's mood change at this time?

4 How does the boy" d ch his time?
® Qwen2.5-Omni 7B: A. ; 3 - A. Getting more and more scared B. Getting more and more excited ‘
® ChatGPT-4o+ChatGPT-Audio: A. Il | A e C. From fear to fearlessness D. More and more calm

00:00. 00:38
The XGC-AVis Pipeline

00:00-00:05 - 00:30-00:38 id d
Please determine which time segment(s) of the video provide the necessary information 22z Audio viptio ‘m‘ ) 00:10-00:15 1ouss Hland
to answer the question and provide the corresponding reasoning. [Question] A \ 0s-15s  25s-30s 30s-38s
Planner 1 10s-15s Reason: The boy's mood changes from uncertainty to concern as he contemplates the situation. Based on your observations,
255-30s Reason: The boy's mood shifts to determination as he prepares to face the situation. > Audio description: The audio contains |~ —>  select the best answer to the
30s-38s Reason: The boy's mood changes to surprise and caution as he reaches out towards the dark hole. AN emergency siren going off following multiple-choice
Planner 2 105-20s Reason: The boy is angry, as indicated by the angry mood in the audio description. question. [Question][Option]

20s-30s Reason: The boy is happy, as indicated by the happy mood in the audio description. ~ —* Plan 2
7  33s-38s Reason: The boy is angry, as indicated by the angry mood in the audio description.

00:10-00:15 00:15-00:20 00:20-00:25 00:25-00:30 00:30-00:38

>

Executor 1 C. Reason: After hearing the girl's encouragement about feeling the

Plan 1+ @ fear and doing it anyway, the boy hesitantly reaches out and finally
jumps into the darkness. This implies he transitioned from being
scared and unwilling to face it, to being determined and fearless.

°rx

. . * Decider

Executor 1's response: C, Reason: After hearing the girl's encouragement (3

about feeling the fear and doing it anyway, the boy hesitantly reaches out ...

Executor 2’s response: A, Reason: The girl encourages the boy that being ...
Execu‘f’or 2 VR eazon The zitllencotrages the boy that being scarcd s a partor Based on the gll vude_o frames, audio, subtitle, gnd audio descr!pl!(?ns,

Plan 2> {%)  life, then asks him to feel the fear. Then he tries to save the Grim | determine which option is correct. Respond with only the lettr of the correct

Reaper, so he is getting more and more scared. PRHou GuetionOpeod]

C. From fear to @
fearlessness

Figure 5: Example of the XGC-AVis response process.

5.4 ABLATION STUDY OF XGC-AVIS

We evaluate the effectiveness of two planners in XGC-AVis on XGC-AVQuiz, with results shown in
Table m Gemini 2.0 Flash serves as the baseline model. In XGC-AVis w/o Planner 2, the final an-
swer is directly taken from Executor 1, while in XGC-AVis w/o Planner 1, it is taken from Executor
2. In both cases, removing either planner leads to a performance drop, demonstrating that the de-
cider’s ability to select the correct answer between Executor 1 and Executor 2 significantly improves
accuracy and validates the effectiveness of the XGC-AVis architecture. Notably, the improvement is
most pronounced in the A/V quality perception category, providing strong evidence that XGC-AVis
effectively enhances MLLMs’ performance on quality perception tasks.

5.5 CASE STUDY

Fig. ] presents a case study of how XGC-AVis answers an audio-visual question. In this example,
the question is “How does the boy’s mood change at this time?” XGC-AVis first concatenates the
pre-processed video frames, audio segments, subtitles, and audio descriptions with the question,
and feeds them into Planner 1 and Planner 2. Each planner identifies the relevant time segments
and provides corresponding reasoning, as shown in their outputs. Based on Planner 1’s selected
segments, the system constructs Plan 1 and passes it to Executor 1, while Planner 2’s outputs form
Plan 2, which is processed by Executor 2. If the two executors produce inconsistent answers, XGC-
AVis integrates the time spans and reasoning from both plans, along with the candidate answers, and
forwards them to the Decider. The Decider then determines the final correct answer.

6 CONCLUSION

In this paper, we propose XGC-AVis, a multi-agent system that enhances MLLMs’ audio-visual
understanding capabilities without additional training. We also introduced XGC-AVQuiz, a novel
benchmark designed to comprehensively evaluate MLLMs in both real-world and Al-generated sce-
narios, with a dedicated focus on quality perception. Experimental results reveal that MLLMs face
significant challenges in quality perception and in temporally localizing audio-visual events. Abla-
tion studies demonstrate that XGC-AVis can guide MLLMs to identify question-relevant segments,
thereby enhancing temporal localization. Moreover, by integrating decisions from two executors
through a decider, XGC-AVis further improves MLLMs’ performance in the quality perception cat-

egory.
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This research adheres to the ICLR Code of Ethics. In developing the XGC-AVQuiz benchmark, we
invited human annotators to label question-answer pairs. All participants were informed of the task’s
purpose and their participation was voluntary. No personally identifiable information was collected,
and all data was anonymized to ensure privacy and confidentiality. We ensured that the annotation
process was free of harm or discomfort for the participants. The annotations were collected solely
for academic research, and no sensitive or inappropriate content was involved. Additionally, we
took measures to avoid bias in the data collection and ensure fairness in the labeling process. This
study complies with relevant ethical standards and legal requirements, with no conflicts of interest
or financial sponsors influencing the research. We also ensured that the data usage and participant
involvement adhered to ethical guidelines regarding privacy and research integrity.

REPRODUCIBILITY STATEMENT

We have made significant efforts to ensure the reproducibility of our work. Detailed descriptions
of the XGC-AVis framework can be found in Section [3] and Appendix [A.3] while Section ] and
Appendix [A.T|provide the specifics of the XGC-AVQuiz benchmark. For the models and algorithms
used in our experiments, we rely on open-source code and pretrained model weights, or publicly
available official APIs, ensuring transparency and reproducibility. Additionally, after the final ver-
sion of the paper is accepted, we will make the code and dataset publicly available to further facilitate
reproducibility and transparency.

ADDITIONAL LLM STATEMENT

We would like to clarify that LLMs were only used for language polishing and grammar correction
in this work. The core research ideas, conceptual framework, experimental design, and data analysis
are entirely the original work of the authors. The authors take full responsibility for the accuracy,
completeness, and all statements made in this paper.
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A APPENDIX

A.1 MLLM EXPERIMENT DETAILS

In the XGC-AVQuiz benchmark, each question contains 2 to 6 carefully designed options, with only
one correct answer. The correct and incorrect answers are shuffled during the evaluation process.
During the evaluation of MLLMs, we uniformly select 15 frames from each video and provide the
complete audio segment as input.

Prompt Template for MLLM Evaluation
User: [video tokens][audio tokens]

These are the frames of the video and the corresponding audio. Please select the best answer to the
following multiple-choice question based on the video. Respond with only the letter [the range of
option letters (e.g., A, B, C, D).] of the correct option.

Question: [Multiple-choice Questions and Options]

All MLLMs are tested in a zero-shot setting. For open-source MLLMs, we conducted tests by
downloading the official default parameters and running the tests on two A100 GPUs with 160 GB
of memory. Closed-source MLLMs are evaluated via official APIs to ensure the reproducibility of
the results. Apart from ChatGPT-40, we used the official Deepgram API to convert the audio content
of each video into text, which is then used as subtitles for testing MLLM performance.

Prompt Template for MLLM Evaluation with Subtitles
User: [video tokens][audio tokens]

These are the frames of the video and the corresponding audio. The subtitle of this video: [subtitle].
Please select the best answer to the following multiple-choice question based on the video. Respond
with only the letter [the range of option letters (e.g., A, B, C, D).] of the correct option.

For ChatGPT-4o0, the official ChatGPT-Audio is used, and the description of the audio by ChatGPT-
Audio is input as subtitles to assist ChatGPT-4o0 in understanding the audio-visual content.

Prompt Template for ChatGPT-Audio

User:Listen to the audio carefully. Describe the sounds in the audio, convert the spoken words into
accurate subtitles. [audio tokens]

Question: [Multiple-choice Questions and Options]

A.2 DETAILS ON LLM-ASSISTED EVALUATION

During the experiment, we found that some MLLMs models output answers in a format that does not
meet the requirements. For example, the MLLMs would not respond with just the letter of the option,
but would instead add additional explanatory words. To address this, we adopted an LLM-assisted
evaluation method. We input the question, options, correct answer, and the MLLM’s response into
an LLM to evaluate the accuracy of the answer. We used Qwen-plus to assist in judging the accuracy
of MLLM responses. To reduce the inherent variability of large language models, where identical
prompts may produce uncertain responses, we employed a five-round voting strategy. For each
question-answer pair, we sent the prompt defined in the template below five times and determined
the correctness of the answer based on the majority, selecting the result that appeared three or more
times. When the response from the LLM-assisted evaluation does not meet the requirements, we
manually verify the accuracy of the MLLM’s answer.

Prompt Templates for LLM Evaluation of MLLMs’ Responses.

User: Given the question [multiple-choice question and options, the correct answer is the option
[correct answer]. The respondent’s answer is [MLLM’s answer]. Determine if the respondent’s
answer is correct (1) or incorrect (0). If uncertain, also provide 0. Only return the result as a single
digit.]
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A.3 XGC-AVIs DETAILS

Audio Perception. For XGC-AVis, we first use the Deepgram API as a translator to convert the
speech in the audio into subtitles. Then, we utilize rl-aqa as an audio descriptor to describe the
audio in segments. When the Deepgram API returns subtitles, it also provides the timestamps of
each sentence. Therefore, when Deepgram detects speech within an audio segment, we input the
detected subtitle along with it into rl1-aqa to assist in the speech description.

Prompt Templates for Audio Descriptor with Speech

User: The subtitle of this audio: [subtitle]. Please describe the background sounds and music. Do
not respond using list or dictionary formats. Instead, write your response in full sentences.

If Deepgram detects that the current audio segment does not contain subtitles, we will prompt r1-aqa
that there is no clear speech in the current audio segment, thereby assisting rl-aqa in providing a
better description of the audio.

Prompt Templates for Audio Descriptor without Clear Speech

User: This audio does not contain clear speech. Please the background sounds, emotion and music.
Do not respond using list or dictionary formats. Instead, write your response in full sentences.

Plan Generation. After concatenating the video segment, audio segment, subtitle, and audio de-
scription, we input them into Planner 1 and Planner 2 to obtain the time segments related to the
question, with Aria as Planner 1 and Qwen 2.5-Omni as Planner 2. Aria can only process video and
text, while Qwen 2.5-Omni can process video, audio, and text simultaneously.

Prompt Templates for Planner

User: [video tokens][audio tokens] The above frames and audio are extracted from [Time range].
Subtitle: [Subtitle]. Audio description: [Audio description]...

The video lasts for [duration] seconds. Please carefully read the questions related to audio-visual
perception, understanding, and reasoning abilities, closely observe the video frames, audio, subtitle,
and audio descriptions. Please determine which time segment(s) of the video provide the necessary
information to answer the question and provide the corresponding reasoning. Question: [question]
No need to answer the question itself, just identify the time range(s) in [start time] to [end time] and
provide the corresponding reasoning.

Reply me with a structured output in JSON format: {”time_segments”: [{ start_time”:
“end_time”: , “reasoning”: }...]}” If there is no content related to the question, only answer 'No."

Execution. Based on the output of the Planner, we extract only the specified time segments and input
them into Executor 1 and Executor 2, allowing them to determine the correct option and provide the
corresponding reasoning. Both Executor 1 and Executor 2 are based on Gemini 2.0 Flash. If the
Planner is unable to identify the video content related to the question, the entire video is assumed to
be relevant to the question by default.

Prompt Templates for Executor

User: [video tokens][audio tokens] The above frames and audio are extracted from [Time range].
Subtitle: [Subtitle]. Audio description: [Audio description]. Video description: [planner’s rea-
son]...

Please closely observe the video frames, audio, subtitle, and audio descriptions. Based on your
observations, select the best answer to the following multiple-choice question. Respond with only the
letter [the range of option letters] of the correct option, followed by 'Reason:’ and your reasoning.
Question: [Multiple-choice Questions and Options]

Reflection. If the answers from Executor 1 and Executor 2 are consistent, the answer is directly
output. When the answers are inconsistent, the responses from Plan 1 and Plan 2 are merged and
input into the decider, which will provide the final answer.

User: [video tokens][audio tokens] The above frames and audio are extracted from [Time range].
Subtitle: [Subtitle]. Audio description: [Audio description]. Video description: [planner’s rea-
sonj...
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Audio Source Recognition

A woman sits at a computer browsing materials in silence. A bird in a cage with birdsong

Q Question: What kind of sounds appeared in this video?
[A] A. Birdsong B. sound of footsteps C. Voice D. The sound of flipping through books

Gemini 2.0 Flash €. Voice ) ~ Qwen2.5-Omni  C. Voice )  ChatGPT-40+ChatGPT-Audio  C. Voice (X)
XGC-AVis  A. Voice Reason: The birdsong is prominent in the video. &)

Music Recognition

Scenes of playing the guitar, drums, and piano, accompanied by their respective sounds/—» The sound of a hand drum

Q Question: What instruments are being played in this piece of music?
“ A. Guitar, drum set, piano, hand drum B. Guitar, piano C. Guitar, drum set D. None of them

Gemini 2.0 Flash . Guitar, drum set (X) Qwen2.5-Omni  C. Guitar, drum set (X) gzgiggiﬁ:ﬁo A ©

XGC-AVis - A. Reason: The video shows what appears to be a guitar being played, and the audio includes ©)
music with drums. The musicians shown also appears to be playing a piano, and a hand drum.

Counting

Two people are conversing of f-screen. [father] ..make me more upset

No excuse. I went out.

[Drayton]

Question: How many people are speaking?
“ A.One B Two

Gemini 2.0 Flash ~ A.One X) Qwen25-Omni  B.Two © ChatGPT-40+ChatGPT-Audio  B. Two &)

XGC-AVis  B. Two Reason: There are two people conversing off-screen. &)

Figure 6: Examples of MLLM and AVis responses in the A/V recognition category, including audio
source recognition, music recognition, and counting tasks.

Executor 1’s response: [Answer 1], [Reason 1]. Executor 2’s response: [Answer 2], [Reason 2].
For this multiple-choice question, there are two different answers. Based on the all video frames,
audio, subtitle, and audio descriptions, determine which option is correct. Respond with only the
letter [the range of option letters] of the correct option.

A.4 QA EXAMPLES FROM EACH TASK

XGC-AVQuiz encompasses 4 A/V categories and 20 A/V tasks. To provide a clearer understanding
of each task type, we present one QA example for each task.

A.4.1 A/V RECOGNITION CATEGORY

Fig.[f]illustrates 3 representative tasks from the A/V recognition category: audio source recognition,
music recognition, and counting. The audio source recognition task evaluates whether MLLMs can
correctly identify the types of sounds and their corresponding sources in a video. The music recog-
nition task focuses on assessing MLLMs’ ability to recognize the genre or composition of music
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Audio Source Localization

- Ques‘non Wha'r are 'rhzy doing when they hear constant laughter?
al chess B. Listen to joke C. Play a game D. Crack a joke

Gemini 2.0 Flash  C. Playagame® Qwen2.5-Omni  A. Play international chess () g:z:ggj‘:iio ¢ ®

XGC-AVis  A. Reason: Based on the video and audio, the characters are playing chess, which falls under the @
general category of playing a game. The characters are laughing while playing chess.

Speaker Localization

In the scene, the two people are listening to someone off-screen. | The

the screen B. The man wearing a black long shirt
C. Aman wearmg a sleeveless long sher D. Unable to confirm

Gemini 2.0 Flash ~ B. (X) Qwen2.5-Omni  D. Unable to confirm ® (C:Egiggjmio D. ®

XGC-AVis = A. Reason: The man who walks into the back of the screen speaks the first line of the video. &)

- Ques’rlon Who Sald |'r frrs’r"

Music Localization

The two people are conversing without background music. Bac

Question: At what point does the background music start?
“ A. They started arguing B C p C. Their conversation began D. They started singing

Gemini 2.0 Flash A, ® Qwen25-Omni B. &) ChatGPT-40+ChatGPT-Audio  Unable to answer. ®

XGC-AVis ~ B. Reason: The music starts playing when the man leaves and begins to climb the stairs. &)

Figure 7: Examples of MLLM and XGC-AVis responses in the A/V localization category, including
audio source localization, speaker localization and muisc localization.

within the video. The counting task challenges MLLMs to determine the number of occurrences of
a specific sound event.

A.4.2 A/V LOCALIZATION CATEGORY

Fig.[T]illustrates 3 representative tasks from the A/V localization category: audio source localization,
speaker localization, and music localization. The audio source localization task evaluates MLLMs’
ability to identify the position of non-speech, non-music sound sources in the video, as well as track
variations in the sound source’s volume over time. The speaker localization task tests MLLMs’
capability to determine the positions and the temporal sequence of speakers in the video. The music
localization task requires the model to detect the moments when music enters the scene and identify
the time points when the music changes.
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A.4.3 A/V QUALITY PERCEPTION CATEGORY

Fig. [§ and Fig. ] illustrates 7 representative tasks from the A/V quality perception category: A/V
content matching, music temporal matching, audio temporal matching, speech temporal match-
ing, distortion type classification, distortion localization and A/V overall quality. The A/V content
matching task tests whether MLLMs can determine the degree of alignment between the video and
audio content in AIGC audio-visual content. The music temporal matching task assesses whether
MLLMs can perceive the synchronization between music events and corresponding visual content,
such as whether the singer’s lip movements align with the music. The audio temporal matching task
evaluates the synchronization of non-speech and non-music audio events with the video content in
terms of timing. The speech temporal matching task requires MLLMs to assess the temporal align-
ment between speech and video content, such as whether the speaker’s lip movements correspond
to the spoken words. The distortion type classification task classifies the type of distortion present
in a given audio-visual content, such as noise, blur, or compression artifacts. The distortion local-
ization task identifies the specific regions in the video where distortions occur, localizing them both
spatially and temporally. The A/V overall quality task evaluates the overall perceptual quality of the
audio-visual content, combining both audio and video attributes into a single quality score.

A.4.4 A/V REASONING CATEGORY

Fig. [10[ and Fig. |[11]illustrates 7 representative tasks from the A/V reasoning category: music un-
derstanding, event causal reasoning, human interaction reasoning, identity reasoning, audio causal
reasoning, A/V prediction, and emotion reasoning. The music understanding task requires MLLMs
to comprehend the meaning conveyed by the music in the video or determine what aspects of the
video the music aims to highlight. The event causal reasoning task challenges MLLMs to reason
about the storyline or the causes behind specific events based on the audio and video cues. The
human interaction reasoning task asks MLLMs to infer the reasons behind the actions of charac-
ters in the video, combining both audio and video events. The identity reasoning task requires
MLLMs to deduce the identity of characters or the relationships between two characters based on
the audio-visual information. The audio causal reasoning task directs MLLMs to focus on audio
events, inferring the causes and effects of specific sounds within the video. The A/V prediction task
requires MLLMs to predict future events, behaviors, or sounds in the video by combining audio
and visual information. The emotion reasoning task involves judging emotions, tracking emotional
changes, and understanding the causes behind these emotional shifts in the video content.
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A/V Content Matching

The ice cubes in the glass remain
still, yet there's the sound of ice
cubes striking the glass.

A= Question: Is there any audio or visual inconsistency in the video?
“ A. The sound of ice hitting glass B. Pouring water sound C. All sounds are consistent with the video

Gemini 2.0 Flash ™ C. i i i 25-Omni €. (®) ChatGPT-dor ¢

emini 2.0 Flash - C. All sounds are consistent with the video(X) Qwen mhi €. X ChoatePT-Audio © ®

XGC-AVis  A. Reason: The ice cubes are visibly still, yet the sound suggests movement or impact, creating a @
contradiction between the visual and audio elements..

Music Temporal Matching

The girl is playing the guitar

ﬁ ﬁ . g E Q ﬁ ﬁﬁ o

Ques‘rlon Does the virtual singer's lip movement in the video match the singing voice?

A. In most video segments, the lip movement matches the singing voice.

B. Insome video segments, the lip movement matches the singing voice, while in others, it does not.
C. Inmost video segments, the lip movement does not match the singing voice.

D. Unable to confirm

Gemini 2.0 Flash  C. ® Qwen2.5-Omni A, &) ChatGPT-40+ChatGPT-Audio  B. ®
X6C-AVis  A.Reason: Throughout the video, the singer's mouth movements seem to sync well with the

words she's singing, based on the provided subtitles. Although it is a video, the lip movements @
seem to coordinate well with the lyrics, implying the singer is delivering the lines effectively.

Audio Temporal Matching

The sounds of chopping wood The sounds of crying The sounds of walking

The sounds of shouting

[~ Question: Is this an AT generated audio and video synchronized in terms of sound and video time?
“ A. Synchronous B. out of sync

Gemini20Flash B, (X)  Qwen25-Omni A, © ChatGPT-40+ChatGPT-Audio ~ B.out of syne  (X)

XGC-AVis  A. Reason: In the video, the sound effects of the tools hitting the material and the person
crying are heard, and these audio events happen exactly at the same time as the visual events. @
Therefore, they are synchronized.

Speech Temporal Matching

The man is speaking.

= Question: Is the speech in the video synchronized with the movement of the person's mouth?
“ A. The speech is poorly synchronized with the movement of the person's mouth in the video.
B. The speech is highly synchronized with the movement of the person's mouth in the video.

Gemini20Flash B. @  Qwen25-Omni A () ChatGPT-40+ChatGPT-Audio  A. (¥)
XGC-AVis  A. Reason: The speech in the video appears to be well-synchronized with the mouth

movements of the person speaking. There is nothing about the video or audio clips @
provided to indicate otherwise.

Figure 8: Examples of MLLM and XGC-AVis responses in the A/V quality perception category,
including A/V content matching, music temporal matching, audio temporal matching and speech
temporal matching.
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Distortion Type Classification

The father and daughter are playing international chess, with their voices and laughter filling the air.

Q “ Question: This is an AI-generated audio-video. What kinds of distortion issues are present in it?

A. Low sound clarity B. Low synchronization between sound and video
C. The video dubbing content is correct and clear D. The sound does not match the video content
Gemini 20 Flash B. ® Qwen25-Omni B, ® ChatGPT-40+ ©)

ChatGPT-Audio
XGC-AVis  D. Reason: The audio contains sounds like bells and mechanical noises that don't correspond to @

the visuals of a train window view. The audio description further confirms this mismatch,
making option D the most accurate.

Distortion Localization

22-27s: The woman's mouth is moving in the bottom right corner, but there is no sound.
27-32s: The woman's speaking voice appears with a delay.

- Question: Which time period is the audio and video out of sync?
A. 2-12s.B.12-22s. C. 22-325. D. 32-42s. E. 42-52s. F. Unable to determine.

Gemini 2.0 Flash A, () Qwen25-Omni E. ® Chat T o B ®

XGC-AVis  C. Reason: The audio plays the words "sack of shit" during this time period, but the speaker @
does not say the phrase until 28.

A/V Overall Quality

The video is very blurry, while the sound of the concert is relatively clear.

Q Question: How is the overall quality of the user-uploaded audio and video??
(A ] A. Serious video distortion and audio distortion.
B. The video is relatively clear, but the audio is severely distorted.
C. Both audio and video are relatively clear.
D. The video distortion is severe, while the audio distortion is relatively small

Gemini20Flash B. X)| Qwen25-Omni C. (X)  ChatGPT-40+ChatGPT-Audio €. X)

XGC-AVis  D. Reason: The video is full of distortions. However, the audio is somewhat more clear (&)
than the video, and the quality of the audio has only some distortions.

Figure 9: Examples of MLLM and XGC-AVis responses in the A/V quality perception category,
including distortion type classification, distortion localization and A/V overall quality.
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Music Understanding

The narrator explams that the teacher plays a sad song when a student fails.

%/ The teacher played a sad song, and
the last student left, covering their

i:% [ . face with their backpack.

- Question: Does the VIrTual singer's Ilp movement in the video mafch the singing voice?
A. Failed B. Excellent grades C. Moderate grades D. Unable to determine

>

Gemini 2.0 Flash  D. (%) Qwen2.5-Omni A, &) ChatGPT-40+ChatGPT-Audio  D. (%)
XGC-AVis  A. Reason: Initially, the teacher played a sad song for Paige Jones, implying that she had an

average grade. However, the teacher realized they had played the wrong song and switched to @
a more sorrowful song, suggesting that she had failed.

Event Causal Reasoning

The man is blowing air at the cat. The cat slaps the man and then walks away.
1 ™ - 1 B r 1 7

- Question: Why do cats hit men?
A. Because he exhaled for the cat B. Because he spat on the cat
C. Perhaps it was a reaction to something outside the camera

Gemini 20 Flash ~ ¢. X) Qwen2.5-Omni €. &) ChatGPT-40+ChatGPT-Audio  C. (X)

XGC-AVis  A. Reason: The audio recording contains sounds of someone exhaling next to the cats. From the
video, one can see the cat being laid on the man's chest and head before hitting him in the @
face. From this information, the most reasonable assumption is that the man's exhalation
irritated the cat causing it to hit him in the face.

Human Interaction Reasoning

Someone stops the  The man furns around, intending The woman leaves, and the
man to talk. to speak to the woman. man says, "Talk to myself."

The man talks to the woman.

= Question: Why do men say talk to myself?
“ A. Because men talk to themselves in the mirror  B. Because men don't know the man across from them
C. Because the man is looking for his substitute  D. Because after turning around, the woman walked away.

Gemini20Flash €. (X))  Qwen25-Omni  B. &) Chat6PT-40+ChatGPT-Audio  B. (%)

XGC-AVis  D. Reason: The man didn't realize the woman had left. When he turned around and saw she
was gone, he said "talk to myself." @

Identity Reasoning

The sunglasses man say “Hello, Peter.” Perter said "Do we do I know you?"

= Question: Do sunglasses men and spiderman know each other?
“ A. One-sided perception. B. Yes, we know each other. C. No, they don't know anyone D. Unable to determine

Gemini 2.0 Flash  B. (X) Qwen2.5-Omni D. X) ChatGPT-40+Chat6PT-Audio  D.  (X)
XGC-AVis  A.Reason: The video shows the sunglasses man says "Hello Peter". And the man says

"Hi. Do we do I know you?". So, men know each other, but the other man doesn't. This
is one-sided perception. @

Figure 10: Examples of MLLM and XGC-AVis responses in the A/V reasoning category, including
music understanding, event causal reasoning, human interaction reasoning and identity reasoning.
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Audio Causal Reasoning

After opening the door, no  She says, "I is The people inside then turn
one is looking at her. from the palace." their attention toward her

The woman
receives a letter. She goes upstairs.

BE- Question: What did the woman say to let the people in the room look at her?
. A. There's a telegram B. There's a letter C. It is from the palace D. It is from the president

Gemini 2.0 Flash ~ A, ® Quen2.5-Omni A, (®) g:gigﬂjﬂ;io A. ®

XGC-AVis  C. Reason: The woman can be heard saying "it's from the palace" and after that, the man in the @
room looked at her.

A/V Prediction

The man imagines ij"CiNQI and the The police officer asks the man to look at the sign, which says
background music is very cheerful. "No daydreaming. Otherwise, a fine will be issued.

1- Question: What will the man in red do next?
A. Paying a fine to a man in blue. B. Buy chocolate. C. Renting a house. D. Keep dancing

Gemini 20 Flash €. ) Qwen2.5-Omni B. (X) ChatGPT-40+Chat6PT-Audio  D. &)

XGC-AVis  A. Reason: At [01:32-01:33] and the audio at the same time states "No daydreaming" after
that the man in red has fo pay a $3 fine in order to rent. @

Emotion Reasoning

The woman initially Later, when the man says his friend will also join, the woman's
tone and expression begin to show disapuroval.
: (

5 &

The man talks about his

| 3 \= “s\\l‘

1= Question: What is the attitude of girls towards the arrangements for boys' holidays?
A. Support B. Disapproving C. Shifting from support to partial disapproval D. Indifferent

Gemini20Flash  A. &)  Qwen25-Omni €. © ChatGPT-40+ChatGPT-Audio ~ A. (%)

XGC-AVis  C. Reason: Initially, the girl agreed with the boy's proposal (Norway). Later, she realized this @
was related to her Viking triathlon and was not so happy.

Figure 11: Examples of MLLM and XGC-AVis responses in the A/V reasoning category, including
audio causal reasoning, A/V prediction, and emotion reasoning.
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