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ABSTRACT

Deep neural networks have been shown to be highly miscalibrated. often they tend
to be overconfident in their predictions. It poses a significant challenge for safety-
critical systems to utilise deep neural networks (DNNs), reliably. Many recently
proposed approaches to mitigate this have demonstrated substantial progress in
improving DNN calibration. However, they hardly touch upon refinement, which
historically has been an essential aspect of calibration. Refinement indicates sep-
arability of a network’s correct and incorrect predictions. This paper presents a
theoretically and empirically supported exposition reviewing refinement of a cali-
brated model. Firstly, we show the breakdown of expected calibration error (ECE),
into predicted confidence and refinement under the assumption of over-confident
predictions. Secondly, linking with this result, we highlight that regularisation
based calibration only focuses on naively reducing a model’s confidence. This
logically has a severe downside to a model’s refinement as correct and incorrect
predictions become tightly coupled. Lastly, connecting refinement with ECE also
provides support to existing refinement based approaches which improve calibra-
tion but do not explain the reasoning behind it. We support our claims through
rigorous empirical evaluations of many state of the art calibration approaches
on widely used datasets and neural networks. We find that many calibration ap-
proaches with the likes of label smoothing, mixup etc. lower the usefulness of a
DNN by degrading its refinement. Even under natural data shift, this calibration-
refinement trade-off holds for the majority of calibration methods.

1 INTRODUCTION

Guo et al.| (2017) showed that many popular deep neural networks are highly miscalibrated. This
implies that the model’s confidence in its estimate is not reflective of its accuracy. Typically, the
output after a softmax layer of a neural network is interpreted as confidence (Hendrycks & Gimpel,
2017;|Guo et al.,|2017)). Many studies have found that DNN's output high confidences for incorrectly
classified samples (Guo et al.,|2017} |Pereyra et al.,|2017). For scenarios such as automated driving,
medical image analysis etc. where one wishes to avoid failures at all cost, such highly confident
incorrect predictions can prove fatal. As a result, calibration is a desired property of the deployed
neural networks, which is being actively studied in deep learning research. However, calibration is
not the only component that describes a reliable system. Along with calibration we also require the
predictions to be refined.

Refinement describes the separability of a binary classification problem (Murphy, 1973} |Gneiting
et al., [2007). To build trust, it can be interpreted as the degree of confidence separation between
correct and incorrect predictions. It serves as an important heuristic for real world deployment
as more often than not the predictions are imposed over an operating threshold and the rest are
forwarded to fallback mechanism for further evaluation. For example, in estimating if there is an
object ahead of a car we might want to rely on the predictions if the estimated confidence lies
above a pre-selected (based on validation) value. The idea of using confidence for reliability of
predictions is very similar to how calibration is assessed as well. Good refinement indicates an
ordinal ranking of predictions which allows better segregation of correct predictions from incorrect
ones (Moon et al., 2020). Such a ranking can then allow the user to find an appropriate operating
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Figure 1: Hypothetical classification results(a—c) leading to different calibration and refinement scenarios.
Figure a) has low calibration error (EC'E = 0.06) but also a low refinement score (AU ROC' = 77.4%). In b)
we have well refined outputs (AU ROC = 99.46%) and poor calibration performance (FCE = 0.18). Lastly
in figure c), the calibration error (FEC'E = 0.08) and the refinement score (AU ROC' = 89%) are relatively
better. The details of the metrics are provided in section[3.3] (e) shows the effect of applying label smoothing on
the output densities vs. an uncalibrated model (d). In (e) though the network is better calibrated (FCE = 3.93
vs ECE = 4.80), the separation of incorrect predictions with higher confidence than correct predictions has
decreased(AU ROC of 78% vs. 90%).

threshold which reduces the chances of encountering incorrect predictions. Moreover, it also plays
an important part in describing predictors’ effectiveness.

To be better calibrated, a predictor can cheat by artificially making predictions around the empirical
accuracy which is often referred to as predicting the marginal. This implies that for a binary
classifier if its accuracy is 50% then making all predictions with confidence of 50% makes it
perfectly calibrated but, the prediction thus made are useless. The model learnt is no better than a
random coin flip. To emphasize on this example, we provide some more hypothetical settings in
figure[I] We can qualitatively observe that it is possible for a network to exhibit varying degree of
calibration and refinement in its predictions for the same final accuracy (= 50%). In (a), we have a
classifier which is well calibrated but poorly refined. As the network makes prediction mostly with a
confidence of 40% — 60% with a matching accuracy, the usefulness of such a predictor is low as you
lose a number of correct predictions by operating above 50% confidence. For (b), we see that the
predictions are well separated but not well calibrated. We can select an operating threshold for the
network to ensure that we don’t encounter many false-positives in practice; however, the remaining
predictions become uncalibrated. Case (c) shows an ideal scenario where the predictions are well
separated and calibrated. The correct predictions are all predicted with very high confidence, and
incorrect predictions consist of very low confidence values. We also present a real scenario figures
(d, e), wherein the confidence decreased after label smoothing has led to larger degradation of the
quality of predictions.

Though commonly studied together in the domains of statistics (Gneiting et al., |2007), meteoro-
logical forecast (Murphy & Winkler, [1977), medical analysis (Van Calster et al., 2019); for recent
approaches proposed in the deep learning domain, the joint importance has been sidelined for in-
dividual improvements. Many of the recently proposed calibration methods employ strictly proper
scores such as Brier Score (Brier, (1950) (mean squared error) and negative log-likelihood to mea-
sure calibration. Such scores have been known to decompose into calibration, and refinement com-
ponents (Murphy, [1973). However, a metric which produces a single score reflecting 2 complex
attributes can conceal the area in which the improvement is made. Due to this reason, many ap-
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proaches utilise Expected Calibration Error (ECE) (Niculescu-Mizil & Caruanal, 2005} Naeini et al.|
20135)) or its variants to focus only on the calibration aspect of a forecaster. Motivated from reliability
diagrams, it measures the difference between model confidence and accuracy computed over various
bins.

Knowing that refinement and calibration play an important part and consequently have been an in-
tegral component for describing a trustworthy and reliable predictor, it raises an important question:
‘How well do modern calibration approaches fare on refinement?’. The focus of our paper is to
investigate this question. Our main contributions are as follows:

* We mathematically highlight the connection between ECE and area under the ROC curve
(AUROC) computed for a classification task. AUROC serves as a measure for refinement
of predictions in this work. This serves to show that model confidence and confidence
refinement are two areas focusing on which we can improve model calibration. This pro-
vides theoretical backing to various refinement based methods which improve calibration
for which this support didn’t exist.

* We also shed light on the link between the calibration approaches (based on regularisa-
tion) and the previously derived relationship to highlight the mode of working of such
algorithms. We find that these algorithms work only on the confidence aspect of the classi-
fication which can in theory lead to predicting the marginal.

* We provide supporting empirical evidence to illustrate improved calibration but at the ex-
pense of refinement of many calibration approaches. As overall the confidence is reduced
in the final predictions, this leads to poor refinement.

* Lastly, we provide empirical evidence of calibration-refinement trade-off under natural data
shift. We find that refinement, in this case, is also degraded w.r.t an uncalibrated baseline.

The structure of the paper is as follows: In Section [2] we first provide formal introduction to the
concepts of calibration and refinement. We further show that under a weak assumption the goal of
minimising the calibration error falls in line to improve separability between correctly & incorrectly
classified samples. Furthermore, we shed light on the working method of many popular calibration
approaches. In Section [3] we review the existing approaches proposed for calibration and the em-
ployed metrics. Sections [] and[5] describe the evaluation setting and experiments which empirically
verify our theoretical understanding built in Section[2] We discuss the implications of our findings,
future work and conclusions in Section [6]

2 CALIBRATION & REFINEMENT

A dataset is composed of tuples of inputs and targets represented as D = {(z;,v;)}Z,, where
r€RY y; €Y ={1,2,... K} and L are the total number of samples in the dataset. We represent
the learnable weights of a network as §. The output of a network is a probability distribution over
K possible outcomes. The predicted category and predicted confidence are respectively

Ui = argmazyey P(Y = k|x;, 0) (1
¢i = maxgeyP(Y = k|x;,0), (2)

where c; is referred to as either the winning probability or maximum class probability. We focus
on the problem of calibration and refinement for a reduced binary setting. For a multi-class classifi-
cation problem we form two groups, overall correctly classified samples (or positive category) and
overall incorrectly classified samples (or negative category). We intend to measure calibration and
refinement within this reduced setting.
Definition 2.1 (Calibration). A model P is calibrated if P(y; = §;|c;, 0) = ¢; V(z;,v;) € D, D!
being the test set.
This implies that the accuracy of the model should be reflective of its confidence in the predic-
tion. Deviation from it leads to under-confident (accuracy > predicted confidence) or over-confident
(accuracy < predicted confidence) models. A common metric often used to measure calibration
in practice is the Expected calibration error (Naeini et al.l 2015). It is measured as the difference
between the accuracy and predicted confidences computed over several bins. Formally,

s Bal,,
ECEfZ—L |Am — Chal, 3)
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where average confidence (C) and accuracy (A) is computed after splitting the predictions into
predefined M bins sampled uniformly based on the predicted confidence and B,,, is the number of
total samples falling in bin m.

Definition 2.2 (Refinement). Let SP and S™ denote correct and incorrect classification of a model
on D*. Predictions are considered refined iff ¢; > ¢; Vz; € S? , Va; € S™.

Refinement enforces a separation between the two sets of prediction. |Degroot & Fienberg| (1981)
provide an alternative definition of refinement for calibrated classifiers. We consider area under the
ROC curve (r) (Ling et al., 2003), as an appropriate choice of metric for measuring refinement of
a model(Corbiere et al.| 2019). A common interpretation of r is that it denotes the expectation that
a uniformly drawn random positive sample is ranked higher (higher confidence) than a uniformly
drawn random negative sample. [Hand & Till (2001)) calculate r as:

R — ST x (IS 41)/2

|57] x |5™]
where, RP = ), o, rank(x) and rank(z) denotes the rank of prediction x in an increasingly
sorted list of predictions based on associated confidence. It is straightforward to observe that r for

a refined model will always be greater than an unrefined one (switching the rank of an incorrect
prediction with the correct one decreases r).

4)

2.1 CONNECTING ECE AND r

Assumption: We assume that A,, < C,,Vm. It implies that the network is over-confident in its
prediction throughout. This is partly true in practice as for all deep neural networks the problem
of calibration entails over-confident predictions(Thulasidasan et al., 2019). Also, we empirically
observed that for networks trained on ImageNet(Deng et al., 2009), CIFAR-100(Krizhevskyl |[2009),
STL-10(Coates et al.,[2011) and CUB-200(Wah et al.| 2011)) the number of bins for which A4,, <=
C,, holds true are 80, 95, 94 and 86 respectively for M = 100. Recently, a study by [Bai et al.
(2021) showed that a classifier learnt through well specified logistic regression is destined to be
overconfident.

Let, p.,, and n,, represent positive and negative category samples in bin m respectively which im-

plies |S?| = > pm and [S"| = ), n,. We can now describe the accuracy within a bin as
A, = - pfn . Substituting all the above conversions to Equation equatlonl ECE is updated as
ECE = Cpp———— . 5
Z |SP| + |S™ < Pm —|—nm) ©)
This can be further expanded to
(Pm + i) Pm
ECE = =y — _— . 6
D A R DY [ Ea ©
I IT

I denotes the expected confidence of the predictions, Ec.p, (x) [C], of the model, whereas 11 is the
expected model accuracy, E [A]. Equation equation@ can thus be updated to

ECE =E[C] - E|4]. )

For a binary classification task, it has been shown (Hernandez-Orallo et al., |2012; Flach & Kull,
2015) that r and IE [A] are linearly related averaged over all possible true-positive rates. They showed
that:

P P 1
1— 2r—1)+ -
R R TR L
where r is the area under the ROC curve. Substituting Equation equation [8| for E [A] in Equation
equation [/|and re-arranging the terms gives us the final expression in the form of

E[A] =

®)

2PN P24+ N2
ECE =E|[C] - — . 9
= GorT ST ~ (57 + 1S ®)
e B8 ¥
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Traditionally, for strictly proper scoring rules such as the Brier score, the decomposition of the
metric into calibration and refinement is well known. However, for ECE which is not a strict proper
scoring rule, we have shown that the breakdown is into average predicted confidence and refinement
under the applied assumption of bins-wide overconfidence.

For a set of predictions, we have the following constraints P > 0, N > 0, |S?| 4+ |S"| > 0,8 >0
and v > 0. We can decrease the calibration error by either reducing o and/or increasing . [Moon
et al.| (2020) have shown that their refinement based approach improves calibration however, they do
not provide the reasoning behind such an observation. Their observation can now be supported by
the relationship described in Equation equation[9] We also compute calibration of another refinement
approach, CFN(Corbiere et al., 2019), for which earlier these results were not computed and find
that in this case as well the network achieves better calibration after the refinement process (see

Section[A3).

2.2 HOW REGULARIZATION ENFORCES CALIBRATION?

We highlighted the factors which contribute towards lowering of the expected calibration error. In
this section, we focus on shedding light on the working route for many regularization based calibra-
tion approaches instead. To emphasize, regularization acts as a penalty during the training procedure.
Label Smoothing(Miiller et al., 2019) provides calibration apart from other benefits. Many existing
approaches also have been proven to materialize into label smoothing (LS) such as entropy regu-
larization (ERL) (Pereyra et al., |2017) and focal loss (FL) (Mukhoti et al., 2020). We focus our
attention to the label smoothing objective function and decipher the mode of working for this par-
ticular algorithm. A training loss consisting of label smoothing can be written as

L=Lce+ Lrs, (10)

where CE stands for cross-entropy and LS represents label smoothing contribution. Label smoothing
contribution is the KL divergence between uniform distribution (U) and network’s output distribu-
tion (FPp). Formally,

Lrs = —Dgr(U||Py). (11
L5 can be expanded as,
i<N
Lrs =Y —U(wi)log(Py(:)) + Ulx:)log(U(x,))), (12)
=0 I 11

where z; is a sample input from a total of N sample points. The value for the uniform distribution
is set before hand to a small constant ¢ thus making /I a constant term. [ is the term which is
optimised and for a binary classification problem can be written as

N
min Ze loge; + € log(1 — ¢;)
i=1

st. 0<¢ <1.

(13)

The above expression reaches a minimum value when ¢; = 0.5. For multi-class classification, the
minimum is achieved at % This goes on to show that label smoothing works on only reducing the
confidence of all of its predictions.

For ERL and FL, the breakdown is similar as they simply rely on slightly different target functions

in equation [IT] The breakdown is similar when we use their corresponding losses which are:

‘Cerl - _H(PO) (14)
Efocal = (1 - ’Y)H(PG) (15)

where, H is the entropy.

The takeaway is that regularisation added only helps to tone down the winning class confidence and
increase the losing confidences. The improvement in calibration is focused more on the a-aspect of
Equation equation[9] Intuitively, concentrating predictions at a point will have detrimental effect on
a network’s refinement as now we have concentrated incorrect and correct predictions.
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3 RELATED WORK

3.1 CALIBRATION

This work is focused on calibration of point estimate based deep neural networks. For the Bayesian
perspective, we refer the readers to recent works on ensembles(Lakshminarayanan et al., 2017) and
cold-posterior(Wenzel et all) [2020). The existing work for calibration of point estimate models
can be categorised into the following 3 broad groups based on the commonalities between the ap-
proaches.

Regularisation based approaches apply a calibrating penalty to the supervised learning objective.
Pereyra et al.[(2017) added negative entropy of the predictions to encourage the model to predict less
‘peaky’ estimates. Subsequently, many approaches have been proposed along this direction which
adds noise to the labels (Miiller et al., |2019), optimise a proxy for the calibration error metric (Ku-
mar et al., 2018), and replace the cross-entropy objective with focal loss (Mukhoti et al., [2020).
Peterson et al.|(2019) utilised human inferred soft-targets to improve robustness. This approach can
be understood as being along the lines of label smoothing.

Post-hoc approaches re-scale the confidence scores of an uncalibrated neural network to make it cal-
ibrated. The scaling hyper-parameters are chosen on a held-out validation set. Some of the recently
proposed approaches are temperature scaling (Guo et al.,[2017), scaling and binning calibration (Ku-
mar et al., [2019), Dirichlet calibration (Kull et al., 2019), and beta calibration (Kull et al., [2017).
These approaches find motivation from classical methods such as Platt scaling (Platt, |1999), binning
(Zadrozny & Elkan| [2001), and isotonic regression (Zadrozny & Elkan 2002).

In the last group, we list the remaining approaches. Mixup (Zhang et al., 2018} Thulasidasan et al.,
2019) and AugMix (Hendrycks et al., 2020) combine data augmentation and regularization. Pre-
training (Hendrycks et al., [2019a) and self-supervised learning (Hendrycks et al.,[2019b)) have also
been highlighted to be beneficial in this regard.

3.2 REFINEMENT

By refining prediction, methods seek to find a good ordinal ranking of predictions. This may or
may not result in a calibrated model as it has not been studied for this problem extensively. [Moon
et al.| (2020) incorporated ‘Correctness Ranking Loss’ to allow a DNN to learn appropriate ordinal
rankings for classified samples. They also observed that their approach helped in calibrating the
network; however, do not discuss the reasoning behind this observation. As a replacement for confi-
dence estimate, |Jiang et al.|(2018)) introduced ‘TrustScore’, which provides a better ordinal ranking
of predictions than the output of the network. They utilised the ratio between the distance from the
sample to the nearest class different from the predicted class and the distance to the predicted class
as the trust score. ConfidNet (Corbiere et al., 2019) incorporates the learning of this trust score as
an additional branch in the network. In the post-hoc stage, ConfidNet branch of the classifier is
trained to predict a confidence score which mimics the reliability of the network on its prediction.
Meta-cal(Ma & Blaschkol [2021)), is a recent attempt to ensure that calibration ensures usability of
the classifier though post-hoc ranking on an existing calibrated network.

3.3 METRICS

For the scores utilised to assess calibration, the most commonly used are Brier score, negative log-
likelihood (NLL), Expected Calibration Error (ECE) and Overconfidence Error (OE).

Brier score (Brier,|1950) and NLL are strictly proper scoring rules (Gneiting & Rafteryl[2007; Dawid
& Musiol 2014). It has been shown that strictly proper scoring rules decompose into calibration and
refinement components (Murphy, 1973 Blattenberger & Lad, [1985). The presence of the refinement
component describes the utility of the calibration approach. However, the implicit combination of
the two can conceal the area of improvement.

ECE and OE (Degroot & Fienberg, |1983;|Niculescu-Mizil & Caruanal |2005; Naeini et al., 2015)) are
proper scoring rules (not strict) and are adapted from reliability diagrams for judging the calibration
of the models. They are not strict as the optimum value of O can be achieved with more than one
set of predictions. These metrics also suffer from high sensitivity to the bin hyper-parameter (Nixon
et al., [2020). Finding a good calibration metric is an active area of research (Geifman et al.| 2019
Nixon et al., 2020).
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VGG-16 ResNet-50 DenseNet-121

Method Acc Brier () ECE() AUROC(1) AUPR()  Acc Brier (1) ECE() AUROC(1) AUPR(1)  Acc Brier (1) ECE(]) AUROC(1) AUPR(1)

Baseline  93.740.08 1092020 480012 9090060 9917012 95.65002 712012 26907 9380001 9966001 95.55003  TA30as 283012 99.490.03

LS 9411001+ 1047909  3.86035 759612 96.78099 9544014 8.00019 3.82017  73.4614  96.83032 953900 85loos  2.800.08 1 96.95051

CiFaR.l0 ERL 9386005 1053007 8828147  98.7T025 95.6601s  7.0loas 237002 93.6doag  99.66003 954701 71901 218001 9283018 9955003
MX 939905  9.79.1s 8438100 97.870u1 9606012 635015 267027 9010135 9940010 95.8loos  6.82.01  3.67oss  88.980.02  99.2500s

FL  93.630.: 1088016 348005 8450050 98.00011 95.280.0s 750001 173006 9240050 9953005 95.05005 7.690.2 LTloos 917205 994100

Baseline 7246014 4326001 16.20150 8497045 9223061 78.3lous 3405 1217005 8569012 9459025 3068028 847007 87.07017  96.09%.00

LS T37%ss 3945101 917050 8257045 9014114 79.020 6.2lo15 8196001 91.8losr T 3301035 8220 813605 91.85045

CiFAR100  ERL  T25loar 42097 13961 84.2los  9L3Tier T8 980012 854105 94494 3050035 61001  86.78y1>  95.810.09
MX 738807 381806 768117  83.630ss  90.991.0  79.6201s 602157 8578021 9500022  80.060..2 2893005 355000 858003  95.260.10

FL 729300 3968040  9.0504s 8312057 90.67p2s  78.680m 398045 8591021 95.070a7  79.00001 2991003 3.060a6  86.5%.01  95.960.04

Table 1: Joint evaluation for calibration and refinement. We highlight the values which are on an
average worse than the baseline in bold. The arrows indicate that higher (1) and lower (]) values are
better respectively.

Method STL-10 CUB-200 ImageNet
Acc Brier () ECE () AUROC (1) Acc Brier (}) ECE(}) AUROC (1) Acc Brier () ECE(]) AUROC (1)
Baseline  84.090.27  25.550.34  9.630.02 87.160.18 81.480.31  27.540.54  6.700.28 87.000.51 75.83 33.62 3.37 86.78
LS 84.100.11 23.850.10  6.440.21 85.930.09 81.220.10 27.690.04 4.380.05 86.140.14 76.01 34.21 5.86 85.14
ERL 83.540.25 25.79107 870180 87.090.13 81.149.0s 27.580.0s 3.970.23 86.260.23 75.85 33.59 2.02 86.41
MX 84.910.07  22.500.21 3.660.55 86.19037  82.67o.0s 26.520.10 6.960.01  85.22009  76.72 33.50 1.78 86.45
FL 83.150.25 25.64060 6.930.61 85.870.15 80.630.30 28.34062 4.171.16 85.610.28 74.41 36.77 8.21 85.17

Table 2: Joint evaluation for calibration and refinement for STL-10(VGG-16), CUB-200(ResNet-
50) and ImageNet(ResNet-50).

4 IMPLEMENTATION DETAILS

To empirically verify our findings we employ the following calibration approaches in our study.
* Label Smoothing (LS) * Entropy Regularization (ERL) ¢ Mixup (MX) ¢ Focal Loss (FL). We
compare these approaches to a cross-entropy trained model referred to as baseline.

For the datasets we rely on CIFAR-10/100 (Krizhevskyl 2009), STL-10(Coates et al., |2011), CUB-
200(Wah et al.l 2011) and ImageNet (Deng et al.,[2009) which have been used extensively in recent
calibration studies. The neural network architectures chosen are Resnet-50 (He et al., [2016), VGG-
16 (Simonyan & Zisserman, [2015) and DenseNet-121 (Huang et al., 2017) for CIFARs as to reflect
on architecture wide occurrence of the calibration-refinement trade-off. Resnet-50 for (Pre-trained)
CUB-200 and ImageNet. VGG-16(with batch norm) for STL-10.

Alongside accuracy we report ECE and Brier score for calibration errors whereas, AUROC and
AUPR for refinement. All values provided are x100. We report mean and deviation(as subscript)
over 3 trials where applicable. Training details are provided in the supplemental (see Section[A.4).

5 EXPERIMENTS & RESULTS

5.1 CALIBRATION & REFINEMENT

Tables [1] and [2| show the joint calibration and refinement on various datasets. Unsurprisingly, cali-
bration approaches attain lower calibration errors for most of scenarios. Also, in many cases brier
score is also better than the baseline which hides the shortcoming.

In table |1| we can observe that in terms of refinement, the baseline performs superior to calibrated
models. Focusing on AUPR and AUROC, these metrics capture slightly different aspects of the
quality of predictions. AUPR is typically a preferred metric when there is an imbalance due to the
negative category. But, as the overall accuracy of networks considered is > 50 we believe that is not
the case. Additionally, AUPR prioritises positive class samples but not their ordering which forms
the definition of refinement. Keeping this in mind, we believe AUROC is a stronger indicator of
refinement with AUPR serving a similar but softened purpose.

ERL provides the least improvement in terms of calibration and achieves slightly worse AUROC
w.r.t the baseline at times. Out of all the approaches assessed, LS consistently acquires the lowest
refinement performance. MX and FL provide moderate to low decay of refinement.

For other datasets in table [2] similar observation of weakening refinement can be drawn. Another
point to notice is the varying degree of calibration and refinement across datasets. This can be
attributed to over-parameterized training. Mukhoti et al.| (2020) argued that over-fitting to train-
ing leads to miscalibration. We suspect since the network’s overfit to varying degree on different
datasets. This results in varied improvement in calibration and hence the impact on refinement also
varies. For example, on ImageNet we achieve a baseline training accuracy of 77% as opposed to the
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Figure 2: Density plots for correct & incorrect classification confidences for baseline Resnet-50
models.

Method CIFAR-10.1 CIFAR10.2 ImageNet-v2
Acc Brier () ECE () AUROC (1) Acc Brier (]) ECE (}) AUROC (1) Acc Brier (J]) ECE(]) AUROC (1)
Baseline  85.900.64  24.501.23 11.280.71 86.230.01 80.590.25 34.250.73 16.32060  83.391.72 63.17 49.58 8.12 84.97
LS 86.430.20 23.600.07 6.840.00 T7.440.01 81.150.52  32.37p.0s 11.260.19 74.052 85 63.52 48.93 3.57 83.70
ERL 86.150.35 23.700.58  10.160.27 84.32; .19 80.620.6s 34.231.26 15.600.59 81.850.19 63.17 48.80 4.54 85.27
MX 86.670.06 20.890.71 6.870.60 84.761.24 81.770.23  29.350.75 9.7T1.79 80.25; 67 64.23 47.85 5.45 84.82
FL 85.230.41  25.13069 10.51029  80.550.80  81.050.10 33.050.36 14.61g20  77.74118 61.82 51.15 4.80 83.10

Table 3: Joint evaluation for calibration and refinement under natural data shift. For CIFARs we use
the VGG-16 models trained on CIFAR-10 and for ImageNet-v2 we employ the Resnet-50s trained
on ImageNet.

CIFARS’ training accuracy > 99%. Figure we also notice that the density plots for ImageNet are
vastly different from CIFARSs as the concentration of misclassified samples in the baseline are well
separated from the corrects ones.

5.2 IMPACT ON REFINEMENT UNDER DATA SHIFT

Previously, the test set consisted of samples originating from the same distribution as that of training.
In this experiment, we aim to assess the deterioration under natural distribution shift of the datasets.
Natural shift implies a subtle change in scene composition, object types, lighting conditions, and
many others (Taori et al.,2020). It is logical to assume that a DNN is bound to confront such images
in the real world.

Examples of naturally shifted datasets are CIFAR-10.1 (Recht et al.,|2018)), CIFAR-10.2 (Lu et al.,
2020) and ImageNet-v2 (Recht et al., 2019). These datasets are collected following the identical
process to that of the original reference dataset. Such datasets have been utilised to measure the
lack of generalisation and robustness of many classification models (Taor1 et al.| |2020; Ovadia et al.}
2019). This is the first attempt at evaluating calibration-refinement under natural data-shift to the
best of our knowledge. Assessment of calibration under synthetic shift has been reported by Ovadia
et al.[ (2019). However, we believe natural data-shift is a scenario which a deployed DNN is more
likely to face and hence requires equal if not more attention. By evaluating calibration-refinement
trade-off we will also be able to highlight the severity and extent of the problem induced by many
calibration approaches.

5.2.1 RESULTS

Table [3]shows the performance of models trained on original datasets and tested on shifted variants.
For CIFAR-10.x we use the VGG-16 model trained on CIFAR-10 and for ImageNet-v2 we employee
the ResNet-50 trained on ImageNet.

We spot that the trend of worsening refinement continues for models under data shift as well. Similar
to what we have already seen for LS, it also provides the lowest refinement performance under
natural shift. A surprising observation to note is the poor performance of MX. MX as shown by
Thulasidasan et al.| (2019) performs well on out-of-distribution detection. However, when the data
shift is not severe it appears that mixup provides no added benefit in terms of refinement.

We also observe that calibration approaches provide better calibration than the baseline under the
natural shift. This observation has not yet been highlighted in existing studies which focus on
ood performance or some form of generalisation metric (relative accuracy) to investigate robustness
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of a model. For synthetic shifts, (Ovadia et al.| (2019) made a similar observation and noted that
calibration approaches to a certain extent improve calibration on corrupted images w.r.t the baseline.

6 DISCUSSION & CONCLUSION

In this paper we have brought forth a downside of many calibration approaches. We believe refine-
ment is an important aspect which communicates the usefulness of safety-critical DNNs. Discussed
theoretically and empirically, we have shed light on the current state of calibration-refinement trade-
off.

Many regularization based calibration approaches disregard the role of refinement, leading to severe
loss in the utility of DNNs thus trained. We successfully presented the case of declining refine-
ment for a wide variety of approaches tested on many different datasets. The derived relationship
in equation [9] showed how improving refinement can help better calibrate the model. This provides
justification for calibration observed for refinement approach of [Moon et al.|(2020). In the appendix
(A.3), we show that calibration is induced by the refinement technique proposed by [Corbicre et al.
(2019). In the future, we aim to focus on finding balanced calibration methods which preserve if not
improve refinement of predictions.

The benefits of label smoothing have been highlighted by Miiller et al.[(2019). We were able to shed
light on a severe limitation of the approach, which practitioners were currently unaware of. Similar
to LS, other easy to apply calibration methods are also damaging in practice. A similar trend is
observed for a NLP classification task reported in appendix [A.T]

We observed that the degree of refinement degradation varies from one dataset to another. [Mukhoti
et al.| (2020) discussed the causes for miscalibration and accredited it to the over-fitting on the train-
ing data (under cross-entropy loss). We found that the training accuracy achieved by the baseline
is 99.99%, 99.4% and 77.9% for CIFAR-10, CIFAR-100 and ImageNet respectively. This signals
towards a comparably lower over-fitting of baseline trained on ImageNet and subsequently, a lower
impact on calibration leading to a lower refinement degradation.

We also noted the extension of calibration to naturally shifted data. Akin to the observations made by
(Ovadia et al.,[2019) on their evaluation on synthetically shifted datasets, we observed that existing
solutions provide calibration on naturally shifted datasets as well. However, this calibration comes
at a cost and as a result refinement aspect of the models is comparably poorer than their uncalibrated
counterparts. An important point to note was the failure of Mixup under datashift. [Thulasidasan
et al.| (2019) has demonstrated Mixup’s ability to distinguish ood samples however, we believe that
natural shift is a weaker notion of data shift than ood evaluation and MX fails to provide any benefit
in this regard. We also noted the varying impact of this degradation across datasets. We suspect that
the lack of evident over-fitting on ImageNet is the root cause behind the visibly lower calibration-
refinement impact on it.

Apart from relying on ECE and Brier score, incorporating metrics like AUROC, AUPR etc. helps in
further distinguishing useful calibration approaches. Utilizing such measures can help researchers to
make an intelligent and well-formed decision regarding the suitability of an approach for their appli-
cation. Additionally, many evaluation protocols have also been proposed which extend the problem
of calibration to a multi-class setting (Widmann et al.,|2019). A natural extension will be to study
refinement conjointly with calibration in a similar manner.

To conclude, we have demonstrated a theoretically motivated study of calibration and refinement of
many recently proposed calibration approaches. Though these methods improve calibration, they
negatively impact refinement when compared to a heavily miscalibrated baseline.
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A APPENDIX

A.1 NATURAL LANGUAGE TASK

Classification performance on NewsGroup-20
auroC (1) dataset(Lang, [1995) for baseline, label smooth-
ing and focal loss. The pre-trained models were

Dataset Meth. Acc Brier () ECE()

Baseline  73.31 36.60 17.92 83.95 N . N
20News LS 73.96  36.37 4.79 82.71 obtained from the official repository of focal
FL  70.74  39.59 8.67 83.46 loss calibration.

. We observe that unsurprisingly calibration ap-
Table 4: Calibration and refinement on 20NewsGroup. proaches reduce ECE over the baseline. How-
ever, baseline achieves higher refinement per-

formance than the other two calibration approaches.

A.2 CALIBRATION AND REFINEMENT FOR TRANSFORMER BASED NETWORKS

We utilize CCT and CVT networks as proposed by Hassani et al| (2021) in their recent work.
These networks don;t require excess pre-training data to obtain comparable accuracy to popular
feed-forward convolution only architectures. As the underlying architecture is significantly differ-
ent from the baselines considered from our work, we still try to compare calibration and refinement
of these models with a comparable baseline (in-terms of accuracy).

A.2.1 RESULTS

The results don’t indicate that transformers produce calibrated outputs. How-
ever, we did observe that for majority of the bins while computing ECE, the ac-
curacy > confidence. This indicates towards the problem of under-confidence.
CIFAR-10 CIFAR-100
Accuracy(?) ECE(]) AUROC(1) Accuracy(f) ECE({) AUROC(?T)
R-50(Baseline) 95.65 2.69 93.8 77.2 12.7 85.69
CCT6.3 95.29 7.88 88.83 77.31 5.69 84.53
VGG-16(Baseline) 93.74 4.8 90.9 - - -
CVT6 92.58 6.76 88.39 - - -
VGG-16(Baseline) - - - 72.46 16.29 84.97
CVT7 - - - 73.01 4.23 85.94

A.3 CALIBRATION BY REFINEMENT

In this section we present the results of the refinement approach of (Corbiere et al.|(2019). ConfidNet
(CFN) learns as a post-processing step a point-estimate for new predictions. The pre-trained classi-
fication branch drives the classification of an input sample, and for estimating the confidence for the
prediction, the estimate from the confidence branch is employed.

The authors highlight the refinement advantage over baseline and TrustScore Jiang et al.| (2018) by
employing AUPR, AUROC, etc. We utilize the official source code and train VGG-16 |Simonyan
& Zisserman| (2015) with batch normalization. We retain 10% of training data to validate CFN
training parameters and report the calibration and refinement results on the official test split for
CIFARs Krizhevsky| (2009). The results are reported over 3 independent runs of the experiment.

A.3.1 RESULT

Results in Table[5]show the CFN performance in comparison to an uncalibrated and unrefined base-
line. Not only does CFN provide better refinement, it is also able to reduce the calibration errors over
the datasets. This provides further support to our understanding of calibrating a model by improving
refinement.
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CIFAR-100 CIFAR-10
ECE(}) AUROC(1) ECE(}) AUROC(1)

Baseline 19.124+0.13 85.18 £0.21 5.38+£0.15 92.5+0.01
CEN 13.95 £ 2.7 86.0 = 0.18 41+0.2 92.55 + 0.1

Table 5: Calibration and refinement results aggregated over 3 runs. Values in bold font indicates the
best value w.r.t the corresponding metric.

A.4 IMPLEMENTATION DETAILS

For CIFARs, we train the models for 300 epochs with a starting learning rate of 0.1 decayed
by a factor of 5 (baseline, ERL, Mixup) or 10 (LS, FL) at 150 and 225 epochs. For calibration
approaches many of the respective hyper-parameters are borrowed from the original work. For
TS we use the temperature of 1.5. For MX, we use v = 0.2 based on the results provided by
(Thulasidasan et al., |2019; |Singh & Bayl, [2020). For LS, we use ¢ = 0.05 following the work of
Miiller et al.| (2019) and [Mukhoti et al.[(2020). We employ the fixed gamma variant for FL. with
~v = 3.0. The strength of the entropy regularizer in ERL is set to 0.1 based on the experiments of
Thulasidasan et al.| (2019)).

For ImageNet, the total number of epochs is 100 with learning rate decay by 10 at milestones
30,60,90. This is the standard approach for training Resnet-50 on ImageNet. For the method
specific hyper-parameters we rely on existing experiments and their logical extensions. For LS, we
use € = 0.1 as utilized by Miiller et al.| (2019) and [Thulasidasan et al.| (2019). For FL, we rely on
using v = 3.0 as the authors utilized it for experiments on the Tiny-ImageNet (Le & Yang, 2015)
dataset. For ERL, we use the strength to be 0.1 based on the experiments of [Thulasidasan et al.
(2019). We found that for TS the temperature 1.1 provides reasonably well calibration. For MX, we
employ o = 0.2.

We report ECE and Brier score as calibration errors whereas, AUROC for refinement. All values
provided are x 100. We report mean and std. deviation over 3 trials where applicable. We report the
accuracies in the supplementary document as we found them to be highly similar across different
methods.

We utilize publicly available datasets and code implementations for majority of our experiments. We
use PyTorch [Paszke et al.|(2019) as the deep learning framework. Github links for the approaches
investigated are provided below:

1. Mixup Calibration (MX): |https://github.com/paganpasta/OnMixup

2. Focal Loss Calibration (FL): https://github.com/torrvision/focal_
calibration

3. ConfidNet (CFN): https://github.com/valeoai/ConfidNet

The remaining approaches can be easily implemented. We provide short python scripts describing
their implementation below:

Listing 1: Entropy Regularization(ERL)

from torch.nn import functional as F

def erlloss ( logits , targets , eps=0.1, =xkwargs):
h_c = F. cross_entropy ( logits , targets , reduction="sum’)
h_p = torch.sum(torch.sum(—F.softmax(logits ,dim=1) * F.log_softmax ( logits ,dim=1),1))
return h_c — eps+h_p

Listing 2: Label Smoothing(LS)

import torch .nn. functional as F

import torch.nn as nn

def linear_combination (x, y, epsilon):
return epsilon * x + (1 — epsilon) =y

def reduce_loss (loss, reduction="sum’):
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return loss .mean() if reduction ==
class LabelSmoothingLoss(nn.Module):
def __init__ (self, epsilon = 0.1, reduction="sum’):
super(). __init__ ()
self . epsilon = epsilon
self . reduction = reduction
def forward( self, preds, target):
n = preds. size () [-1]
log_preds = F.log_softmax (preds, dim=-1)
loss = reduce_loss (—log_preds .sum(dim=-1), self. reduction )
nll =F. nll-loss (log_preds, target, reduction=self. reduction)
return linear_combination (loss / n, nll, self.epsilon)

"mean’ else loss.sum() if reduction == ’sum’ else loss

Lastly, temperature scaling (TS) requires dividing the output logits by the chosen temperature.

We plan to release the pre-trained models to assist future research for all the methods after the review period.
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