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Abstract

Recent efficient sequence modeling methods such as Gated DeltaNet, TTT, and
RWKV-7 have achieved performance improvements by supervising the recurrent
memory management through Delta learning rule. Unlike previous state-space mod-
els (e.g., Mamba) and gated linear attentions (e.g., GLA), these models introduce
interactions between the recurrent state and the key vector, structurally resembling
bilinear systems. In this paper, we first introduce the concept of Bilinear RNNs with
a comprehensive analysis on the advantages and limitations of these models. Then,
based on closed-loop control theory, we propose a novel Bilinear RNN variant
named Comba, which adopts a scalar-plus-low-rank state transition, with both state
feedback and output feedback corrections. We also implement a hardware-efficient
chunk-wise parallel kernel in Triton and train models with 340M/1.3B parameters
on large-scale corpus. Comba demonstrates superior performance and computation
efficiency in both language and vision modeling.

https://github.com/fla-org/flash-linear-attention.

1 Introduction
“Learning without thinking misleads.”

– Confucius, 479 BC

Autoregressive Transformers [95] have become a foundation of modern AI, primarily due to the
efficient parallel computation made possible by softmax-based self-attention. This mechanism enables
effective memory scaling by directly appending key and value vectors into the KV cache, which
contributes to strong performance on tasks such as in-context learning and long-context retrieval.
However, this design also comes with challenges, including quadratic time complexity and unbounded
memory growth during inference [59], which limits the model’s scalability for long-sequence tasks.
To address these, numerous improvements have been introduced, including sliding window attention
[8, 25], sparse attention techniques [64, 111, 103], and efficient KV cache management [59].

Meanwhile, efficient sequence-mixing approaches such as gated linear attention [112, 79, 22, 107,
105, 5] and selective state space models (SSMs) [38, 26, 84] offer a compelling alternative. These
models aim to establish a linear key-value associative memory [105, 34] register with constant
states and data-(in)dependent gating (α, β), as presented by St = α(t)St−1 + β(t)vtk

⊺
t . The

inherent recurrent structure of these models enables them to maintain constant memory overhead and
O(1) time complexity during inference. Despite these models originating from distinct theoretical
frameworks, for example, early linear attentions [53, 82] like Linformer [98] attempt to reformulate
quadratic attention computation as O = ϕ(Q)(ϕ(K)⊺V ) with kernel mapping ϕ, while original
SSMs [39, 42] like S4 [41] intent to parameterize a continuous dynamical system to a discrete form,
recent literature [22, 7, 52, 6] have unified these models to the concept of Linear RNNs.
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Table 1: Memorizing Mechanismes in state-of-the-art Sequence Modeling Methods. Softmax Attention
ensures precise memory storage, while sliding window attention constrains storage space. Linear RNNs (lines
3-6) use data-(in)dependent gate for unsupervised memory management, with Mamba2 approximating the forget
gate α to 1, forcing the model to forget. Bilinear RNNs (lines 7-9) is no longer a linear key-value memory
register St+1 = (α,β)@(St,k

⊺
t vt)

⊺, which supervise the management process based on the Delta learning
rule – effectively equivalent to minimizing a Stochastic Gradient Descent ∇S ∥Stkt − vt∥2. When ignoring
layer normalization and residual components, TTT-Linear can also be categorized as a bilinear RNN. As modern
Nonlinear RNNs, MIRAS and its variants (e.g., TTT-MLP, Titans [7], Lattice [52]) have stronger expressiveness
because of the nonlinearity g, high-order optimizations, and MLP-based deep memory, but are limited by the
chunk-wise parallelism (§3). Our proposed Comba further improves Bilinear RNNs by closed-loop control.

Model Memorizing with Gate Optimization Objective L

Softmax Attention: Conductivist-based infinite key-value associative memory registers

SA [95] St = St−1. append(kt,vt)
∑t

i=1 exp(q
⊺
t ki) ∥v − vi∥2 [97]

SWA [8] St = St−1. append(kt,vt). drop(kt−M ,vt−M )
∑t

i=t−M exp(q⊺
t ki) ∥v − vi∥2

Linear RNNs: Inductivist-based finite key-value associative memory registers

LA [98] St = St−1 + vtk
⊺
t −⟨Stkt,vt⟩

GLA [107] St = St−1diag(αt) + vtk
⊺
t −⟨Stkt,vt⟩+ 1

2

∥∥∥√diag(1−αt)St

∥∥∥2

F

HGRN2 [79] St = St−1diag(αt) + vt(1−αt)
⊺ −⟨St(1−αt),vt⟩+ 1

2

∥∥∥√diag(1−αt)St

∥∥∥2

2

Mamba2 [26] St = α∼1
t St−1 + β∼0

t vtk
⊺
t −βt ⟨Stkt,vt⟩+ 1

2

∥∥√1− αtSt

∥∥2

2

Bilinear RNNs: Moving beyond linear key-value memory registers with memory correction

G-DeltaNet [105] St = St−1α
∼1
t (It − βtktk

⊺
t ) + βtvtk

⊺
t

1
2
αtβt

∥∥∥ 1
αt

vt − Stkt

∥∥∥2

+ 1
2

∥∥√1− αtSt

∥∥2

2

RWKV7 [73] St = St−1(diag(αt)− βtk̂tk̂
⊺
t ) + vtk̃

⊺
t

1
2
βt

∥∥∥ 1
βt
vt − Stkt

∥∥∥2

+ 1
2

∥∥∥√diag(1−αt)St

∥∥∥2

2

Comba (ours) St = St−1

(
α∼1
t − β↓

t ktk
⊺
t

)
+ β

↑
t vtk

⊺
t

1
2
βt ∥vt − Stkt∥2 + 1

2

∥∥√1− αtSt

∥∥2

2
− ⟨qt, dkt⟩

(Modern) Nonlinear RNNs: Stronger expressiveness and memory capacity, but limited in chunk-wise parallelism.

TTT-MLP [90] St(·) = St−B(·)−
∑B

i=1 βi∇S ∥ψ(St−B(ki))− vi∥2 βi ∥vi − ψ(Sj(ki))∥2

MIRAS [6] St = αtSt−1 − βt∇S ∥g(ψ(St−1),kt)− vt∥pp βt ∥vt − g(ψ(St),kt)∥pp + 1
2

∥∥∥√diag(1−αt)St

∥∥∥2

2

St denotes memory, while kt,vt are key-value pairs. α∼1
t denotes close to 1. β↓

t , β
↑
t represent smaller/bigger factors. Early Nonlinear

RNNs, such as LSTM [46] and GRU [21] are omitted on the table. Softmax attention can also be interpreted as an L1 loss with a
kernel function [114].

The data-dependent gating in Linear RNNs provides a dynamic memory management similar to the
adaptive, weighted information fusion in softmax attention. This allows such models to selectively
update and retain relevant information, enabling Linear RNNs to serve as practical replacements for
Transformers in many downstream tasks [48, 62, 49]. However, this mechanism remains heuristic;
that is, the model lacks a criterion for determining which memories to forget, and all key-value
associations are forgotten uniformly, rendering the process less targeted and efficient [105].

To address this, recent models such as DeltaNet [108, 105], RWKV-7 [73], and TTT [90] have ad-
vanced state transition to generalized Householder transformations [51], enhancing model’s learning
capacity and enabling supervised memory control via the Delta learning rule [101]. These architec-
tural shifts foster richer interactions between the internal state S and the input information k, moving
beyond simple linear key-value memory registers and resembling bilinear dynamics. Consequently,
we refer to these models as Bilinear RNNs in this paper. Further improvements [7, 52, 6] have built
upon TTT by introducing higher-order nonlinear optimization or MLP-based deep memory, giving
rise to modern Nonlinear RNNs, which enhance expressiveness but sacrifice the ability to perform
chunk-wise parallelism over the sequence. In summary, research in this field is still in its early stages,
and there remain open challenges in achieving a good balance between model expressiveness and
hardware-efficient implementation during pretraining.

In this paper, we make the following contributions:

• We summarize the progress of efficient sequence modeling methods in Table 1, and highlight the
core design principles behind recent advances within the concept of Bilinear RNNs. (Section 2)

• Inspired by closed-loop control theory, we propose a novel Bilinear RNN architecture named
Comba. Unlike previous models, Comba features a scalar-plus-low-rank (SPLR) state transition
and applies feedback control to the query vector during the output. We further develop a hardware-
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friendly implementation of Comba using chunk-wise parallelism in Triton [93], which achieves a
40% speed improvement in forward propagation compared to Gated-DeltaNet. (Section 3)

• We pretrain models with 340M and 1.3B parameters and evaluate their performance across a range
of tasks, including language modeling and vision tasks. Extensive ablation studies are conducted to
assess the impact of key components of Comba. (Section 4)

2 Preliminary & Related Works

2.1 Linear RNNs

Unlike autoregressive Transformers that store all contextual information in KV cache, linear RNNs
compress highly abstract knowledge into a fixed-size state for generalization, structurally resembling
energy-based models [56], i.e., Hopfield networks [65, 31] and neural Hebbian learning systems [18].
Early models like Linformer [98], S4 [41] and RetNet [91] lack effective, data-dependent memory
control, resulting in inferior performance to softmax attention. Later models like Mamba [38] and
GLA [107] address this by introducing a dynamic, projection-based gating, yielding substantial
improvements. Formally, these models are linear register systems with key-value associative memory,
where the memory is written by the forgetting/input gates (α, β) and retrieved via query-based read:

St = (αt,βt)@(St−1,k
⊺
t vt)

⊺ (Write), ot = Stqt (Read). (1)

Due to differences in theoretical foundations and development trajectories, linear RNNs have evolved
into two main implementation paradigms: (i) linear attentions (LAs) [112, 79, 22, 107, 105, 5] and
(ii) state space models (SSMs) [72, 38, 39], we summarize their key distinctions in Table 2:

Table 2: Comparison between SSM and
LA families with the head number H.

Component SSMs (Mamba2) LAs

Input value ut ∈ R2D/H vt ∈ Rdv/H

State expand B̄t ∈ R128 kt ∈ Rdk/H

Output C̄t ∈ R128 qt ∈ Rdk/H

State size xt : 256×D St :
dk×dv

H

MLP ✘ ✔

Mode Multi-value Multi-head

i) State size: SSMs like Mamba2 [26] adopt a fixed state
expand dimension of 128, resulting in a state size of 256D.
Whereas in LAs, the state size is determined by the dimen-
sion of key/value heads (typically 64). In practice, Mamba2
offers a higher capacity [20], which underpins its advantages
in retrieval tasks and hybrid architectures [88, 89].

ii) Parameter composition: SSMs like Mamba2 resembles a
multi-value attention mechanism [26], where the input pro-
jection B̄ (k) and output projection C̄ (q) are shared across
all value heads u (v). Additionally, state space models omit
the feedforward network and instead double both the input dimension and the number of layers to
increase model capacity. In this paper, we empirically follow the linear attention design but keep the
head dimension at 256 to match the state size of Mamba2. A detailed architectural ablation is in §4.2.

Chunk-wise Parallel Although Linear RNNs achieve a favorable pretraining time complexity of
O(LD2), they often slower than softmax attention with O(L2D) complexity on shorter sequences.
This is mainly due to the fact that current hardware is highly optimized for matmul operations,
which limits the efficiency of linear recurrence, necessitating additional training optimizations. S4
[41] introduces a complex diagonal-plus-low-rank design using the Cauchy kernel, which is later
simplified in DSS [43] and S4D [40] through complex and real diagonal approximations to employ
Vandermonde-based convolutions. Other models like S5 [84] and Mamba [38] leverage the Blelloch
scan algorithm [15] to cache intermediate results and speed up recurrent computation. Recent methods
inspired by FlashAttention [25], including Lightning-Attns [77, 78, 58], GLA [107], and Mamba2
[26], introduce inter-chunk recurrence combined with intra-chunk parallelism to fully utilize matrix
compute throughput. A basic formulation using chunk size C can be expressed as:

S[t+1] = S[t] +V ⊺
[t]K[t] ∈ RD×D, O[t] = Q[t]S

⊺
[t] + (Q[t]K

⊺
[t] ⊙Mask[t])V[t] ∈ RC×D. (2)

2.2 Bilinear RNNs and Beyond

In a neural memory perspective [34], effective memory management remains a central challenge.
Unlike Hebbian learning rule [18], which relies on reinforcement-based memory updates, Delta
learning rule [75, 101] focuses on supervised memory control and has been extensively explored in
various works, such as fast weight programs [50, 81] and Meta-learning [68, 67]. (Gated-)DeltaNet
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[108, 105] employs it as a memory correction vnew
t = vt − St−1kt, and based on Eq. 2, introduces

an efficient chunk-wise parallel algorithm for hardware-efficient training in sequence modeling:

St = St−1 − βt(St−1kt − vt)k
⊺
t = St−1(I − βtktk

⊺
t ) + βtvtk

⊺
t , ot = Stqt. (3)

These models are no longer a linear key-value memory register as in Eq. 1; instead, the interaction
between the state S and the input k introduces a bilinear term Sk, this resembles a affine bilinear
system1 [17, 113, 99, 70]. Accordingly, models that are similar to the updating rule in Eq. 3 can be
classified as Bilinear RNNs, and their key strengths are summarized as follows:

Figure 1: Householder transform as
mirror transform with factor β.

Supervised Memory Management As shown in Fig. 1, the
Householder transform (I − βtktk

⊺
t ) generated by the Delta rule

defines a mirror transform, effectively reflecting stored memo-
ries across a hyper-plane orthogonal to kt. Given a memory
S ∈ RD×D with at most D orthogonal memory patterns, when
the sequence length t > D, to avoid memory conflicts, this re-
flection attenuates components of stored memories {Si

t−1}Di=1 in
non-orthogonal directions based on factor βt. This mechanism
implicitly enforces orthogonal memory management, enabling the
model to preserve D distinguishable historical memories over time. In this paper, Comba modifies
the state transition to (αt − βtkk

⊺), which is a scalar-plus-low-rank form (SPLR), enabling more
flexible supervision. To some extent, this process can be seen as a Schmidt orthogonalization [57] or
a rotation operation [86] on the KV cache.

Richer Expressive Power Linear RNNs generally approximate the dense state transition matrix
[66, 46] with a diagonal matrix or scalar [40, 26], significantly reducing computational overhead but
at the cost of expressiveness [1]. While the additional low-rank terms of the state transition in Eq. 3
improve the model’s expressiveness while preserving tractability for efficient parallelization.

Building on this, Gated-DeltaNet [105] introduces a global scalar forgetting gate on the state, and
Delta-Product [83] explore a multi-step Householder transform

∏n
j=1(I − βt,jkt,jk

⊤
t,j), enabling a

smooth interpolation between purely diagonal and fully dense transitions. RWKV7 [73] improves the
IPLR form to diagonal-plus-low-rank (DPLR) form, which aligns with insights from HiPPO theory
[39, 42], which shows that all orthogonal polynomial projection matrices can be decomposed into
DPLR components. Our proposed Comba adopts a scalar-plus-low-rank (SPLR) form. Empirically,
we find that the scalar is sufficiently expressive (similar to the empirical simplification from Mamba1
to Mamba2) and offers significant pretraining acceleration over RWKV-7.

From another perspective, models such as TTT [90] separate the model weights into inner and outer
components, updating the inner memory directly via stochastic gradient descent (SGD) [16].

St = St−B −
B∑
i=1

βi∇S ∥LayerNorm(St−Bki)− vi∥2 , ot = Stqt, (4)

where the state S can be parameterized by a matrix or a two-layer MLP to increase memory capacity.
When mini-batch B = 1 and ignoring normalization operation, this reduces to the update rule in
Eq. 3, and when adopting MLP-based deep memory, the model transitions into a modern form of
Nonlinear RNN. Subsequently, Titans [7] introduces a data-dependent state decay and momentum,
while models like MIRAS [6] and Lattice [52] enhance S using nonlinear higher-order optimization,
e.g., sign function or high-order derivatives. However, there is no free lunch: these models rely
on mini-batch gradient descent approach to compensate for the sequence-level parallelism barrier
introduced by their structural complexity, but empirical results show that a mini-batch of 1 (similar
to Eq. 3, which is a first-order approach) remains optimal [90], especially in language modeling.
Comba retains the bilinear form and offers an efficient chunk-wise parallel optimization.

3 Bilinear RNNs in Closed-loop Control

Unlike perspectives from neural memory or optimization, this work revisits Bilinear RNNs through
the lens of control theory [23, 24, 87]. As shown in Table 3, linear RNNs such as Mamba2 and

1Bilinear systems are linear with respect to state and input individually, but nonlinear overall due to the
product term (e.g., Sk). They are regarded as a special class of nonlinear systems that preserve controllability.
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Table 3: Update rules in a control/neural memory perspective, with feedback P (·) and scalar factor d.

Option Open-loop Control (Mamba2) Close-loop Control (Comba) Gated Delta Rule

Input / Memorize St = αtSt−1 + βtv
new
t k⊺

t St = αtSt−1 + βtv
new
t k⊺

t St = αtSt−1 + βtv
new
t k⊺

t

Feedback / Reflect N/A vnew
t = vt − Pt(St−1) vnew

t = vt − αtSt−1kt

Output / Recollect ot = Stqt ot = Stqt − dPt(St) ot = Stqt

GLA are generally viewed, to some extent, as open-loop control systems, where the output does not
provide feedback to influence the control behavior. In contrast, another class of systems, known as
closed-loop control systems [45], incorporates negative feedback to enhance the adaptability of the
system and allows it to handle more complex dynamic tasks. According to Wikipedia, a closed-loop
controller should use feedback to control states or outputs of a dynamical system. So in this paper,
Comba adopts a two-stage feedback strategy: the input information vt is first corrected via state-based
feedback Pt(·), and the output is similarly refined using the same feedback mechanism. Compared to
directly output correction methods, e.g., use qt to compute vnew

t , this approach is generally considered
more robust and better suited for parallel computation (as it only modifies qt at the output stage
without involving it in state updates). From this perspective, models such as TTT, DeltaNet, and
RWKV-7 incorporate only the first-stage state feedback correction.

Feedback Parameterization Similar to the optimizer perspective, the feedback Pt(·) in closed-
loop control can be either linear and first-order, or nonlinear and higher-order. However, two major
challenges arise: (i) adopting nonlinear or high-order optimization techniques, as in TTT, Lattice, or
MIRAS, will hinder chunk-wise parallelism; and (ii) recurrent models suffer from the well-known
issue of exponential gradient explosion [74] during training. If we follow DeltaNet using first-order
feedback but initialize a new vector [106] to interact with the state, it becomes difficult to ensure
that the spectral radius of the state transition matrix remains below one. Therefore, considering
these factors, Comba follows previous models using the k vector to interact with the state S, while
introducing a special treatment of feedback strength detailed in the following sections. For a standard
Comba with forget gate αt, state feedback factor β̃t, input gate βt, and output feedback factor d:

St = St−1(αt − β̃tktk
⊺
t )︸ ︷︷ ︸

State correction

+βtvtk
⊺
t ∈ Rdv×dk, ot = St(qt − dkt)︸ ︷︷ ︸

Output correction

∈ Rdv (5)

Compared to previous Bilinear RNNs, Comba exhibits the following structural differences:

Table 4: State Transition for Comba Variants.

Version State transition Eigenvalues

Comba-iplr αt(I − 2β̃tktk
⊺
t ) (−1, 1)

Comba-splr (αt − β̃tktk
⊺
t ) (−1∼0, 1)

Scalar Plus Low-Rank (SPLR) In practice, the scalar
gating will be limited to the interval (0, 1), and ∥kt∥ = 1
(L2 Norm). DeltaNet formulates the state transition in an
IPLR structure, while RWKV-7 improves expressiveness
via a DPLR extension with LoRA-style [47] diagonal ini-
tialization, i.e., diag(wt)− βtktk

⊺
t . However, our results

indicate that the low-rank form will impair model capacity.
Moreover, recent efforts [12, 55, 11, 69] aim to distill Transformers into recurrent structures to
leverage prior knowledge of large-scale pretrained Transformers, where a key design principle is to
minimize additional parameters. To this end, Comba adopts an SPLR structure that only introduces a
data-dependent scalar, achieving superior empirical performance compared to RWKV-7 (as imple-
mented in FLA [109]), along with a 2 × pretraining acceleration (the memory usage is only half).
Recent works [83, 36] have also improved IPLR structures by extending their eigenvalues into the
negative domain, e.g., I − 2βtktk

⊺
t , to enhance the model’s state-tracking capability. Notably, SPLR

naturally admits negative eigenvalues. For fair comparison, in Table 4, we introduce a variant named
Comba-iplr. However, such models with global state decay tend to overfit, and the SPLR structure
remains optimal and is more structurally aligned with control theory.

Output Correction Comba introduces additional output feedback, from an optimization perspec-
tive, this is equivalent to incorporating a similarity optimization objective ⟨qt, dkt⟩ with factor d.
In a neural memory perspective, k ensures that memory v is stored as clearly as possible, enabling
precise querying by q. This optimization objective directly facilitates this process, and significantly
reduces the model’s perplexity, thereby enhancing performance (§4.2). Empirically, initializing d
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to 0.02 improves performance for some smaller models (e.g., 340M), enabling gradual learning of
the similarity between q and k. For larger models (e.g., 1.3B, 2.7B), initializing d to 1 leads to the
greatest performance2. While prior research has largely focused on improving gating mechanisms or
optimizing state updates via key-value operations, few models have explicitly modified the output
pathway (i.e., the query @ State). We think there appears to be a potential connection between
Comba and MesaNet [96], as MesaNet also performs query correction in the output stage by solving
a closed-form recursive least squares problem [10], resulting in qt = (Ht +Λ)

−1
qt. Notably, the

correction in Comba can be implemented with a single line of code qt − dkt and is applicable to
nearly all RNN variants. In App. A.2, we also provide an alternative explanation, namely that d is
equivalent to the residual matrix D in Mamba [38].

Table 5: Various initialization examples and numerical range of the existing recurrent model gates.

Model Forget Gate αt Range Input Gate βt Range

GLA [107] sigmoid(W1W2xt)
1
τ 1⊺ (0, 1) N/A 1

Mamba2 [26] exp (−a softplus (Wαxt + c)) ∼ 1 softplus (Wαxt + c) ∼ 0

MetaLA [22] sigmoid(Wαxt)1
⊺ (0, 1) 1− sigmoid(Wαxt) (0, 1)

Comba (ours) exp (−a softplus (Wαxt + c)) ∼ 1 sigmoid(Wβxt) β̃t < βt ∈ (0, 1)

3.1 Forcing Forgetting for Long-range Modeling

Extensive work [61, 92, 76] has shown that positional encoding is crucial for language models to
generalize from short pretraining contexts to unconstrained inference lengths. While gated linear
recurrent structures themselves can be viewed as the continuous accumulation of bias [92], enabling
these models to extrapolate effectively by learning how to forget. Recent studies [20, 110, 9] suggest
that pretraining lengths (e.g., 2K or 4K tokens) are insufficient to fill the model’s state capacity, thus
making the forget gate close to 1, forcing the model to learn how to forget. As shown in Table 5, we
evaluate representative gating initialization methods. For models like GLA [107], the forget gate is
initialized to (0, 1) and retains all incremental memories. For MetaLA [22], HGRN2 [79], and GSA
[112], the sum of the forget and input gates is constrained to 1, achieving a relative balance in system
memory capacity. Experimental results in §4.2 indicate that breaking this balance is necessary. To
this end, Comba follows Mamba2’s design by constraining the forget gate αt to close to 1, while
separately initializing the input gate βt to (0, 1) [108]. Additionally, we set the strength of state
feedback correction is β̃t = b⊙ βt, where b is computed by Sigmoid function to be constrained in
interval (0, 1) to ensure that the feedback strength is weaker than the incremental information.

3.2 Comba with Chunk-wise Parallel

Based on Eq. 5, Comba can be implemented recursively, enabling constant memory usage and O(1)
time complexity during the inference stage, where the Python-style pseudocode is provided in App.
B.1. However, the naive recursive implementation in PyTorch lacks sufficient matrix multiplication
and thread parallelism [25], resulting in unacceptable overhead to pretraining. Referring to DeltaNet
[105], we optimize Comba through chunk-wise parallelism. App. B.3 presents an alternative form to
fuse feedback decay factor b into k as p = bk for a flexible invocation.

In the following illustration, □[t] ∈ RC×d for □ ∈ {Q,K,V ,O,U ,W } defines the chunkwise
matrices that stack the qt,kt,vt,ot,ut,wt vectors. Additionally, we set □1:r

[t] =
∏tC+r

i=tC □i
[t],

Diag(□1→r
[t] ) = Diag{□1

[t], . . . ,□
r
[t]}, and Ai/j

[t] ∈ RC×C is a matrix with element α1:i
[t] /α

1:j
[t] .

By partially expanding the recurrence to a chunk-wise formulation for Eq. 5, we have:

Sr
[t] = S0

[t]

(
r∏

i=1

(
αi
[t] − β̃i

[t]k
i
[t]k

i⊺
[t]

))
︸ ︷︷ ︸
:=Dr

[t]
(“pseudo” memory decay)

+

r∑
i=1

βi
[t]v

i
[t]k

i⊺
[t]

r∏
j=i+1

(
αj
[t] − β̃j

[t]k
j
[t]k

j⊺
[t]

)
︸ ︷︷ ︸

:=Hr
[t]

(“pseudo” Incremental memory)

(6)

2We find that d = 1 yields better performance in most cases, which is the default configuration for Comba.
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Figure 2: Comba Families. The Mamba-like architecture omits MLP layers, uses multi-value attention, and
doubles the model depth. For the hybrid model, we incorporate sliding window attention in flexible proportions
to boost the model’s recall ability. The window size is set to the context length, equivalent to softmax attention.

Eq. 6 involves matrix-matrix products at each time step, i.e., S0
[t]@Dr

[t], preventing parallelization in
the sequence level. Then, we employ the WY representation [13] to eliminate these terms:

Dr
[t] = α1:r

[t] −
r∑

i=1

αi:r
[t]w

i
[t]k

i⊺
[t], wr

[t] = β̃r
[t]

(
α1:r−1
[t] kr

[t] −
r−1∑
i=1

wi
[t]

(
αi:r−1
[t] ki⊺

[t]k
r
[t]

))
(7)

Hr
[t] =

r∑
i=1

αi:r
[t]u

i
[t]k

i⊺
[t], ur

[t] = βr
[t]v

r
[t] − β̃r

[t]

r−1∑
i=1

ui
[t]

(
αi:r−1
[t] ki⊺

[t]k
r
[t]

)
(8)

To maximize hardware efficiency, we apply the UT transform [51] to Eq. 7-8 to reduce non-matmul
FLOPs, which is crucial to enable better hardware utilization during training:

W[t] = M[t]Diag
(
β̃1→C
[t] ⊙ α

0→(C−1)
[t]

)
K[t], U[t] = M[t]Diag

(
β1→C
[t]

)
V[t] (9)

M[t] =
(
I + lower

(
Diag

(
β̃1→C
[t]

)(
A(i−1)/j

[t] ⊙K[t]K
⊺
[t]

)))−1

(10)

The inverse of a lower triangular matrix can be efficiently computed through an iterative row-wise
approach by forward substitution in Gaussian elimination [37] and maintain data in float32. Notably,
Comba computes the inverse matrix once in Eq. 10 (twice in the original Gated-DeltaNet). This is
mainly attributed to the introduction of a new form of mathematical induction in deriving the WY
representation in Eq. 7, leading to a more concise formulation and resulting in speedup3.

Finally, we can formulate Eq. 5 in a matrix form to perform chunk-wise parallel training:

S[t+1] = α1:C
[t] S[t] +

(
U[t] −W[t]S

⊺
[t]

)⊺
Diag

(
αi→C
[t]

)
K[t] (11)

O[t] = Diag
(
α1→C
[t]

)
Q̃[t]S

⊺
[t]︸ ︷︷ ︸

inner chunk

+Tril(Q̃[t]K
⊺
[t] ⊙Ai/j

[t] )︸ ︷︷ ︸
intra chunk

(
U[t] −W[t]S

⊺
[t]

)
︸ ︷︷ ︸

“pseudo”-value term

(12)

where the query matrix Q̃[t] is also influenced by the feedback control and can be precomputed by:
Q̃[t] = Q[t] −Diag(d1→C

[t] )K[t] in chunk-wise at minimal cost.

3During the forward pass, Comba alleviates the main bottleneck of inverse matrix computation with O(d3)
in the original Gated-DeltaNet, yielding a 40% speedup. In the backward pass, performance gains diminish due
to the reuse of cached inverse matrices M . However, in large-scale models where recomputation is required,
Comba is expected to offer significant performance advantages. Moreover, this structured modification applies
to almost all models with Delta rule. Recently, inspired by Comba, Gated-DeltaNet has also been upgraded to a
single inversion in flash-linear-attention, resulting in a significant speedup.
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3.3 Neural Architecture

As shown in Fig. 2, we present the architecture for Comba families, where {a, b, c, d} are trainable
scalars (experimental results indicate that data dependency is not required). Following prior work
[22, 105, 38, 32], we introduce short convolutions to qkv to incorporate token shift to improve the
model’s retrieval capacity. We also retain feature map operations [98] and utilize the SiLU function
to approximate the exponential kernel in the softmax attention. To further stabilize training, we apply
L2 normalization to qk and employ a Sigmoid-based gating mechanism. Additionally, we explore a
hybrid architecture [89, 105, 80] by integrating Comba layers directly with softmax attention.

4 Experiments
Setting In this paper, all models are pretrained based on flash-linear-attention [109] reposi-
tory and utilize NVIDIA A800-80G GPUs. The 340M Comba pretraining requires 8×10 GPU hours,
while the 1.3B Comba requires 32×48 GPU hours. We employ the AdamW optimizer [63] with a
3e-4 learning rate, cosine schedule, 0.01 weight decay, and 1.0 gradient clipping. Random seed is 42.

4.1 Operator Efficiency Analysis

Figure 3: Operator speed evaluated on the
Triton-Testing-Benchmark [93] (fwd
and bwd) in single A800-80G GPU.

As shown in Fig. 3, we compared the speeds of various
operators in both forward and backward processes. The
recurrent Comba in PyTorch [71] incurs significant com-
putational overhead, limiting its scalability for large-scale
pretraining. Flash-attention [25] achieves the fastest speed
for shorter sequences (e.g., 1024), but its quadratic com-
plexity results in decreasing efficiency as sequence length
increases. Among four modern RNN operators, Comba
shows nearly 40% speed improvement in the forward pro-
cess over Gated-DeltaNet due to a more efficient formula
structure. GLA suffers from slower operator speed due
to the use of diagonal gating matrices. Although RetNet
achieves the fastest speed, it falls behind other models in
performance due to the lack of data-dependent memory
management (Table 6). Overall, Comba shows potential as
a foundational framework.

4.2 Language Modeling & Architecture Ablation

Commonsense Reasoning Ability As shown in the left half of Table 6, (i) most recursive models
outperform transformers in commonsense reasoning tasks, due to their recursive structure that
resembles a chain of thought [100]. (ii) The SPLR structure outperforms both the IPLR and DPLR
structures in two model sizes and achieves the highest computational efficiency. (iii) Output correction,
i.e., ⟨q, dk⟩, significantly reduces perplexity, enhancing memory utilization during question answering
and improving performance across various metrics. (iv) We find that the Mamba architecture design
is suboptimal. MLP, as a special (non-Hebbian) key-value memory [35, 34], complements the
key-value associative memory in the state, which is particularly important for tasks such as inference.
(v) Although Mamba’s multi-value attention model aids efficient key-value memory storage [59],
it sacrifices performance compared to standard multi-head attention. (vi) We discover that the
initialization of d should be chosen differently for model scales, e.g., d = 0.02 for 340M models and
d = 1 for 1.3B models, as smaller models are more prone to incorrect gradient descent directions.

Figure 4 shows the training loss curves of various architectures, and Comba, particularly with output
correction, demonstrates lower loss and greater expressive power. However, in our experiments, we
found that the IPLR structure typically yields lower loss. This may be because (i) as shown in Table
4, the range for the SPLR structure eigenvalues is slightly smaller than that of IPLR, likely due to the
special initialization of α. (ii) We observe that in visual modeling, the IPLR version of the model
often experiences a rapid loss decrease followed by an increase. Combining these findings with the
results in Table 6, we speculate that the IPLR structure is prone to overfitting.
Recall Ability & Hybrid Architecture As shown in the right half of Table 6, (i) the overall results
align with the trends observed in commonsense reasoning tasks. (ii) Recursive models have tradition-
ally struggled with limited recall due to their finite state space, unlike the transformer’s unlimited
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Table 6: Zero-shot performance of 340M and 1.3B models trained on SlimPajama [85] datasets. The com-
monsense Reasoning task is evaluated by lm-evaluation-harness [33] and the recall-intensive task follows
prefix-linear-attention [3] with 2K input tokens. * Some of the baseline results are from [108] and [29].

Model & Scale
Lamb.† Wiki. ARCe ARCc Hella. Lamb. PIQA Wino. Avg. FDA SWDE SQD. NQ TQA. Drop Avg.

ppl↓ ppl↓ acc accn accn acc acc acc acc acc acc acc acc acc acc acc

340M params with 15B training tokens and 0.5M batchsize tokens

Trans++* 76.46 28.39 44.91 25.94 34.95 26.90 64.31 51.07 41.35 46.14 25.87 33.22 18.94 45.97 19.94 31.68
GLA 72.41 28.44 45.30 23.13 34.71 26.14 64.58 51.64 40.92 11.26 16.78 27.85 12.77 43.80 17.68 21.69

Mamba* 64.75 28.39 46.30 23.60 35.40 26.72 65.00 50.10 41.80 7.14 12.96 24.35 9.47 41.84 17.11 18.81

RWKV7 45.00 25.74 49.03 25.09 36.63 29.01 65.45 51.54 42.79 29.34 29.15 31.81 18.21 49.17 20.56 29.71

G-DeltaNet 45.46 26.47 46.04 23.55 37.28 29.59 66.05 50.75 42.21 20.53 23.34 28.55 14.98 44.91 16.48 24.80

Comba-iplr 35.37 24.31 48.15 23.04 38.01 31.71 65.83 51.62 43.06 27.98 27.66 28.92 17.96 47.75 18.35 28.10

Comba-splr 39.91 24.15 48.56 24.32 38.18 30.98 66.73 51.41 43.36 38.51 27.61 30.07 16.38 48.60 21.22 30.40

w/o. ⟨q, dk⟩ 44.91 25.49 47.94 22.78 37.93 28.96 66.43 50.67 42.45 26.33 28.02 30.03 15.64 48.93 20.36 28.21

w/o. β̃ = b⊙ β 40.17 24.56 48.37 24.36 38.02 31.18 65.53 51.36 43.13 35.66 27.70 29.31 16.72 48.10 20.84 29.72

w/o. α ∼ 1 42.05 25.11 48.33 22.94 37.28 30.44 66.38 50.75 42.68 34.31 25.60 29.44 16.24 46.89 19.74 28.70

w/o. output gate 40.16 24.71 48.29 23.16 37.32 29.48 66.70 50.86 42.64 31.79 23.62 29.63 18.53 48.52 20.84 28.82

w. Initial d=1 39.37 24.27 47.98 22.87 38.36 30.66 66.65 53.04 43.26 30.24 26.24 28.82 15.68 48.04 18.64 27.94

w. mamba-like 43.20 25.45 46.04 22.95 36.96 30.76 64.36 48.78 41.64 30.64 25.31 28.44 17.33 46.68 18.82 27.87

1.3B params with 100B training tokens and 1M batchsize tokens

Trans++* 19.29 17.61 55.01 28.07 49.21 40.95 70.08 56.27 49.93 44.32 32.43 42.59 24.49 58.47 21.56 37.31
RetNet* 21.97 18.18 57.49 26.88 48.09 37.75 69.37 53.28 48.81 13.62 22.59 33.46 15.43 53.79 19.79 26.45

GLA* 19.66 17.61 55.18 27.56 48.89 40.03 69.86 53.91 49.24 27.61 30.93 35.04 22.27 56.28 19.45 31.93

Mamba* 19.01 17.12 56.22 28.01 50.01 42.05 70.36 54.49 50.19 13.90 25.40 33.20 18.50 53.50 21.70 27.70

G-DeltaNet 18.80 17.14 56.82 27.39 49.77 39.94 71.76 51.78 49.58 30.25 27.65 34.06 23.22 58.23 20.36 32.29

Comba-iplr 13.58 16.51 57.11 27.99 51.34 44.40 71.16 52.64 50.77 32.06 28.96 34.83 22.08 57.03 21.03 32.67

Comba-splr 13.39 16.19 58.54 27.90 52.64 44.21 72.03 55.33 51.78 41.69 35.33 36.14 23.69 58.53 22.85 36.37

w. Initial d=1 12.68 16.01 58.42 27.73 53.02 44.94 71.76 55.56 51.91 42.14 38.24 35.47 25.28 59.30 21.31 36.96

w/o. ⟨q, k⟩ 15.64 16.94 55.39 26.02 50.30 44.65 68.82 53.12 49.72 36.97 33.55 33.96 23.66 58.12 20.65 34.49

†. For certain reasons, we conduct our evaluation on the lambda-standard dataset rather than on lambda-openai as used in models such
as Gated-Deltanet. Consequently, the PPL metric may not be directly comparable with those reported in prior work.

Figure 4: Training loss on 8×
A800 GPUs with logging 32.

Figure 5: Results on synthetic
MQAR task with settings in [2].

Table 7: Recall-intensive tasks in [3] for hybrid
architectures, where the quadratic attention com-
ponent is implemented using FlashAttention
[25]. The input length is truncated to 2K.

FDA SWDE SQD. NQ TQA. Drop Avg.

340M params with 15B tokens
Trans++ 46.14 25.87 33.22 18.94 45.97 19.94 31.68
GLA-H 58.76 39.46 31.47 16.98 43.80 17.68 34.69
GSA-H 62.13 45.36 31.17 20.62 43.78 18.78 36.97
RWKV7-H 43.60 32.71 33.15 18.02 50.00 19.74 32.87
GDN-H 52.13 38.80 29.90 15.20 35.55 17.73 31.55
Comba-H 60.47 37.84 31.70 16.48 47.15 20.11 35.63

KV cache. However, Comba exhibits recall performance very close to that of transformers. (iii)
Ablation studies reveal that output correction significantly contributes to Comba’s recall performance,
optimizing the similarity of qk will enhance the model’s ability to retrieve precise memories, thereby
improving recall performance. (iv) In Fig. 5, we test Comba’s synthetic recall ability on the MQAR
task. The Bilinear RNNs, both Gated-DeltaNet and Comba, demonstrate perfect recall ability.

Inspired by previous hybrid architectures [105, 89, 14, 28, 60, 19], we empirically replace the second-
to-last layer in every eight layers of Comba with softmax attention to boost the model’s recall ability.
In Table 7, (i) we find that nearly all hybrid architectures outperform transformers even with a few
quadratic layers. (ii) The best overall performance comes from the GSA-H [112], as GSA itself is a
type of intra-layer hybrid architecture. Computationally, it can be expressed as two GLA operations
followed by a softmax operation to address attention sparsity issues [92], thus improving recall ability.
In the future, we plan to combine GSA with Comba for a flexible hybrid.
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Table 8: Performance on LongBench [4] tasks with 10K length based on lm-evaluation-harness [33].

Single QA Multi QA Summarization Few-shot Code
NQA. QQA. MQA. HQA. 2WM. MSQ. GvR. QMS. MNs. TRE. TQA. SAM. LCC. RBP. AVG.

Transformer++ 17.03 15.41 11.96 14.22 11.65 10.06 10.04 7.40 15.14 0.94 9.14 2.40 15.48 9.20 10.72
RetNet 25.34 24.36 21.30 24.16 23.50 21.22 14.03 11.49 12.15 7.00 22.94 6.75 17.34 19.32 17.92
GLA 26.80 25.55 23.33 24.23 26.52 23.26 11.94 7.19 9.03 9.54 27.63 5.30 20.80 21.32 18.75
Gated-DeltaNet 27.62 27.55 23.34 25.19 26.63 20.26 12.33 7.24 10.51 6.83 28.42 6.07 20.37 18.12 18.61
Comba-splr 27.73 28.56 25.78 27.49 29.55 23.34 11.61 6.20 9.47 6.58 29.63 7.11 18.04 17.07 19.16
w/o. α ∼ 1 27.53 27.12 24.55 27.30 28.73 23.12 12.42 7.01 9.04 6.86 28.14 6.88 17.65 17.49 18.85

Table 9: Performance on the ImageNet-1K [27] classifi-
cation, compared to Vision Mamba [115] (linear), DeiT
[94] (quadratic), and Agent Attention [44] (sparse).

Model Res. Params. FLOPs Top-1

DeiT-T 224*224 5.7(MB) 1.2(G) 72.2%
Agent-T 224*224 6.0 1.2 74.9(+2.7)
Vim-T 224*224 7.0 1.5 76.1(+3.9)
Comba-T 224*224 5.8 1.1 76.3(+4.1)
DeiT-S 224*224 22.1 4.6 79.8
Agent-S 224*224 22.7 4.6 80.5(+0.7)
Vim-S 224*224 26.0 5.1 80.3(+0.5)
Comba-S 224*224 22.6 4.4 80.5(+0.7)

Table 10: Performance on the object tracking datasets
such as GOT10k [54] and LaSOT [30], compared to
baselines including Vision Mamba (linear), Agent At-
tention (sparse), and Mixformer [104] (quadratic).

GOT10k LaSOT
Model

AO SR0.5 SR0.75 Suc. N-Pre. Pre.

SA 0.704 0.796 0.675 0.690 0.785 0.749

Agent-A 0.695 0.787 0.662 0.644 0.731 0.689

mamba vision 0.700 0.789 0.673 0.677 0.771 0.730

Comba-splr 0.715 0.804 0.686 0.693 0.789 0.751

Comba-iplr 0.718 0.809 0.688 0.694 0.786 0.755

Long-context Modeling Ability As shown in Table 8, Comba generally outperforms the other
architectures, with a significant lead in QA and Few-shot tasks. However, it lags behind Gated-
DeltaNet in summarization and code tasks, and the underlying reasons warrant further exploration
in the future. Additionally, when the special initialization method in §4 is removed, the model’s
long-sequence modeling capability decreases, which supports the effectiveness of our approach.

4.3 Vision Modeling

Classification As shown in Table 9, Comba achieves SOTA efficiency-accuracy trade-offs across all
model scales. For tiny variants, Comba-T improves Top-1 accuracy by 4.1% over DeiT-T with similar
parameter count and 8.3% fewer FLOPs. Notably, Comba-T outperforms both Agent-T and Vim-T
in accuracy despite requiring fewer computational resources. At small scales, Comba-S matches
Agent-S in accuracy while reducing FLOPs by 4.3% and using fewer parameters than Vim-S.

Object tracking To further validate Comba’s cross-domain capabilities, we extend experiments to
object tracking tasks on GOT-10k and LaSOT datasets. Unlike static image classification, tracking
demands efficient temporal modeling and robustness to appearance variations. As shown in Table 10,
Comba variants consistently outperform standard attention mechanisms, with the highest AO (0.718)
and SR0.75 (0.688), exceeding Softmax Attention by 1.4% and 1.3%. Besides, Comba (splr) closely
matches Softmax Attention without added computational cost. These results underscore Comba’s
ability to capture long-range dependencies, such as occlusion recovery and motion continuity.

5 Conclusion & Future Work
This paper provides a comprehensive summary of the development of recursive models in efficient
sequence modeling methods and highlights the reasons behind the success of the latest generation of
Bilinear RNNs. Drawing on closed-loop control theory, we propose Comba, a new architecture that
incorporates both state feedback and output correction, based on SPLR state transformations. We also
implement a chunk-wise parallel operator using Triton. Extensive experimental results demonstrate
the practical advantages of Comba. However, this paper also has several limitations. For instance, due
to limited computational resources, the experimental scale was not extended to larger models, such
as the 2.7B model (which typically requires 32×120 GPU hours). Additionally, since models like
Titans, Lattice, and MIRAS have not yet been open-sourced, direct comparisons with these models
are difficult. In the future, we will focus on addressing the chunk-wise parallel optimization of these
models and explore the integration of GSA with the Comba architecture in an elegant hybrid.
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Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
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Justification: As shown in the abstract and the end of the introduction.
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• The answer NA means that the abstract and introduction do not include the claims
made in the paper.
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contributions made in the paper and important assumptions and limitations. A No or
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much the results can be expected to generalize to other settings.
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are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
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Justification: We discussed the limitations in the last section.
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• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate ”Limitations” section in their paper.
• The paper should point out any strong assumptions and how robust the results are to
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model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
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• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.
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Answer: [Yes]
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Justification: We provide the proof/derivation in the Appendix.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We state the experiment setting before the results.
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• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
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Answer: [Yes]

Justification: We provide the code in an anonymous link.

Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]

Justification: We state the experiment setting before the results.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.

7. Experiment statistical significance
Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [No]

Justification: We conducted the evaluation using open-source tools that inherently include
statistical significance, though we chose not to present these results in the paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer ”Yes” if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
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• It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

• It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: We provided the experimental details and operator speed.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We follow the Code of ethics.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]

Justification: We state our work has the potential to become a foundation structure for
Nonlinear RNN.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [No]

Justification: We use open-source datasets.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We have cited corresponding works in the paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Our code in the anonymous link has a detailed readme.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: the paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [NA]
Justification: the core method development in this research does not involve LLMs as any
important, original, or non-standard components.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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Improving Bilinear RNNs with Closed-loop Control
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A Additional Background

A.1 Bilinear Systems

Formally, TTT, Gated-DeltaNet, RWKV-7, and Comba should be classified as bilinear systems
[17, 113, 99, 102, 70]. These systems are linear with respect to both S and K,V , but due to the
interaction between S and K, the overall system is nonlinear. Typically considered a special type
of nonlinear system, bilinear systems possess more expressive power than linear systems while
remaining more controllable than strictly nonlinear systems, such as chaotic systems. They are widely
applied in the study of physical systems and biological population dynamics [102, 70].

A.2 Comba in a State Space Model Perspective
Table 11: Update rules in a control & neural-memory perspective, with feedback P (·) and scalar factor d.

Option Open-loop Control (Mamba2) Close-loop Control (Comba) Gated Delta Rule

Input / Memorize xt = exp(∆tA)xt−1 +∆tBtut xt = exp(∆tA)xt−1 +∆tBtu
new
t St = αtSt−1 + βtv

new
t k⊺

t

Feedback / Reflect nan unew
t = ut − Pt(xt−1) vnew

t = vt − αtSt−1kt

Output / Recollect ot = Ctxt +Dut ot = Ctxt +D(ut − Pt(xt)) ot = Stqt

In Table 11, we provide an explanation of Comba from the perspective of state-space models. Here,
βt corresponds to ∆t, which is an Euler discretization. In state-space models, there is typically a
residual term Dut, which we integrate into the residual connection in our framework to omit it.

B Operator Implementation Derivation

B.1 Recurrent Implementation for Comba

We provide the recurrent Comba in Algorithm 1.

1 def Recurrent_comba(q, k, v, alpha , beta , b, d):
2 B, T, H, D = q.shape
3 q_new = q - d * k # Output correction
4 o, S = torch.zeros_like(v), torch.zeros(b, h, d, d)
5 for i in range (T):
6 _q, _k, _alpha , _beta = q_new[:, i], k[:, i], alpha[:, i],

beta[:, i]
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7 _v_new = _beta [..., None] * (v[:, i] - b * (S * _k[..., None])
.sum(-2))

8 S = _At[..., None] * S + _k.unsqueeze (-1) * _v_new.unsqueeze
(-2)

9 o[:, i] = torch.einsum(’bhd ,bhdm ->bhm’, _q , S)
10 return o

Listing 1: Recurrent Comba-pk in Pytorch-like Pseudo-code for Inference

B.2 WY Representation & UT Transform

Detailed derivation can be found in the Appendix of DeltaNet [108, 105].

B.3 Comba-SPLR-pk

We also provide an alternative implementation, where bk is integrated into p to make it more close to
control theory, these two are equivalent.

1 def Recurrent_comba(q, k, v, p, At , dt , D):
2 b, t, h, d = q.shape
3 q_new = q - D[..., None] * p # Output correction
4 o, S = torch.zeros_like(v), torch.zeros(b, h, d, d)
5 for i in range(t):
6 _q, _k, _p , _At , _dt = q_new[:, i], k[:, i], p[:, i], At[:, i

], dt[:, i]
7 _v_new = _dt[..., None] * (v[:, i] - (S * _p[..., None]).sum

(-2))
8 S = _At[..., None] * S + _k.unsqueeze (-1) * _v_new.unsqueeze

(-2)
9 o[:, i] = torch.einsum(’bhd ,bhdm ->bhm’, _q , S)

10 return o

Listing 2: Recurrent Comba-pk in Pytorch-like Pseudo-code for Inference

By partially expanding the recurrence for Eq. 5, we have

Sr
[t] = S0

[t]

(
r∏

i=1

(
αi
[t] − βi

[t]p
i
[t]k

i⊺
[t]

))
︸ ︷︷ ︸
:=Dr

[t]
(“pseudo” memory decay)

+

r∑
i=1

βi
[t]v

i
[t]k

i⊺
[t]

r∏
j=i+1

(
αj
[t] − βj

[t]p
j
[t]k

j⊺
[t]

)
︸ ︷︷ ︸

:=Hr
[t]

(“pseudo” Incremental memory)

Then, we employ the WY representation [13]:

Dr
[t] = α1:r

[t] −
r∑

i=1

αi:r
[t]w

i
[t]k

i⊺
[t] wr

[t] = βr
[t]

(
α1:r−1
[t] pr
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i=1

wi
[t]

(
αi:r−1
[t] ki⊺
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r
[t]
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i
[t]k
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[t] ur

[t] = βr
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(
vr
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(
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r
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))

To maximize hardware efficiency, we apply the UT transform [51] to reduce non-matmul FLOPs,
which is crucial to enable better hardware utilization during training.

W[t] = M[t]Diag
(
β1→C
[t] ⊙ α

0→(C−1)
[t]

)
P[t], U[t] = M[t]Diag

(
β1→C
[t]

)
V[t]

M[t] =
(
I + lower

(
Diag

(
β1→C
[t]

)(
A(i−1)/j

[t] ⊙ P[t]K
⊺
[t]

)))−1

The inverse of a lower triangular matrix can be efficiently computed through an iterative row-wise
approach by forward substitution in Gaussian elimination [37] and maintain data in float32.
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Then we have the following vector form:

Sr
[t] = S0

[t]D
r
[t] = α1:r

[t] S
0
[t] +

r∑
i=1

αi:r
[t]

(
ur
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(
S0
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i
[t]

))
ki⊺
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[t] = Sr
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0
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(
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(
S0
[t]w

i
[t]

))(
αi:r
[t] k

i⊺
[t]q̃

r
[t]

)
Equivalently, in matrix form:

S[t+1] = α1:C
[t] S[t] +

(
U[t] −W[t]S

⊺
[t]

)⊺
Diag

(
αi→C
[t]

)
K[t]

O[t] = Diag
(
α1→C
[t]

)
Q̃[t]S

⊺
[t]︸ ︷︷ ︸

inner chunk

+Tril(Q̃[t]K
⊺
[t] ⊙Ai/j

[t] )︸ ︷︷ ︸
intra chunk

(
U[t] −W[t]S

⊺
[t]

)
︸ ︷︷ ︸

“pseudo”-value term

where the query matrix Q̃ is also influenced by the closed-loop control and can be precomputed by:
Q̃ = Q−Diag(d1→C

[t] )P[t].
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