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Abstract

This paper presents Emosical, a multi-001
modal open-source dataset of musical films.002
Emosical comprises video, vocal audio, text,003
and character identity paired samples with an-004
notated emotion tags. Emosical provides rich005
emotion annotations for each sample by infer-006
ring the background story of the characters. To007
derive the emotion tags, we leverage the musi-008
cal theater script, which contains the characters’009
complete background stories and narrative con-010
texts. The annotation pipeline includes feeding011
the singing character, text, global persona, and012
context of the dialogue and song track into a013
large language model (LLM). To verify the ef-014
fectiveness of our tagging scheme, we perform015
an ablation study by bypassing each step of the016
pipeline. A subjective test is conducted to com-017
pare the generated tags of each ablation result.018
We also perform a statistical analysis to find out019
the global characteristics of the collected emo-020
tion tags. Emosical would enable expressive021
synthesis and tagging of the singing voice in022
the musical theatre domain in future research.023

1 Introduction024

Emotion is a fundamental aspect of the human ex-025

perience, distinguishing us from machines. Many026

researchers are endeavoring to develop AI systems027

capable of inferring human emotions, which is be-028

ing vigorously explored within the natural language029

processing (NLP) domain. Several studies employ-030

ing various methodologies have focused on creat-031

ing more emotionally engaging generative models032

using datasets labeled with emotion tags (Living-033

stone and Russo, 2018; Zaragozá et al., 2024). Ad-034

ditionally, numerous efforts have been made to035

understand emotions in multi-modal media (Barros036

et al., 2018; Zadeh et al., 2018), including YouTube-037

crawled videos annotated with emotions. Other038

studies have aimed to create comprehensive mul-039

timodal datasets with diverse sources and detailed040

Figure 1: Emotion embedding visualization of ‘Healing
Incantation’ in ‘Tangled’ using T-SNE. Different colors
mean different primary emotions of detailed emotions
drawn, and different markers indicate different songs in
the film. ’Healing Incantation’ is reprised triple times
in the movie. Even though they all have the same lyrics
our tagging pipeline tags corresponding singing emo-
tions well by inferring emotions from the context and
character’s persona.

emotion annotations (Busso et al., 2008a; Köprü 041

and Erzin, 2020). 042

However, there are still difficulties in accurately 043

extracting emotion tags or annotations. This is 044

because it is challenging to identify 1) what the 045

mediums for conveying emotions are and 2) how 046

these emotions are conveyed through these medi- 047

ums. These difficulties arise from the fact that emo- 048

tions are fully realized through not only linguistic 049

elements but also non-linguistic elements such as 050

facial expressions, music, context, and gestures. 051

We propose that theatre is a particularly effective 052

medium for addressing these challenges, as it inher- 053

ently integrates both linguistic and non-linguistic 054

elements in conveying emotions. 055

As renowned actor Sanford Meisner once re- 056

marked, “The greatest piece of acting or music or 057

sculpture or what-have-you always has its roots in 058

the truth of human emotion.” Theatre excels at con- 059

veying the emotions of the story to the audience. 060

Actors and directors use various techniques such as 061
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dialogue, music, lighting, and stage design to com-062

municate a wide range of emotions to the audience.063

In this view, as a complex art form, theatre is an064

unparalleled multimodal medium.065

Despite this, there is no dataset specifically for066

theatre in emotion research. This absence is at-067

tributed to theatre’s inherent complexity. As men-068

tioned, theatre is a combination of text, audio, and069

visual elements. Unlike general emotional speech070

or recorded facial videos typically found in multi-071

modal datasets, creating a comprehensive musical072

theatre dataset requires significant financial and073

time costs. For instance, capturing the full range of074

modalities involved in a theatrical performance re-075

quires sophisticated and often expensive recording076

equipment. Furthermore, theatrical performances077

are live events, making it to create consistent, high-078

quality recordings challenging.079

In the case of musical theatre, the challenge is080

even greater. Since musical theatre incorporates081

singing, which itself is a powerful medium for emo-082

tional expression, the vocal characteristics in the-083

atre should be categorized into spoken dialogue084

and sung lyrics, each requiring different recording085

and analysis techniques. Singing as unimodal data086

demands attention to nuances like pitch, tone, and087

emotional delivery, further complicating the data088

collection. That’s why, currently, there is no public089

singing data annotated with emotions aside from090

(Livingstone and Russo, 2018). Therefore, creating091

a comprehensive dataset to study the relationship092

between theatre and emotion remains unfulfilled.093

In response, we build a dataset of theatre, specifi-094

cally for ‘musical theatre,’ which uniquely consists095

of elements ‘music’ and ‘singing.’ Given the com-096

plexity of collecting musical theatre data, we opted097

not to build the dataset from scratch but to crawl098

and analyze existing data. We also aim to design a099

pipeline that can analyze and annotate a narrative’s100

emotions as automatically as possible.101

We aim for this dataset to be primarily used to102

understand the relationship between theater’s mul-103

timodal characteristics and emotions. Additionally,104

due to the multimodal dataset’s nature and musical105

theatre’s unique feature distribution, we hope it will106

also be used for tasks such as emotion tagging and107

emotional synthesis for each modality in musical108

theatre. Therefore, when constructing the dataset,109

we divided it into 5-second samples and provided110

detailed annotations. Most existing datasets anno-111

tate emotions in broad groups over long segments.112

Instead, we have applied dense emotion tags to113

short data samples, allowing for more precise and 114

temporal studies of emotional changes. 115

We summarize our contributions as follows: 116

• We present Emosical, the first open-source 117

musical film dataset with emotion annota- 118

tions. 119

• Our dataset contains singing voice samples 120

with identity and emotion annotation, which 121

most existing singing voice dataset lacks. 122

• We build an automatic emotion tagging 123

pipeline that utilizes the musical film script 124

to infer the background story of the singer. 125

• We provide a baseline singing voice tagging 126

model that leverages this annotated dataset 127

for emotion recognition in singing voices. 128

2 Related Works 129

Multimodal Emotion Recognition Datasets. A 130

multitude of datasets have been developed for mul- 131

timodal emotion recognition by integrating various 132

modalities such as video, audio, and text. The 133

IEMOCAP (Interactive Emotional Dyadic Motion 134

Capture) dataset (Busso et al., 2008b) includes 135

audio-visual data from actors performing scripted 136

and improvised scenarios designed to elicit specific 137

emotions. Similarly, the CMU Multimodal Opinion 138

Sentiment and Emotion Intensity (CMU-MOSEI) 139

dataset (Bagher Zadeh et al., 2018) offers emotion- 140

annotated video segments from YouTube videos. 141

The Multimodal EmotionLines Dataset (MELD) 142

(Poria et al., 2019) consists of dialogue sequences 143

from the TV series annotated with emotion labels, 144

including synchronized video, audio, and textual 145

data, appropriate for emotion recognition in con- 146

versational contexts. 147

The SEMAINE database (McKeown et al., 2012) 148

contains audiovisual recordings of interactions be- 149

tween humans and an avatar designed to elicit emo- 150

tional responses, including high-quality audio and 151

video data with continuous annotations for emo- 152

tion dimensions such as arousal and valence. The 153

RÉCital Corpus for Multimodal Emotion Analysis 154

(RECOLA) dataset (Ringeval et al., 2013) includes 155

audio, video, and physiological data recorded from 156

participants during team working tasks, annotated 157

for continuous emotion dimensions, making it a 158

comprehensive resource for studying dynamic emo- 159

tional expressions. The OMG-Emotion dataset 160

(Barros et al., 2018) contains video recordings of 161
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Dataset Text Speech Singing Video Identity Emotion #Movies #Samples #Speakers #Tags

ESD (Zhou et al., 2022) ✓ ✓ ✓ - 350 20 5
EmoDB (Burkhardt et al., 2005b) ✓ ✓ ✓ ✓ - 535 10 7

RAVDESS (Livingstone and Russo, 2018) ✓ ✓ ✓ ✓ ✓ ✓ - 2452 24 8
IEMOCAP (Busso et al., 2008a) ✓ ✓ ✓ ✓ - 10039 10 9

VocalSet (Wilkins et al., 2018) ✓ ✓ - 3560 20 -
OpenSinger (Huang et al., 2021) ✓ ✓ - 80 hours 93 -
M4Singer (Zhang et al., 2022) ✓ ✓ - 20942 20 -

MPII-MD (Rohrbach et al., 2015a) ✓ ✓ 94 68337 - -
MovieQA (Tapaswi et al., 2016) ✓ ✓ 140 6771 - -

V2C-Animation (Chen et al., 2022) ✓ ✓ ✓ ✓ ✓ 26 10217 153 8

Emosical (ours) ✓ ✓ ✓ ✓ ✓ ✓ 10 25354 261 128

Table 1: Open-Source Dataset Comparison

people reacting to predefined stimuli, with anno-162

tations for continuous emotion dimensions, pro-163

viding continuous perspectives on emotional re-164

sponses.165

The Audio-Visual Emotion Challenge (AVEC)166

provides datasets including synchronized video167

and audio recordings annotated with emotional168

states. The Emotion Recognition in the Wild169

(EmotiW) challenge similarly features datasets cap-170

turing spontaneous expressions of emotions in real-171

world environments, including video, audio, and172

textual data, suitable for developing emotion recog-173

nition systems that work in naturalistic settings.174

Speech Emotion Recognition Datasets. The175

Emotional Speech Database (EmoDB) (Burkhardt176

et al., 2005a) includes recordings of professional177

actors who simulated seven different emotions.178

The Ryerson Audio-Visual Database of Emotional179

Speech and Song (RAVDESS) (Livingstone and180

Russo, 2018) contains actors vocalizing two lexi-181

cally matched statements in a neutral North Ameri-182

can accent. Each expression is labeled for one of183

eight emotional states, offering a rich dataset for184

both speech and song emotion recognition. The185

Speech Emotion Recognition (ESD) dataset (Zhou186

et al., 2022) is a multilingual dataset containing187

emotional speech data across multiple languages,188

which provides a diverse set of emotional speech189

samples for cross-linguistic emotion recognition190

studies.191

Film Datasets. Film-specific datasets offer ex-192

tensive resources for analyzing the complex inter-193

play of visual, auditory, and narrative elements194

in movies. The V2C-Animation dataset (Chen195

et al., 2021) focuses on animated videos and in-196

cludes video clips with corresponding textual de-197

scriptions. The MPII Movie Description Dataset198

(Rohrbach et al., 2015b) is a large-scale collec- 199

tion of movie clips annotated with natural language 200

descriptions. MovieQA (Tapaswi et al., 2016) is 201

a dataset designed to test story comprehension 202

through question-answering tasks based on movie 203

plots, integrating visual, textual, and auditory infor- 204

mation to evaluate narrative understanding. Cog- 205

nimuse (Zlatintsi et al., 2017) is a comprehensive 206

dataset that includes multimodal annotations (au- 207

dio, visual, and textual) of Hollywood movies, with 208

detailed annotations for scene boundaries, charac- 209

ter interactions, and emotion. 210

3 Dataset 211

3.1 Overview 212

Emosical comprises n samples, totaling n hours, 213

from 10 distinct musical films, including theater 214

recordings and theater-like cinematics. Each sam- 215

ple is a tuple of {audio, video, text, character} ac- 216

companied by annotated emotion tags. Samples 217

include n speech and n singing samples. Table 1 218

outlines several key characteristics of the dataset, 219

including the types and numbers of annotated tags 220

and the number of characters compared to relevant 221

datasets. 222

3.2 Dataset Structure 223

Given that the movies are not freely available, we 224

offer automated scripts to process the data and links 225

for downloading each film. We provide raw sub- 226

title files that contain characters and text aligned 227

to the movie with metadata. The metadata con- 228

tains emotion and vocal type per sample, as well 229

as noisy samples to eliminate or run a speech en- 230

hancement model. In the raw dataset, users will 231

place movie video files in the theatre directory, 232

along with corresponding subtitle files in the SRT 233

directory. After users place the movies in the speci- 234

3



Figure 2: Dataset collection pipeline of Emosical. We use srt and raw video file to process the data. We parse audio
and video samples according to the timestamp of srt file and process audio to get pure vocal. After text, character,
audio, and video pair is readied we run the emotion tagging pipeline.

fied folder and compile the data using the provided235

code, the dataset structure transforms into the fol-236

lowing compiled form, where audio and video files237

are organized by scenes within movie-specific di-238

rectories. This structure allows users to access239

individual audio clips from specific scenes of each240

movie.241

3.3 Dataset Collection242

We aim to develop a dataset suitable for multimodal243

emotion analysis of musical theatre. Additionally,244

we aim for our dataset to be applicable for multiple245

purposes, including voice synthesis and tagging246

tasks utilizing our audio dataset. To suit these pur-247

poses, we construct a data generation pipeline that248

is especially focused on audio processing. The249

pipeline can be automatically run when raw video250

files, prepared SRT files, and metadata are given.251

Movie Gathering. First, we obtain the musical252

film video. We select 10 movies containing musical253

components, with their subtitle files (SRT) readily254

available. SRT files contain the sequential number255

of current utterances, starting and ending points in256

the video timeline, and corresponding text. Since257

we will split the video with SRT timestamp and258

align text with audio, we need to precisely tune the259

timestamp and text of each SRT segment to contain260

the starting and ending point of each utterance prop-261

erly. We first utilized a transcription alignment tool262

Gentle (Hawkins et al., 2024) to create the rough263

timestamps. Then, we manually post-processed264

those to ensure accuracy and to set each sample’s265

length to be around 5 seconds.266

Video Parsing. For each video, we utilize the 267

MoviePy library (Zulko et al., 2024) to parse sam- 268

ples according to the starting and ending times- 269

tamps in its corresponding SRT file. 270

Audio Parsing and Vocal Isolation. In the case 271

of audio sample processing, considering the mul- 272

titude of purposes of the dataset, such as voice 273

synthesis and tagging tasks, we processed our au- 274

dio data to be pure voice without background audio. 275

The initial phase of our audio processing pipeline 276

involves decoupling of vocals from the video. We 277

isolate the audio track from the movie file and ex- 278

tract the center channel, both utilizing the ffmpeg 279

toolkit. We extract the center channel (sum of the 280

left and right audio channels) to minimize the influ- 281

ence of background music, predominantly isolating 282

the main characters’ vocal utterances to the greatest 283

extent possible. Then, we utilize the open-source 284

Demucs algorithm (Rouard et al., 2023) to extract 285

the singing vocal from the center channel. And 286

with the assistance of SRT files, we segment the 287

audio into discrete clips. 288

Speech Enhancement for Audio Samples. Af- 289

ter chopping the audio into segments, we check 290

for noisy audio files. For noisy audio, even after 291

the vocal isolation, we note them additionally to 292

purify the background noise further and employ 293

the background noise reduction model (Kim and 294

Hahn, 2019) to bring out the final audio. We then 295

eliminate audio clips that don’t match our require- 296

ments. These involve overlapping voices or singing 297

voices with residual noise artifacts despite the pre- 298

processing process. We manually exclude these 299
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segments since we aim to curate an automatically300

processable dataset.301

Speaker Diarization for Audio Samples. Af-302

ter collecting audio data and its’ corresponding303

text, each audio clip is annotated with the corre-304

sponding singer’s identity and matched against the305

SRT file. This is for distinguishing unique singers306

and also enables large language models (LLMs)307

to effectively discern each character and catego-308

rize the emotional nuances conveyed through the309

storyline in the tagging process. The intricacies310

of employing singer-specific information for emo-311

tional tagging will be explained in detail in Section312

3.4. To identify singing characters, we first use a313

pre-trained speaker diarization model (Wang et al.,314

2023) trained to identify speaker similarity in both315

singing and speech audio. We gather all vocal au-316

dio of talking characters in the movie and compute317

speaker similarity by all vocal segments. Then, we318

temporally assign a speaker with the highest simi-319

larity. However, due to the everchanging nature of320

musical theatre’s speech and singing, the diariza-321

tion result was not perfect, so we manually checked322

each line and modified the character annotations.323

Through this data collection pipeline, we finally324

gather a triplet of {vocal, text, singer} for audio325

data. In the metadata, singing audio is checked to326

distinguish it from speech audio.327

3.4 Emotion Annotation328

As we collected the {video, audio (vocal), charac-329

ter, text} data through the mentioned pipeline, now330

we aim to annotate the emotion for each sample.331

To this end, we focus on the storyline of the theatre332

to further infer the emotion of the character line333

by line, similar to the approach in (Bhattacharya334

et al., 2023), which generated story descriptions335

to handle downstream tasks. We leverage full text336

from the srt file, utilizing a LLM. The annotation337

process integrates four key components for each338

character: global persona, scene summarization,339

visual description, and the text of each sample.340

Global Persona. For each character, we define a341

global persona that encapsulates their overarching342

traits and narrative role. Global persona is gathered343

by feeding the whole script into the large language344

model and prompting it to summarize the char-345

acter’s overall storyline and personality. This is346

crucial for understanding the emotional context of347

their actions and expressions throughout the movie.348

Figure 3: 128 emotion wheels with 7 primary, 40 sec-
ondary, and 81 tertiary emotions.

Scene Separation and Summarization. We sep- 349

arate scenes to effectively summarize the context 350

of each chunk of film, which is done arbitrarily. 351

Then, we feed the aggregated text of the scene into 352

LLM to obtain a summarized story. Summarizing 353

the scene helps infer characters’ emotional state 354

when they commence certain utterances, thereby 355

guiding the LLM in generating accurate emotion 356

tags afterward. Overall feeding global persona and 357

context summarization to LLM helps LLM follow 358

the storyline and understand the personality of the 359

character shown throughout the musical theater, 360

aiding LLM to successfully guess the emotional 361

state of the character when saying specific text or 362

singing specific lyrics. 363

The Emotion Wheel. The majority of emotion- 364

annotated datasets categorize emotions into 4 to 365

8 groups. However, to capture the meticulous, 366

nuanced emotions conveyed in the musical film, 367

we require emotion labels with sophisticated dis- 368

tinct emotions for annotation. So, we classify the 369

emotion tags following the emotion wheel. The 370

widely known Plutchik emotion wheel (Plutchik 371

and Kellerman, 2013) is developed to categorize 372

human emotions based on the idea that distinct 373

emotions can be mixed and create other emotions. 374

We use the expanded version of Plutchik’s origi- 375

nal emotion wheel. The “128 Emotion Wheel” is 376

gradually structured with primary, secondary, and 377

tertiary emotions to provide a more granular under- 378

standing of human emotional experiences (Roberts, 379
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2024). These 128 emotions are sub-classes of380

the primary 7 emotions (‘angry,’ ‘disgusted,’ ‘sad,’381

‘happy,’ ‘surprised,’ ‘bad,’ ‘fearful’), making each382

label suitable for primary emotion clustering, en-383

abling easy comparison with other datasets. Also,384

diverse tags can enrich the input language when385

training the model for prompting purposes.386

LLM Prompting with DSPy. With the charac-387

ter’s global persona, scene summarization, sample388

description, and text with the character ready at389

hand, we feed them with prompts into the LLM390

(Chat-GPT 3.5 Turbo) to generate emotion anno-391

tations for each line of the dataset. We utilize392

the DSPy framework (Khattab et al., 2023) to fa-393

cilitate optimizing language model prompts and394

weights. We define character, text, visual descrip-395

tion, scene context, global persona with GT emo-396

tion tag as DSPy Signature and feed corresponding397

data for training the LLM. Then, we apply a chain398

of thoughts method to infer the emotion tag. The399

first model predicts rationale about input Signa-400

tures. The second model classifies the emotion401

using the rationale to classify the emotion of 128402

tags. However, due to the unconstrained nature of403

LLM outputs, LLM tends to output tags out of emo-404

tion lists. So we added a dspy. Suggest constraints405

to the module (Singhvi et al., 2024), and when the406

module exceeds max backtracks, we use the second407

classification model, which acts as a teacher. The408

teacher module classifies emotion into 7 primary409

emotion tags and then passes the primary emotion410

as a hint to the 128 emotions classification mod-411

ule. We pre-train chain-of-thought modules with412

training sets from unseen musicals. The compiled413

module significantly exceeds the untrained base-414

line module. In summary, we annotate emotion415

tags with a pipeline containing - gathering global416

persona, scene summarization, visual description,417

and feeding singer and lyrics with LLM prompt-418

ing. An ablation study of this annotation pipeline419

is presented in Section 4, detailing the impact and420

significance of each component in the emotion an-421

notation accuracy. The dataset collection and the422

annotation process are further elaborated in Figure423

1, providing a visual overview of the methodology.424

4 Dataset Analysis425

4.1 Global Characteristics of Emotion Tags426

Figure 4 shows the distributions of the frequency427

of the tags. In clustered tags of primary emotions,428

the top tag with the highest frequency is ‘happy,’429

Statistics Count

Total # of films 10
Total # of video samples 12677
Total # of singing samples 2374
Total # of speech samples 10303
The average length of video samples 5.21s
Total # of distinct speakers 261
Total # of emotion tags 128
Total # of words in sentences 62792

Table 2: Summary of Emosical dataset statistics.

Happy
40.8%

Surprised
22.9%

Angry
13.5%

Fearful
10.5

Sad
5.5

Bad
4.7

D
2

Figure 4: The tag frequency of the primary emotions is
shown as a bar plot.

followed by ‘surprised’, and the least frequent tag is 430

‘disgusted,’ Figure 5 shows the word cloud of 128 431

emotion tags. Most tags are generated once, and the 432

top tag with the highest frequency is ‘playful’ and 433

‘excited’, which is a subset of the primary emotion 434

‘happy.’ 435

4.2 Case Study of Tag Annotations 436

Among numerous movies and song tracks in our 437

dataset, we choose ‘Healing Incantation’ from the 438

movie ‘Tangled’ as an example of the tag annota- 439

tions at the song level. In musical theater, some 440

prominent songs tend to be reprised and emerge 441

multiple times throughout the act, conveying dif- 442

ferent emotional nuances. The number ‘Healing 443

Incantation’ is the case, which emerges two times 444

throughout the movie, once at an introductory mo- 445

ment and once at a highly-elated scene of the movie. 446

Figure 1 shows that even though the song consists 447

of mostly the same lyrics, the resulting tags are dif- 448

ferent due to different scene contexts fed to obtain 449

the tags. There is a noticeable difference of emo- 450

tion tags between the three song tracks illustrated. 451

4.3 Ablation Study 452

To validate the usefulness of each step of the 453

pipeline, we conduct an ablation study by bypass- 454

ing each step of the pipeline. Our proposed model 455

feeds global persona, previous context, singer, and 456

lyrics to LLM to bring out the final emotion tag. 457

We bypass each step to compare the usefulness. 458

Ablations are of four groups: Ablation1 (Text), 459

Ablation2 (Text + Character), Ablation3 (Text + 460

Character + Scene Summarization), and Proposed 461

(Text + Character + Scene Summarization + Global 462

Persona). 463
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Lyrics Ablation 1 Ablation 2 Ablation 3 Proposed

Anna: For the first time in forever hopeful hopeful excited hopeful
Anna: I could be noticed by someone vulnerable fearful hopeful hopeful
Anna: And I know it is totally crazy excited nervous excited playful
Anna: To dream I’d find romance hopeful optimistic excited excited
Anna: But for the first time in forever fearful fearful optimistic hopeful
Anna: At least I’ve got a chance pressured pressured hopeful optimistic
Elsa: Don’t let them in, don’t let them see fearful anxious fearful anxious
Elsa: Be the good girl you always have to be overwhelmed frustrated pressured pressured
Elsa: Conceal, don’t feel, put on a show numb anxious fearful pressured
Elsa: Make one wrong move, and everyone will know anxious anxious anxious fearful

Table 3: Ablation results of musical film ‘frozen’. Ablation 1: Text, Ablation 2: Text + Character, Ablation 3: Text
+ Character + Scene Summarization, Proposed: Text + Character + Scene Summarization + Global Persona.

Figure 5: Word cloud of emotion tags in Emosical.

Ablation 1 Ablation 2 Ablation 3 Proposed
2.72± 0.07 3.01± 0.08 3.33± 0.08 3.60± 0.07

Table 4: Mean opinion scores (MOS) of tags from the
tagging models with 95% confidence intervals.

Table 3 shows the ablation results of the musical464

film ‘Frozen.’ From a qualitative analysis perspec-465

tive, in Ablation 1, when only text is fed to the466

LLM, the model judges emotion solely based on467

lyrics, while in Ablation 2, when the speaker is fed468

with text, LLM recognizes two different singers,469

distinguishing the contrasted emotions of the two470

singers. While in Ablation 3 and the proposed471

method, in which both previous contexts are fed,472

LLM understands the context of the singing, one473

character singing in joy, while another one faces474

the pressured situation.475

We conduct subjective tests to evaluate the fit-476

ness of generated tags per each ablation and pro-477

posed tagging pipeline. We randomly selected sam-478

ples from the dataset and tested 50 samples of data479

with text, character, and generated emotion tags, 25480

samples each for speech and singing. The test was481

conducted on 27 people. The results of the four482

groups are shown in Table 2. As shown in Table 2,483

the proposed tagging pipeline shows better tagging484

results than bypassed pipelines in ablations.485

AUC F-score Precision Recall
Singing 0.598 0.219 0.146 0.178
Speech 0.573 0.153 0.225 0.221
Both 0.611 0.129 0.120 0.167

Table 5: Voice emotion tagging results with different
dataset configurations.

5 Tagging Model 486

We performed vocal emotion tagging experiments 487

using the Emosical dataset. We designed a sim- 488

ple baseline model for classifying both speech and 489

singing voices into 7 primary emotions. The model 490

is a convolutional neural network (CNN) architec- 491

ture, starting with a convolutional layer with 32 492

filters, followed by batch normalization and ReLU 493

activation. It includes three sequential residual 494

blocks, each doubling the number of filters (64, 495

128, and 256) and incorporating batch normaliza- 496

tion and shortcut connections. Adaptive average 497

pooling reduces the feature map to a fixed size, fol- 498

lowed by dropout for regularization. The fully con- 499

nected layers reduce the features to 128 dimensions 500

and finally to the 7 emotion classes, with the output 501

using log softmax activation. The model is trained 502

with the cross-entropy loss function and optimized 503

using the AdamW optimizer with a OneCycleLR 504

learning rate scheduler. The performance of the 505

baseline tagging model is elaborated in Table 4. 506

6 Conclusion 507

We presented a novel dataset, Emosical, the first 508

open-source multimodal dataset specifically cu- 509

rated for musical films with comprehensive emo- 510

tion annotations. By integrating video, audio, text, 511

and character identity with emotion tags derived 512

from a detailed narrative context, Emosical pro- 513

vides a rich resource for advancing research in 514
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emotion recognition, synthesis, and tagging in the515

musical theatre domain.516

Our dataset leveraged a novel annotation517

pipeline, incorporating global persona, scene con-518

text, visual description, and dialogue or lyrics to519

generate nuanced emotion tags using a large lan-520

guage model (LLM). Through statistical analysis521

and a series of ablation studies, we demonstrated522

the effectiveness of our tagging scheme. Our sub-523

jective evaluations further validated the precision524

and reliability of our annotations.525

Additionally, we proposed a baseline tagging526

model for emotion recognition in singing voices,527

setting a foundation for future research in this area.528

Emosical opens up new avenues for exploring the529

interplay between various modalities in conveying530

emotions and can serve as a valuable resource for531

developing more emotionally resonant systems.532

Future work may include expanding the dataset533

to encompass more diverse genres and languages,534

refining the emotion tagging pipeline, and explor-535

ing its applications in various multimodal emo-536

tion recognition and synthesis tasks. We believe537

Emosical can contribute to further research in mul-538

timodal understanding of emotion expressions in539

musical theatre.540

7 Limitations541

Several limitations exist that should be noted for542

future work and improvements in Emosical.543

• Diversity of Source Material. The dataset is544

currently limited to 10 distinct musical films,545

which may not fully capture the wide range546

of emotional expressions and styles present547

across different musical theatre productions.548

So, we plan to expand the dataset to include549

more films, as well as musical recordings from550

live theatre performances to enhance the gen-551

eralizability of models trained on this data.552

• Manual Intervention During Data Processing.553

While we automated much of the data process-554

ing pipeline, certain steps, such as verifying555

SRT timestamp accuracy and checking speaker556

diarization results, still require human inter-557

vention. Further refinement and automation of558

these processes would improve the efficiency559

and scalability of dataset creation.560

• Emotion Tagging Granularity. Although we561

employ an extensive set of 128 emotion tags562

based on the emotion wheel, this granular-563

ity can lead to challenges in ensuring con- 564

sistent and accurate tagging across samples. 565

In some cases, the subtleties between closely 566

related emotions might be difficult to distin- 567

guish, leading to potential ambiguities. 568

• Dependency to LLMs. Our emotion tagging 569

relies on LLMs’ capabilities. While these 570

models offer sophisticated natural language 571

understanding, they are not infallible and can 572

sometimes generate inaccurate or inconsistent 573

tags, especially when faced with highly nu- 574

anced emotional expressions. 575

• Bias and Representation. The selected mu- 576

sical films may reflect certain cultural biases 577

and predominantly represent Western musical 578

theatre traditions. This limits the applicability 579

of the dataset for studying emotions in a more 580

global and culturally diverse context. Future 581

efforts should include a more diverse range of 582

films from various cultures and languages. 583

• Temporal Context and Dynamics. While the 584

dataset includes scene summarization and 585

global persona information, capturing the full 586

temporal dynamics and evolution of emotions 587

over longer periods within the films remains 588

a challenge. Future work could focus on bet- 589

ter integrating temporal context to understand 590

how emotions develop and change over time. 591

• Quality of Vocal Isolation. We observed that 592

the quality of isolated vocals varies, particu- 593

larly when background music or noise is com- 594

plex. Improving vocal isolation methods or ex- 595

ploring alternative approaches could enhance 596

the clarity and usability of the audio samples. 597

• Evaluation Metrics and Human Subjectivity. 598

Emotions’ subjective nature indicates that hu- 599

man evaluations can vary, impacting the con- 600

sistency of our MOS tests and other evaluation 601

metrics. Developing more objective and stan- 602

dardized evaluation methods would be benefi- 603

cial for assessing the quality of annotations. 604

Addressing these limitations in future iterations of 605

Emosical will help create a more robust and com- 606

prehensive dataset, ultimately contributing to the 607

advancement of multimodal emotion recognition 608

and synthesis research in the domain of musical 609

theatre. 610
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