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Abstract001

Limited access to mental healthcare, extended002
wait times, and increasing capabilities of Large003
Language Models (LLMs) has led individu-004
als to turn to LLMs for fulfilling their mental005
health needs. However, examining the multi-006
turn mental health conversation capabilities007
of LLMs remains under-explored. Existing008
evaluation frameworks typically focus on di-009
agnostic accuracy and win-rates and often over-010
look alignment with patient-specific goals, val-011
ues, and personalities required for meaning-012
ful conversations. To address this, we intro-013
duce MedAgent, a novel framework for syn-014
thetically generating realistic, multi-turn men-015
tal health sensemaking conversations and use it016
to create the Mental Health Sensemaking Dia-017
logue (MHSD) dataset, comprising over 2,200018
patient–LLM conversations. Additionally, we019
present MultiSenseEval, a holistic framework020
to evaluate the multi-turn conversation abilities021
of LLMs in healthcare settings using human-022
centric criteria. Our findings reveal that frontier023
reasoning models yield below-par performance024
for patient-centric communication and struggle025
at advanced diagnostic capabilities with aver-026
age score of ∼31%. Additionally, we observed027
variation in model performance based on pa-028
tient’s persona and performance drop with in-029
creasing turns in the conversation. Our work030
provides a comprehensive synthetic data gen-031
eration framework, a dataset and evaluation032
framework for assessing LLMs in multi-turn033
mental health conversations.034

1 Introduction035

With nearly 70% of individuals around the globe036

having limited to no access to mental health-037

care (Kazdin and Rabbitt, 2013) and wait times for038

new patients extending up to three months (APA,039

2023), traditional mental health care system is in-040

creasingly unable to meet the rising demand. At the041

same time, recent advancements in reasoning capa-042

bilities of LLMs has demonstrated significant per-043

formance improvement on challenging tasks (Ope- 044

nAI, 2024; Guo et al., 2025; Tu et al., 2025). This 045

has led individuals to turn to LLMs to fill the gap 046

in access to mental healthcare by allowing them 047

to understand their personal mental health situa- 048

tions (Aydin et al., 2024). This process of sense- 049

making1 encompasses a wide range of use-cases, 050

from interpreting medical information to obtaining 051

lifestyle recommendations and getting answers to 052

health related questions. However, it remains un- 053

clear if LLMs can engage in meaningful multi-turn 054

sensemaking conversations, especially pertaining 055

to mental health conditions. 056

Single-turn settings that are often used for as- 057

sessing LLM performance in healthcare domain do 058

not portray the real-world complexities that often 059

require iterative information gathering, proactive 060

follow-ups, and shared decision-making (Dahm 061

et al., 2022; Trevena et al., 2006). Recent works 062

assessing multi-turn conversational capabilities of 063

LLMs for general-purpose clinical conversations 064

have reported significant decline in LLM perfor- 065

mance for multi-turn dialogues (Li et al., 2024a; 066

Liu et al., 2025b). However, such works have pre- 067

dominantly focused on the information gathering 068

and diagnostic capabilities on general healthcare 069

scenarios, often limiting evaluation to the point of 070

diagnosis and reducing conversational capability 071

analysis to classification or win-rate tasks. Fill- 072

ing this gap requires us to assess the capabilities 073

of LLMs towards supporting multi-turn sensemak- 074

ing conversations with the users through a more 075

holistic approach taking account of patient-centric 076

objective, values and needs. A major challenge 077

in this direction is the limited to no access to real- 078

world patient–clinician mental-health related con- 079

versation data that encompasses the full arc of in- 080

teractions typically seen in clinical settings (such 081

1Sensemaking refers to “processes of interpretation and
meaning production whereby individuals and groups interpret
and reflect on phenomena” (Brown et al., 2008)
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Figure 1: We present the MedAgent framework for generating realistic multi-turn mental health sensemaking
conversations (part (a)). Using this framework we create the MHSD dataset with 2,284 conversations. Finally, we
also present the MultiSenseEval framework (part (b)) to holistically evaluate LLM performance across patient-
centric communication, conversational flow and correctness, diagnostic accuracy, and readability.

as the 6-function model of medical communica-082

tion (De Haes and Bensing, 2009; King and Hoppe,083

2013)). Hence, our study is guided by the following084

research questions:085

RQ1: How can we effectively generate synthetic086

multi-turn mental health related sensemaking con-087

versations between patients and LLMs?088

RQ2: How well do reasoning LLMs conduct multi-089

turn mental health sensemaking conversations, and090

how does the performance change by patient per-091

sona and conversation length?092

To address these questions, we introduce MedA-093

gent, a novel framework for synthetically gener-094

ating multi-turn mental health conversations that095

are grounded in medical literature and portray real-096

world settings. MedAgent is model-agnostic and097

can be directly used with any LLM. Using MedA-098

gent, we generate the Mental Health Sense-making099

Dialogue (MHSD) dataset with 2,284 synthetic con-100

versations between patients and LLMs. Finally, we101

introduce MultiSenseEval framework for holisti-102

cally assessing the multi-turn sensemaking conver-103

sations focusing on six axes: (1) Perceived Sus-104

ceptibility, (2) Perceived Severity, (3) Perceived105

Benefits, (4) Diagnostic Accuracy, (5)Conversation106

flow and Correctness, and (6) Text readability.107

Our findings reveal limited capabilities of fron-108

tier reasoning models towards patient-centric com-109

munication and diagnostic accuracy. In our evalu-110

ation, OpenAI o1 and DeepSeek-R1 obtained an111

average score of 2.55 and 2.77 (on a scale of 4) on112

patient-centric communication metrics and an ac-113

curacy score of ∼ 31% for exact diagnosis match-114

ing, highlighting the below-par performance for115

both models across evaluation axes. Our study also116

revealed, disparity in model performance based117

on patient actor’s persona, with models perform- 118

ing better for patients with ‘Agreeable’ personal- 119

ity. Finally, we also observed that model perfor- 120

mance for patient-centric communication and di- 121

agnostic metrics dropped with increasing number 122

of turns in the conversation. Specifically, R1 ex- 123

hibited a drop of 12.83%, 6.71%, and 29.6% for 124

Perceived Susceptibility, Perceived Severity, and 125

Diagnostic Accuracy ‘Hard’ when the number of 126

sensemaker messages increased from the 5 to 10- 127

15. The proposed MultiSenseEval framework pro- 128

vides a more holistic approach towards assessing 129

the quality of multi-turn mental health conversa- 130

tions. Additionally, recognizing community’s need 131

for multi-turn conversation data, we will publicly 132

release the MHSD dataset. Code and dataset for 133

this paper can be found here.2 134

2 MedAgent Framework 135

Figure 1 (a) presents the overview of MedAgent 136

framework. MedAgent framework generates men- 137

tal health related sensemaking conversations using 138

two actor LLMs: (1) Patient Actor LLM, and (2) 139

Sensemaker Actor LLM. We use GPT-4o (OpenAI- 140

GPT-4o, 2024) for the patient actor LLM, and fron- 141

tier reasoning models, OpenAI o1 (OpenAI, 2024) 142

and DeepSeek-R1 (Guo et al., 2025) respectively 143

for the sensemaker actor LLM. For the sensemaker 144

actor llm, we specifically used reasoning models 145

as its processes (such as moving stages in the con- 146

versation, validating hypothesis) require advanced 147

reasoning capabilities. In the following subsections 148

we describe the details for both actor components 149

of the MedAgent framework. 150

2https://anonymous.4open.science/r/
ARR-July-2025-Submission-58-28CC/
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2.1 Patient Actor LLM151

Real-world sensemaking conversations are influ-152

enced by patient-specific factors such as medical153

background, personality traits, health literacy, in-154

dividual goals and intentions (Brown et al., 2008;155

Helms Mills et al., 2010). To reflect this diver-156

sity, we constructed diverse patient personas for157

the simulated patient actor LLM by creating sets158

of patient’s medical background, personality traits,159

health literacy, individual high-level intentions and160

concrete goals. Below, we describe each compo-161

nent of the patient actor LLM. Algorithm 1 presents162

the algorithm for generating the patient actor LLM163

message pt at timestamp t based on the sensemaker164

message (st−1), patient persona Π, and set of pa-165

tient’s atomic facts F (detailed description of the166

pipeline is provided in Appendix E).167

Patient Background: We began with curating168

a seed set of clinical case studies to serve for169

generating simulated patient dialogues. We used170

MedQA (Jin et al., 2021), to obtain US medi-171

cal board exam case-studies and filtered 181 case172

studies focusing on patients with mental health-173

related conditions using a GPT-4o-based classifier174

followed by human validation. Building on past175

work (Min et al., 2023), we further decomposed176

each case study into a list of atomic medical facts177

and also extracted the corresponding diagnostic la-178

bels. These atomic facts serve as the foundation for179

constructing the final patient persona.180

Personality Traits: To capture variability in per-181

sonality, we grounded the patient personality traits182

based on the Big Five Personality Traits (Gold-183

berg, 1993; Saucier, 1994; Cobb-Clark and Schurer,184

2012), a psychological framework describing per-185

sonality in terms of five broad dimensions: Open-186

ness, Conscientiousness, Extraversion, Agreeable-187

ness, and Neuroticism. To ensure behavioral con-188

sistency, we varied each trait one at a time on a189

binary scale, as past studies have shown varying190

correlation between the traits (Klimstra et al., 2013;191

Yu et al., 2021; Kang et al., 2023), and random sam-192

pling of traits may lead to internally contradictory193

personalities. Hence, for each case study, we cre-194

ated five personality variations in which one of the195

five personality traits in tuned to ‘High’ to mod-196

ulate their conversational behavior. For instance,197

patients with ‘High’ Agreeableness tend to seek so-198

cial harmony and use affiliative language. We have199

provided examples of other traits in Appendix A.200

Health Literacy: Health literacy is described as201

“personal knowledge and competencies which en- 202

able people to access, understand, appraise, and 203

use information and services in ways which pro- 204

mote and maintain good health and well-being for 205

themselves and those around them” (Nutbeam and 206

Muscat, 2021). Individuals with inadequate health 207

literacy have been observed to have difficulty in 208

participating in medical decision-making process, 209

following medical recommendations and conversa- 210

tions (Williams et al., 1995). To account for such 211

variations, we introduced two health literacy levels 212

(Basic, Advanced) for the patient persona (detailed 213

definitions and prompts in Appendix B). 214

Patient Intentions: Past works have demonstrated 215

that LLMs can support various patient needs and 216

intentions related to patient education and sense- 217

making (Zaretsky et al., 2024; Bragazzi and Gar- 218

barino, 2024; Aydin et al., 2024). However, the 219

patient backgrounds obtained from the MedQA 220

dataset focused on diagnosis and lacked explicit 221

representations of such intentions. To address 222

this, we augmented each patient profile with re- 223

alistic, intention-driven motivations for engaging 224

with LLMs in sensemaking conversations. Build- 225

ing upon Aydin et al. (2024) and Li et al. (2024b), 226

we used three different intentions (detailed defini- 227

tions and examples are provided in Appendix C). 228

To operationalize this augmentation, we employed 229

GPT-4o to assign the most realistic and logical in- 230

tention from one of the three intentions to the given 231

patient background (prompt in Table 19). 232

Patient Goals: Patient goals refer to what they 233

want to have achieved at the end of the conversa- 234

tion. However, similar to patient intentions, patient 235

backgrounds lacked concrete goals for the conver- 236

sations. To address this, we used three broad cat- 237

egories of goals as mentioned in Auriemma et al. 238

(2024), (1) Comfort-focused, (2) Maintain or im- 239

prove function, and (3) Life extension (detailed def- 240

initions and examples in Appendix D). These goals 241

focus on three different aspects patient-oriented 242

care. For instance, while the Comfort-focused goal 243

aims to seek interventions to promote comfort and 244

avoiding those that would increase discomfort, Life 245

extension deals with the patient’s goal of extending 246

longevity or survival even at the expense of maxi- 247

mizing function or comfort. Similar to the patient 248

intention augmentation, we used GPT-4o to assign 249

the most relevant and logical patient goal to the 250

patient background (prompt in Table 18). 251
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Algorithm 1 PATIENTSTEP(st−1, Π, F)
Input: Sensemaker utterance st−1, patient profile Π, set of

patient’s atomic facts F
Output: pt // patient reply at turn t

1 // Match message mentioned by the sensemaker against patient
facts.

2 Fmatch ← MatchFacts(st−1, F)
// Check #facts matched

3 if |Fmatch| > 0 then
4 // Generate patient messages based on matched facts.

Apply stylistic variations based on personality, health
literacy, and goals/intents defined in Π.

5 pt ← GenPatientMsg(Fmatch,Π)

6 else
7 // Determine whether the requested information is back-

ground information
8 if RequestType(st−1)== background then
9 // Apply closed world assumption. Indicating lack of

information.
10 pt ← ClosedWorldMessage()
11 else
12 pt ← ReplyWithContext(st−1,Π) // reply using

general context and style

13 return pt

2.2 Sensemaker Actor LLM252

The goal of the sensemaker actor LLM is to253

produce informative, non-redundant, and stage-254

appropriate responses that emulate the structure255

of clinical conversations. Figure 1 (a) shows the256

high-level sensemaker message generation pipeline,257

which includes four modules: (1) Next Stage De-258

termination, (2) Fact Extraction & Matching, (3)259

Sensemaker Message Generation, and (4) Mes-260

sage Redundancy Checker & Selector. One of261

the novel features in the generated conversations262

is the existence of a structured organization of263

the sensemaking conversation into five stages in-264

spired by 6-function model of medical communica-265

tion (De Haes and Bensing, 2009; King and Hoppe,266

2013). Hence, we first describe the stages of the267

sensemaking conversation followed by the overall268

working of the sensemaker actor LLM.269

Stages of sensemaking conversation: The sense-270

maker actor LLM organizes each conversation271

grounded within the 6-function model of medical272

communication (De Haes and Bensing, 2009; King273

and Hoppe, 2013) (example conversations for each274

stage are in Appendix Table 7). The Fostering the275

Relationship stage initiates the encounter by build-276

ing trust, empathy, and psychological safety. The277

Gathering Information stage focuses on eliciting278

both biomedical and psychosocial context through279

open-ended questions and active listening, aligning280

with how human physicians derive diagnostic hy-281

potheses. In the Providing Information stage, the 282

sensemaker provides its diagnosis and explains it to 283

the patient. The Decision Making stage facilitates 284

shared planning by integrating patient preferences 285

and values. We combined the Enabling Disease 286

and Treatment-related Behavior stage with the De- 287

cision Making stage due to the similar objectives 288

within our context. Finally, the Responding to Emo- 289

tions stage enables agents to detect and attend to 290

emotional distress. This phase-wise design not 291

only mirrors real clinical workflows but also allows 292

the sensemaker LLM to specialize in communica- 293

tion tasks that directly impact diagnostic accuracy, 294

treatment adherence, and health outcomes. This 295

design ensures that the sensemaker LLM is able to 296

meaningfully engage in a multi-turn conversation. 297

Algorithm 2 Sensemaker Message Generation at
Turn t
Input: patient message pt−1, known facts Ft−1, sensemaker

message history H
Output: Next sense-maker utterance st, updated facts Ft,

stage index gt
14 Step 1: Stage Determination & Fact Update

// Extract atomic facts from patient message
15 ∆Ft ← ExtractFacts(pt−1)

// Merge with existing facts
16 Ft ← Ft−1∪ MatchFacts(∆Ft, Ft−1)

// Determine whether to move to next stages
17 g̃t ← GetNextStage(gt−1, pt−1, Ft)

if #turns in current stage gt−1 ≥ 5 then
18 gt ← gt−1 + 1 // Move to the next stage

19 else
20 gt ← g̃t // Assign the computed next stage

21 Step 2: Candidate Generation
// Generate |C| = 3 candidate messages

22 C ← GenerateCandidates(gt, Ft, H)
23 Step 3: Redundancy Check

// Check each candidate message against past messages for
redundancy.

24 C′ ← Filter(C,H)
25 if |C′| > 0 then
26 st ← Sample(C′) // sample one reply
27 H ← H ∪ {st}
28 else
29 gt ← gt + 1 // avoid stagnation

30 return (st, Ft, gt)

Sensemaker Actor LLM Message Generation 298

Pipeline: Algorithm 2 presents the algorithm for 299

generating message st at timestamp t given the pa- 300

tient message pt−1, known facts about the patients 301

until timestamp t (Ft−1), and sensemaker message 302

history H . After the sensemaker receives the pa- 303

tient’s message pt−1, it first invokes the Next Stage 304

Determination module. This module takes as input 305

the current message pt−1, known patient facts from 306

the previous stages Ft−1, and the sensemaker’s 307
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previous messages H and passes pt−1 to Fact Ex-308

traction and Matching, which extracts new atomic309

facts ∆t and update the fact set Ft. Based on the up-310

dated facts Ft and sensemaker’s previous message311

history H , the Next Stage Determination module312

decides whether to remain in the current stage of313

the conversation or advance to the next stage of the314

conversation. The information about the current315

stage gt, patient facts Ft, and sensemaker message316

history H are passed to the Sensemaker Message317

Generation module. This module then produces318

3 candidate messages. The candidate messages319

are then sent to the Message Selection and Redun-320

dancy Checking module, which filters out replies321

that are semantically similar to prior sensemaker322

messages (H). If non-redundant messages exist,323

one of such message is randomly selected as the324

output st. Otherwise, the conversation moves to325

the next stage. (Refer to Appendix F, G, H and I326

for prompt details).327

3 MHSD Dataset328

After initial post-processing to remove erroneous329

generations and incomplete conversations, we ob-330

tained 1,142 conversations each for DeepSeek-331

R1 and OpenAI o1 as the sensemaker in332

the MHSD dataset (total conversations: 2,284).333

We used GPT-4o for all modules of the patient ac-334

tor, and for all sensemaker modules excluding next335

stage determination and answer generation (which336

used the reasoning models). Table 1 presents a337

stage-wise breakdown of conversations. o1 conver-338

sations had 13.65 messages on average, while R1339

conversations were longer, with 19.09 messages340

per conversation on average. o1 model also spent341

longer on gathering information from the patient342

before decision making (7.64 messages) compared343

to R1 (3.88 messages). An end-to-end sample con-344

versation is shown in Figure 2.345

Stage Avg. Number of Messages
OpenAI o1 DeepSeek-R1

Fostering the Relationship 1.11 1.22
Gathering Information 7.64 3.88
Providing Information 2.00 2.00
Decision Making 3.52 2.70
Responding to Emotions 3.83 2.86
Exit 1.00 1.00
Overall 19.09 13.65

Table 1: Stage-wise and overall average number of
messages of the MHSD dataset with OpenAI o1 and
DeepSeek-R1 as sensemaker, including both patient and
sensemaker responses.

Patient Actor Sensemaker

"My mom says I’ve been causing trouble in class. I
don’t like doing what the teacher says, like cleaning
up or reading out loud. I also don’t want to do gym
class, but I still play the same games at recess.”

O: ↓ C: ↑ E: ↓ A: ↓ N: ↓
Medical Literacy: Basic

"You mentioned not wanting to do gym class but still
playing games at recess—what feels different about
recess compared to gym time?”

Fostering The Relationship

"I don’t know, I guess recess just feels more relaxed.
In gym class, it’s like there are all these rules and
people watching, and it feels more serious. At recess,
I can just play without worrying about all that stuff.
It’s not as... I don’t know, strict?”

"When gym class gets stressful, do you notice any
physical changes—like your heart racing or your
stomach feeling tight?”

Gathering Information

"No, I haven’t noticed any physical changes like that
during gym class.” (CLOSED WORLD ASSUMPTION)

"When you feel watched during gym class, what emo-
tions come up for you—is it more nervousness, frus-
tration, or something else?”

"Yes, I’d say it’s more frustration than anything else.
It just makes me feel uncomfortable, like I’m being
judged or something.” "Based on what you’ve shared, your frustration and

discomfort in structured settings like gym class may
point to Oppositional Defiant Disorder, where strict
rules or perceived judgment trigger resistance.”

Providing Information

"Yeah, I guess that makes sense. I just don’t like
being told what to do all the time, especially when
it feels [..] I don’t want to do. It’s annoying, and I
don’t see why I have to follow all these rules.”

"What if we practiced ways to communicate your
needs in these situations—like requesting to do warm-
ups your way first before joining group activities?”

Decision Making

"I guess that could work. If I could start off doing
things my way, maybe it wouldn’t feel so... I don’t
know, uncomfortable or forced. I don’t really like
jumping into group stuff [...] make it easier to join in
after.” (LOW EXTRAVERSION) "It’s okay to need space to transition—if you try this

approach, how confident do you feel about communi-
cating it to the teacher when gym class starts?”

Responding to Emotions

"I don’t feel very confident about talking to the
teacher, honestly. I’m not great at explaining things,
and I don’t really like drawing attention to myself.
I’d rather just keep quiet and hope it works out on
its own.”

"You’ve made a great first step toward finding what
works for you. Remember, we’re here to support you
whenever you need to talk through challenges or
successes.”

Figure 2: Sample conversation between the sensemaker
and a patient with high conscientiousness (traits listed
by first letter) and basic medical literacy. Stages are dis-
tinguished by color, with some intermediate dialogues
skipped for conciseness. Diagnosis is in bold.

4 Sensemaking Evaluation 346

In this section, we outline our approach for evalu- 347

ating the sensemaking capabilities of LLMs. We 348

evaluate the multi-turn conversations generated by 349

two reasoning models: (1) OpenAI o1 (OpenAI, 350

2024), and (2) DeepSeek-R1 (Guo et al., 2025) 351

using a hybrid approach combining automated met- 352

rics and human evaluation. While automated eval- 353

uation allows us to evaluate the conversations on 354

scale, human evaluation provides an validation of 355

automated metrics. 356

Automated Evaluation: For automated evaluation 357

we used a combination of multiple metrics assess- 358

ing various aspects related to the sense-making 359

conversation such as patient-centric communica- 360

tion, diagnostic accuracy, conversation flow and 361

correctness, readability. For patient-centric com- 362

munication, we adopted metrics from the Health 363

Belief Model (HBM) (Champion et al., 2008; Janz 364

and Becker, 1984) – a psychological framework 365

that seeks to explain and predict individual health 366

behaviors by examining individuals’ attitudes and 367

beliefs. Specifically, we use three dimensions from 368

HBM namely perceived susceptibility, perceived 369

severity, perceived benefits. To assess diagnostic 370

accuracy, we used ground truth diagnostic labels 371

from the seed case studies obtained from Jin et al. 372

(2021). In contrast to the past works (Li et al., 373
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2024a; Liu et al., 2025b), we assessed diagnostic374

accuracy without providing multi-choice options to375

better reflect real-world conditions. Since, sense-376

maker’s diagnosis is provided in a free-text gener-377

ation, we used two different accuracy assessment378

settings: (1) Hard Diagnostic Accuracy, requiring379

exactly matching the sensemaker’s diagnosis with380

the ground truth, and (2) Soft Diagnostic Accu-381

racy which allowed for a broader category level382

matches for diagnosis. Conversation flow and Cor-383

rectness measures the ability of sensemaker LLM384

to perform the end-to-end conversation maintain-385

ing the logical consistency, covering each phase386

of the conversation appropriately. Given, that the387

sensemaker LLM generates open-ended messages,388

we used LLM-as-a-judge approach to measure the389

aforementioned metrics. Finally, we measure the390

overall readability of the responses provided by the391

sensemaker LLM using the SMOG index, a pop-392

ular readability index to assess health literacy ma-393

terial. (Mc Laughlin, 1969). Detailed information394

related to the definition, sub-criteria, evaluation395

rubric and prompts can be found in Appendix K.396

Human Evaluation: In addition to the automated397

evaluation, we also conducted human-evaluation398

as a validation check for automated metric scores399

on a subset of 100 conversations. Specifically, we400

used the same rubric as the automated evaluation401

for patient-centric communication, diagnostic ac-402

curacy, and conversation flow and correctness. We403

have provided details regarding the human evalua-404

tion in Appendix L.405

5 Results406

5.1 MultiSenseEval Framework Evaluation407

Patient-Centric Communication: Assessing the408

patient-centric communication capabilities of Ope-409

nAI o1 and DeepSeek R1, we observed that R1410

outperformed o1 across all three dimensions. How-411

ever, the mean average score for both models412

remained below 3 on a 4-point scale (1: Very413

Poor to 4: Very Good) across all metrics, indi-414

cating the below-par performance towards appro-415

priately communicating with the patient. For Per-416

ceived Susceptibility, R1 obtained a significantly417

higher average score of 2.59 (SD = 0.75) com-418

pared to score of 2.45 (SD = 0.63) obtained by419

o1 (Mann–Whitney U test; p< 0.001; U=597057).420

Similarly, R1 obtained significantly higher scores421

for Perceived Severity (2.75; SD=0.67) compared422

to o1 (2.56; SD=0.54) (Mann–Whitney U test;423

p< 0.001; U=559539). Lastly, R1 also obtained 424

significantly higher score (3.04; SD=0.77) com- 425

pared to o1 (2.76; SD=0.71) for the Perceived Ben- 426

efits dimension (Mann–Whitney U test; p< 0.001; 427

U=520950). To qualitatively assess the shortcom- 428

ings, we analyzed the lowest scoring conversations 429

(score of 1 or 2) across all three metrics, reveal- 430

ing that reasoning models still lack personalization 431

during mental health multi-turn conversations (de- 432

tailed analysis in Appendix J). 433

Per. Susceptibility Per. Severity Per. Benefits Flow Correctness0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

Sc
or

e

OpenAI o1
DeepSeek R1

Figure 3: Performance comparison of OpenAI o1 and
DeepSeek-R1 across Perceived Susceptibility, Per-
ceived Severity, Perceived Benefits, and Conversation
Flow and Correctness. Bars indicate mean scores with
95% confidence interval. All scores are on a 4-point
Likert scale ((1): Very Poor to (4): Very Good). Both
models obtain scores below “Good Performance” rating
for the three patient-centric communication metrics, but
exceed the “Good Performance” threshold for Conver-
sation Flow and Correctness.

Conversation Flow and Correctness: Both Ope- 434

nAI o1 and DeepSeek R1’s scores exceeded the 435

“Good Performance” threshold (≥ 3 on a 4-point 436

Likert scale), indicating that both models covered 437

all five stages in the correct order with reason- 438

able depth (as described in 2.2). Interestingly, 439

here we observed o1 outperforming R1 with mod- 440

els obtaining scores of 3.53 (SD=0.67) and 3.49 441

(SD=0.72) respectively. Similarly for Text Read- 442

ability, we observed that o1 produced significantly 443

easier to read messages with a SMOG score of 444

11.50 (SD=1.26) compared to a score of 13.33 445

(SD=1.47) for DeepSeek R1 (t-test; p< 0.001; 446

t=−31.95). However, health organizations recom- 447

mend SMOG scores between 6-8 (Badarudeen and 448

Sabharwal, 2010), which is significantly lower than 449

the SMOG scores produced by both models. 450

Diagnostic Accuracy: For the “Soft” setting 451

evaluation, o1 significantly outperformed R1 (o1: 452

acc.score= 68.39%; SD=46.52%, R1: acc.score= 453

64.36%; SD=47.91%)(Mann–Whitney U test; p< 454

0.05; U=678348). However, under the “Hard” 455

setting, both models’ performance dropped by 456

over 50%, with o1 obtaining an accuracy score 457

of 31.09% (SD=46.31%) and R1 obtaining a score 458
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Personality Trait Model Perceived
Susceptibility

Perceived
Severity

Perceived
Benefits

Flow
Correctness

Diag. Acc.
(Hard) (%)

Diag. Acc.
(Soft) (%) SMOG

Basic Health Literacy Patient

Openness o1 2.46 2.62 2.91 3.53 31.68 70.30 11.22
R1 2.58 2.71 3.25 3.56 34.65 58.42 13.27

Agreeableness o1 2.42 2.44 2.85 3.68 36.43 70.54 11.13
R1 2.60 2.74 3.04 3.50 26.36 59.69 13.06

Neuroticism o1 2.19 2.43 2.41 3.24 31.33 67.47 10.92
R1 2.66 2.81 2.88 3.28 28.92 59.04 12.90

Advanced Health Literacy Patient

Openness o1 2.56 2.63 2.82 3.59 29.37 72.22 11.88
R1 2.63 2.79 3.11 3.64 28.57 69.05 13.57

Agreeableness o1 2.50 2.57 2.84 3.62 32.81 68.75 11.79
R1 2.67 2.81 3.12 3.60 30.47 66.41 13.56

Neuroticism o1 2.39 2.57 2.47 3.30 39.77 62.50 11.53
R1 2.48 2.60 2.89 3.32 34.09 57.95 13.31

Table 2: Performance of o1 vs. R1 across seven metrics, by persona and health-literacy level for three personality
traits. We report best performing model metrics in each scenario in bold. Dia. Acc. represents the Diagnostic
Accuracy metric. Full table with all five personality traits is provided in Appendix section M (Table 30).
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Figure 4: Performance comparison between OpenAI o1
and DeepSeek R1 across Hard Diagnostic Accuracy,
and Soft Diagnostic Accuracy. Bars indicate the mean
scores with 95% confidence interval. As observed the
performance for both models drops by more than 50%
when the diagnosis is matched exactly with the ground
truth (“Hard Accuracy”) in comparison to when it is
matched on broader/general criteria (“Soft Accuracy”).

of 31.18% (SD=46.34%). These findings highlight459

the limited diagnostic capabilities of frontier rea-460

soning models within multi-turn conversations re-461

quiring probing, consistent with prior findings (Li462

et al., 2024a).463

5.2 Performance Disparity based on Patient464

Persona465

To understand how differences in patient persona466

may impact model’s performance, we stratified467

the OpenAI o1 and DeepSeek R1’s evaluation re-468

sults across all performance metrics (ref. Sec-469

tion 4) based on patient’s dominant personality470

traits (Openness, Conscientiousness, Extraversion,471

Agreeableness, Neuroticism) and health literacy472

level (Basic/Advanced). Table 2 presents results473

across these strata for three personality types.474

Impact of Personality Traits: Among patient with475

advanced health literacy, models performed best476

along the Perceived Susceptibility, Perceived Sever-477

ity, and Perceived Benefits metrics for patient with478

dominant personality trait as ‘Agreeableness’. For479

instance, R1 achieved scores of 2.67 (susceptibil- 480

ity), 2.81 (severity), and 3.12 (benefits) for patients 481

belonging to this cohort. In contrast, R1’s perfor- 482

mance dropped by 7.1%, 7.5%, and 7.4% for the 483

aforementioned metrics for patients with same lit- 484

eracy skills but with ‘Neuroticism’ personality trait. 485

We observed, a similar trend among patients with 486

basic health literacy, where models performed bet- 487

ter on Flow Correctness and Diagnostic Accuracy 488

metrics for patients with ‘Agreeableness’ personal- 489

ity. These findings reveal the performance gap to- 490

wards patient-centric communication, where mod- 491

els performed better for patients with higher degree 492

of prosocial and cooperative behavior (“Agreeable- 493

ness”) compared to patients with other personality 494

profiles. Interestingly, o1 generated easier to read 495

messages for patients with ‘Neuroticism’ dominant 496

personality compared to other personality type. For 497

such patients, the SMOG score for o1 responses 498

were 2.7% and 2.95% lower compared to that for 499

patients with ‘Openness’ personality with basic and 500

advanced literacy skills. 501

Impact of Health Literacy: Comparing model per- 502

formance across patients with basic and advanced 503

health literacy, we observed gain in o1 (+2.77%) 504

and R1’s (+0.63%) performance for patient-centric 505

communication metrics. Interestingly we observed 506

contrasting trends in performance, for o1 the ac- 507

curacy decreased by 0.12% for “soft” and 0.73% 508

“hard” diagnostic accuracy settings, whereas we 509

observed an increase of 10.16% and 11.74% in 510

“soft” and “hard” diagnostic accuracy for R1. Addi- 511

tionally, both models produced harder to read text 512

when interacting with patient actors with higher 513

literacy, with SMOG scores increasing by 5.84% 514

and 3.29% for o1 and R1 respectively. These find- 515

ings highlight a trade off in performance of models, 516
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Figure 5: Performance trend for o1 and R1 across the MultiSenseEval framework metrics, the x-axis indicates
sensemaker message count bins. While on average performance on patient-centric metrics and diagnostic accuracy
declined with longer conversations, flow correctness and readability improved.

while models may provide better patient-centric517

messages to patients with higher health literacy,518

those messages could be harder to read.519

5.3 Impact of Conversation Length on520

Performance521

We also examined the change in model perfor-522

mance with increased conversation length. Fig-523

ure 5 presents the line plots for o1 and R1 perfor-524

mance for each evaluation metric across number525

of sensemaker messages in the conversation. Inter-526

estingly, for R1, we observed that the performance527

decreased by 12.83%, 6.71%, and 29.6% for Per-528

ceived Susceptibility, Perceived Severity, and Di-529

agnostic Accuracy respectively when the number530

of sensemaker messages increased from the 5 to531

10-15. We observed a similar trend for o1 with a532

performance drop of 4.8% and 7.99% for Perceived533

Susceptibility and Perceived Benefits respectively,534

highlighting the reduced performance among both535

models for patient-centric communication with in-536

creased number of messages. In contrast, both537

models showed improvement in performance for538

the Conversation Flow Correctness and Text Read-539

ability performance with increased number of turns.540

These findings further highlight that even frontier541

reasoning models struggle to sustain effective per-542

formance over longer conversations, a finding high-543

lighted in contemporary work (Laban et al., 2025).544

6 Related Work545

LLM Evaluation for Single Healthcare Conver-546

sations: Recent advancements in large language547

models (LLMs) have enabled diverse applications548

among clinicians (Tu et al., 2025; Singhal et al.,549

2023b) and patients (Yang et al., 2023). Models550

such as Med-PaLM (Tu et al., 2024) and OpenAI’s551

GPT series (OpenAI, 2025) have demonstrated552

strong performance on various medical bench-553

marks (Nori et al., 2023; Singhal et al., 2023a,b), ,554

highlighting their promise in clinical settings. How-555

ever, critical challenges remain, including halluci-556

nations (Agarwal et al., 2024; Asgari et al., 2025;557

Deng et al., 2024) cross-lingual disparities (Jin 558

et al., 2024), sociocultural biases (e.g. gender 559

and geographic) (Restrepo et al., 2024; Liu et al., 560

2025a), and misalignment with experts (Chandra 561

et al., 2025), and limitations in clinical competency 562

tests (Thirunavukarasu et al., 2023; Jin et al., 2023). 563

Multi-turn Conversation Evaluation for LLMs: 564

Beyond single-turn settings, recent works have also 565

explored LLMs’multi-turn clinical conversations 566

abilities. For example, MediQ (Li et al., 2024a) 567

evaluates question-asking ability of LLMs within 568

multi-turn conversations. Along similar lines, re- 569

searchers proposed a proactive dialogue generation 570

framework based on dialogue ranking (Li et al., 571

2025). The Ask Patients with Patience (APP) 572

framework (Zhu and Wu, 2025) allow LLMs to 573

generate multi-turn conversations based on medical 574

guidelines and entropy minimization. In contrast, 575

(Liu et al., 2025b) proposed a patient simulator for 576

multi-turn diagnostic conversations. However, past 577

works overlook the diagnostic capabilities of LLMs 578

in multi-turn conversations. 579

7 Conclusion 580

In this work, we proposed MedAgent, a frame- 581

work for creating realistic mental health sense- 582

making conversations. Using MedAgent, we cre- 583

ated MHSD dataset consisting of 2,284 synthetic 584

sensemaker-patient conversations. Finally, we pre- 585

sented the MultiSenseEval framework for holisti- 586

cally evaluating multi-turn mental health conver- 587

sation using metrics grounded in clinical research. 588

Our findings reveal that frontier reasoning mod- 589

els yield below-par performance for patient-centric 590

communication. Additionally, our study reveal the 591

performance disparity among models based on pa- 592

tient’s persona and reduction in model performance 593

with increase number of turns in the conversation. 594

Our work provides a comprehensive method for 595

creating synthetic clinical conversations, a dataset 596

and evaluation framework for assessing LLMs in 597

multi-turn mental health conversations. 598
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8 Limitations599

While our work presents novel contribution on mul-600

tiple fronts, it is important to acknowledge the lim-601

itations of our work. While MedAgent framework602

provides a method for generating realistic mental603

health sensemaking conversations, it is important604

to recognize both patient and sensemaker actors605

are modeled by LLMs which may not be able to606

capture the full range of emotions, variability and607

lived experiences of human patients and healthcare608

providers. Additionally, while grounding the con-609

versations on the 6-function model (De Haes and610

Bensing, 2009; King and Hoppe, 2013) provides611

clinically sound structure to the conversation, the612

number of messages exchanged in each phase can613

vary by a great extent in real-world setting, some-614

thing which is not fully captured in MHSD dataset.615

Finally, there may exist additional evaluation axes616

for evaluating multi-turn mental health conversa-617

tions, which this work may have missed. Despite618

these challenges, our work provides a robust frame-619

work for generating synthetic clinical conversations620

grounded in real world settings, a large-scale con-621

versational dataset, and a robust framework for622

assessing the capabilities of LLMs in multi-turn623

mental health conversations.624

9 Ethical considerations625

We used the clinical case studies from Jin et al.626

(2021) which are publicly available for use un-627

der the MIT License. We further ensured that628

all data used was de-identified. As our study629

did not involve working with human participants,630

the Institutional Review Board (IRB) classified631

it as non-human subjects research, exempting it632

from IRB approval. We aim to provide the code633

and MHSD dataset publicly available on a GitHub634

repository upon acceptance of the paper.635

Our study presents a systematic approach for636

generating synthetic data for mental health con-637

versations and evaluating LLM performance for638

such conversations. However, our framework is639

designed for research & prototyping purposes and640

is not intended to replace licensed medical profes-641

sionals. Using our framework without guardrails642

and proper oversight in real-world settings could643

pose risks to patient safety. Additionally, our find-644

ings should be complemented with thorough hu-645

man evaluation to ensure the reliability and safety646

of models in real-world settings.647
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Agreeableness tend to seek social harmony. They 901

use affiliative language (e.g. “I totally understand 902

your suggestions”), and readily consent to medi- 903

cal recommendations. However, they might under- 904

report side-effects or doubts to avoid “bothering” 905

the doctor, which can obscure important clinical 906

information. In contrast, low-Agreeableness pa- 907

tients are more skeptical and assertive. They may 908

challenge diagnoses, question procedures, and bar- 909

gain over medications, requiring more negotiation 910

from the physician. Similarly, High-Neuroticism 911

often display heightened anxiety. They may fo- 912

cus on worst-case scenarios (e.g., “Could this be 913

cancer?”), describe multiple vague symptoms, and 914

seek repeated reassurance. Such interactions tend 915

to be emotionally charged and require empathetic 916

listening and gradual explanation strategies. Con- 917

versely, low-Neuroticism are more emotionally sta- 918
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Trait Definition Sensemaker-patient Conversational Style

Openness Imagination, curiosity, com-
fort with novel, unusual,
and abstract ideas.

High: Ask why/how questions about symptoms
and medicines. Explore alternatives. Receptive
to innovative therapies.
Low: Prefer familiar terms and concrete instruc-
tions. May resist complex or less common ther-
apies.

Conscientiousness Organization, relia-
bility, self-discipline,
goal-orientation.

High: Bring detailed symptom logs and time-
lines. Seek precise next steps.
Low: Offer vague histories. Forget previous
conversations. Prefer simplified plans.

Extraversion Sociability, talkativeness,
interactions.

High: Give rich detail. Engage in small talk.
Frequently ask questions.
Low: Give succinct answers. Prefer structured
questioning. Refrain from talking when neces-
sary.

Agreeableness Cooperation, trust, empathy,
prosocial orientation.

High: Readily agree and express understanding.
May conceal doubts to avoid conflict.
Low: Challenge recommendations. Negotiate
treatment choices. Openly voice dissatisfaction
or concerns.

Neuroticism Emotional reactivity, anxi-
ety, mood instability.

High: Focus on worries. List multiple symp-
toms. Seek repeated reassurance and empa-
thetic validation.
Low: Remain calm and concise. Handle brisk,
technical explanations without heightened dis-
tress.

Table 3: Definition of Big Five personality traits and typical sensemaker–patient conversation styles.

factual accounts and are receptive to succinct, tech-920

nical communication. Table 3921

B Health Literacy922

We define two health literacy levels building upon923

Cutilli and Bennett (2009), which used factors such924

as ability to describe diseases, self-reporting condi-925

tions and navigating healthcare systems to assess926

health literacy in Americans (as part of the Na-927

tional Assessment of Adult Literacy). For example,928

a patient with basic medical literacy responded to929

a sensemaker’s diagnosis with "I guess I’d like to930

know more, but I don’t really understand how all931

this works. It’s just... ever since..”, while one with932

advanced literacy generated "Yes, that sounds right.933

My father had similar symptoms, and they started934

when he was 33. Now I’m experiencing these in-935

voluntary movements, especially in my arms and936

hands .. genetic testing can confirm this.”. De-937

tailed characteristics for these levels are presented 938

in Table 4. 939

C Patient Intentions 940

While the filtered MedQA case studies involve a pa- 941

tient with some symptoms looking for a diagnosis, 942

they are not tailored towards sensemaker conver- 943

sations, which would start off with an overarching 944

intent conveyed by the patient (either implicitly, or 945

if explicitly asked by the sensemaker). The intent 946

adds a unique vignette to help guide the conversa- 947

tion with the sensemaker at the early stages. To 948

mimic a real-world setting, we refer to Aydin et al. 949

(2024), which analyzed 201 works studying usage 950

of AI in healthcare to characterize six themes of 951

how patients use LLMs in these settings and Li 952

et al. (2024b), which studied works on using AI 953

to personalize healthcare. We filtered out themes 954

which involve indirect use of LLMs in healthcare 955
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Health Literacy Level Characteristics

Basic > Struggles to understand basic medical terms and body parts.
> Rarely describes symptoms beyond "pain" or "sick".
> May use vague or informal terms instead of specific symptoms.
> Often cannot follow written medical instructions.
> May avoid seeking medical care due to communication barriers.

Advanced > Can provide detailed symptom descriptions including onset and triggers.
> Can describe subtle symptom variations and patterns.
> Understands complex medical terminology.
> Able to discuss medication effects and interactions.
> Able to research and evaluate health information from reliable sources.
> Maintains personal health records effectively.

Table 4: Definition of two health literacy levels used in the patient profiles.

(e.g: generating patient education materials, op-956

timizing doctor-patient interaction processes like957

medical consent forms) resulting in three themes:958

1) Interpreting medical information from a patient959

perspective, 2) Providing lifestyle recommenda-960

tions and improving health literacy and 3) Personal-961

izing healthcare journeys. For example, the starting962

message for a case study augmented with intention963

(1) is: "A few days ago, I was feeling really agitated964

and not myself—I don’t even remember much of965

what happened, but I was told I had to be sedated.966

I’m trying to make sense of all this and figure out967

what’s going on with me. Can you help?”. De-968

tailed definitions and examples of these intents are969

provided in Table 5.970

D Patient Goals971

While intents serve as high-level motivations to972

initiate conversations with a sensemaker, patient973

goals are concrete outcomes they wish to achieve974

by the end of the conversation. Similar to intents,975

MedQA case studies do not express explicit pa-976

tient goals as they are not conversational in nature.977

Again, to mimic a real-world setting, we use Au-978

riemma et al. (2024), which carried out 338 "goals979

of care" conversations with 85 patients, resulting980

in three major themes: 1) Maximize comfort and981

avoid suffering, 2) Maintain or improve cognitive982

or physical functioning and 3) Extend longevity983

or survival. Detailed definitions and examples of984

these intents are provided in Table 6. Similar to985

the intents, we prompt GPT-4o to augment each pa-986

tient profile with the single most appropriate goal987

given the medical facts of the case study (prompt988

in 18). "I appreciate you taking my feelings seri-989

ously. Right now, what would feel most helpful is990

anything that keeps me comfortable and minimizes991

my suffering. I don’t want to focus on things that 992

might prolong my life if they make me feel worse in 993

the process.” is an example of goal (1) manifest- 994

ing explicitly in a patient message in response to a 995

decision making statement from the sensemaker. 996

E Patient Message Generation Pipeline 997

and Prompts 998

Patient Actor LLM Message Generation 999

Pipeline: Algorithm 1 presents the algorithm for 1000

generating the patient actor LLM message pt at 1001

timestamp t based on the sensemaker message 1002

(st−1), patient persona Π, and set of patient’s 1003

atomic facts F . While patient persona Π refers 1004

to the set of personality traits, health literacy level, 1005

patient intent and goals, patient’s atomic facts F are 1006

obtained from the patient background case study 1007

as described above. For a given timestamp t, we 1008

first retrieve the relevant facts from the patient’s 1009

atomic fact list F that could be used to generate the 1010

reply using a fact matching and retrieval prompt 1011

(Appendix E). If the number of facts matched 1012

(|Fmatch| > 0) then we use the patient message 1013

generation module to generate the final message 1014

pt by combining the matched facts with stylistic 1015

variations based on personality, health literacy, and 1016

goals/intents defined in Π. In case, |Fmatch| = 0, 1017

we generate messages based on the type of in- 1018

formation being asked (either background or non- 1019

background). Background information here refers 1020

to the information which is related to the patient’s 1021

medical facts obtained from the case study, on the 1022

other hand, non-background information refers to 1023

knowledge about future steps which are not de- 1024

fined in patient’s background, intentions or goals. 1025

For background related information we assume a 1026

closed world assumption and reply signifying that 1027
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Patient Intent Definition Sample Patterns

Interpreting medical
information from a pa-
tient perspective

Patient aims to use LLMs to sim-
plify complex medical terminol-
ogy and concepts so that patients
can more easily understand diag-
noses, procedures, and general
health information.

> Patient can provide their symptoms and past medical
history to receive lay-person friendly explanations of their
condition.
> Patients can ask questions about their condition and re-
ceive clear, concise answers.
> Patients can receive personalized advice on how to man-
age their health.

Providing lifestyle rec-
ommendations and im-
proving health literacy

Patient aims to use LLMs to
seek lifestyle change recommen-
dations and debunking myths
about health and wellness.

> Patients can ask questions about lifestyle changes and
receive recommendations.
> Patients can query about the myths surrounding health
and wellness.

Personalizing
healthcare journeys

Patient aims to use LLMs to tai-
lor educational content and rec-
ommendations based on individ-
ual patient data, resulting in more
relevant and actionable advice.

> Patients enter personal health goals (like weight loss or
improved mobility), asking LLMs for targeted tips.
> Patients provide feedback on what they do or do not
understand, and LLMs adjusts explanations accordingly.

Table 5: Definition and sample patterns of three high-level patient intents used to augment medical case studies.

Patient Goal Definition

Maximize comfort and
avoid suffering

Patient’s goal is to maximize comfort and avoid suffering. Includes seeking interven-
tions to promote comfort (e.g., pain control) and avoiding interventions that would
increase discomfort, even at the expense of decreasing longevity.

Maintain or improve cognitive or
physical functioning

Patient’s goal is to maintain or improve cognitive or physical functioning by un-
dergoing medical care aimed at preventing or reversing dysfunction, even if that
medical care would increase discomfort. However, care that would increase survival/-
longevity without preservation or improvement in function is generally avoided.

Extending longevity or survival Patient’s goal is to live as long as possible without limitations on care. Extending
longevity or survival is prioritized over maximizing function or comfort.

Table 6: Definition of three concrete patient goals used to augment medical case studies.

the patient is unsure about the required information.1028

In case the information being requested is related1029

to non-background aspects then patient module can1030

generate an affirmative message based on the situa-1031

tion. The starting message p0 is generated through1032

a special prompt that uses the two most relevant1033

case study facts, personality and the intent (prompt1034

in Table 21).1035

F Sensemaker Next Stage Determination1036

Sub-module Prompt1037

Table 8 provides the prompt for the next stage deter-1038

mination module and Table 9 provides the rationale1039

for stage movements provided in the prompt.1040

1041

G Sensemaker Fact Extraction and1042

Matching Sub-module Prompt1043

We use the prompt in Table 10 to extract atomic1044

facts from the patient’s current message and then1045

use the prompt in Table 11 to find if there are any 1046

matching facts already present in the memory. 1047

H Sensemaker Message Generation 1048

Sub-module Prompts 1049

For the message generation sub-module, we have 1050

a similar structure for all the stages as shown in 1051

Table 12 with slight modifications in the gather- 1052

ing information and providing information stage as 1053

shown in Table 13 and Table 14 system prompts, 1054

respectively. 1055

Table 15 shows the goals associated with each 1056

state that are passed to the system prompt as CUR- 1057

RENT_STAGE_GOAL. 1058

I Sensemaker Message Redundancy 1059

Checking Sub-module Prompt 1060

We use the prompt in Table 16 to check if the can- 1061

didate messages generated by the sensemaker are 1062

redundant or not. 1063
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Stage Example Conversation

Fostering the Relationship Hello, how can I help you today?

Gathering Information Can you tell me more about your concerns?
Can you tell me more about your personal and family history?
What are your expectations from me?
Can you expand on this point?
Based on your description, it sounds like you’re feeling...
I understand you’re feeling...
I’m hearing that...

Providing Information Your test results indicate that your cholesterol levels are high. This means
you are at a greater risk for heart disease, but we can work on strategies like
diet and exercise to manage it effectively.

Decision Making There are a few different treatment options available. Would you like me to
walk you through them so we can decide together which one aligns best with
your lifestyle and preferences?

Enabling Disease and Treatment-
Related Behavior

Managing diabetes can be overwhelming, but breaking it down into small
steps—like checking your blood sugar daily—can make it easier. Would you
like me to recommend some support groups or resources?

Responding to Emotions I can see that this diagnosis is really affecting you. It’s completely under-
standable to feel this way. I’m here to support you, and we can discuss ways
to help manage both your symptoms and the emotional impact.

Table 7: The 6-function model of medical communication (De Haes and Bensing, 2009; King and Hoppe, 2013),
which characterizes key communicative functions in clinical interactions, accompanied by representative conversa-
tion for each stage.

J Qualitative Analysis1064

We conducted a qualitative analysis for the lowest-1065

scoring conversations across all three patient-1066

centeric communication metrics, focusing on1067

DeepSeek R1 as the sensemaker actor LLM While1068

the sensemaker stays empathetic and supportive, a1069

lack of personalization emerges as a major theme1070

across all metrics. However, this drawback means1071

different things for each metric.1072

Sensemaker’s dialogues such as "The combination1073

of sleeplessness without tiredness and auditory hal-1074

lucinations suggests your brain chemistry might be1075

imbalanced, potentially indicating conditions like1076

bipolar disorder or schizophrenia that need pro-1077

fessional diagnosis." and "Your symptoms suggest1078

moderate-to-severe depression, especially with the1079

persistent thoughts about not wanting to be alive.1080

The next critical step would be connecting with a1081

therapist who can help create a safety plan and1082

explore treatment options." showcase that while1083

the sensemaker can provide a potential diagnosis1084

and it fails to explicitly address the patient’s sus-1085

ceptibility to their condition and the likelihood of1086

experiencing a health problem due to the underly-1087

ing condition.1088

In the context of low-scoring perceived severity1089

conversations, the sensemaker identifies the under-1090

lying issue and provides a general definition of the1091

condition, along with relating it to the patient’s 1092

symptoms, but dialogues such as "Based on your 1093

symptoms and recent medication start, I believe 1094

you’re experiencing akathisia - a restlessness side 1095

effect caused by fluphenazine. This can make both 1096

relaxation and restful sleep difficult despite not 1097

having classic insomnia symptoms." and "Based on 1098

your symptoms and routine, I believe you may have 1099

Delayed Sleep-Wake Phase Disorder, where your 1100

internal clock is misaligned with typical day/night 1101

cycles. This explains why you can’t fall asleep until 1102

2 a.m. and struggle to wake up for school." shows 1103

that the sensemaker does not appropriately convey 1104

the seriousness of the potential consequences of 1105

the patient’s symptoms. 1106

Dialogues such as "Would you like to explore some 1107

sleep hygiene strategies that could help you get 1108

more restful sleep?" and "Using phone reminders 1109

and labeled storage containers might help com- 1110

pensate for memory lapses - would you feel com- 1111

fortable trying those?" made by sensemaker in the 1112

Decision Making stage shows that while the sense- 1113

maker provides helpful actions, its strategies might 1114

lack details on their efficacy and how these strate- 1115

gies might reduce the risk faced by the patient. 1116
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Type Prompt
System
Prompt

Given the current patient message (PATIENT_MESSAGE) a list of facts about the patient (PATIENT_FACTS)
and a list of statements previously made by you (YOUR_MEMEORY). Determine whether the conver-
sation should remain in the current stage (Fostering the Relationship) or transition to the next stage
(Gathering Information).If you decide to stay in the current stage then your OUTPUT_STAGE should
be ’STAYCURRENTSTAGE’ and if you determine to transition to the next stage then your output should be
’MOVENEXTSTAGE’.

Return Format:
OUTPUT_REASONING: <your reasoning for the stage determination>
OUTPUT_CONFIDENCE: <your confidence score to transition to the next stage>
OUTPUT_STAGE: <MOVENEXTSTAGE or STAYCURRENTSTAGE>

Guidelines:
- Refer to POTENTIAL_NEXT_STAGE_REASONING and then reach your conclusion.
- Before determining if you should stay in the same stage or transition to the next stage, you should generate
a step-by-step reasoning (OUTPUT_REASONING) for your conclusion.
- You should also generate a score between 1 and 10 (OUTPUT_CONFIDENCE) indicating your confidence
in transitioning to the next stage, if the score is between 1 and 3, you should definately stay in the current
stage, if the score is between 4 and 6, then you should stay in the stage for one or two more turns, and if the
score is 7 or above then you should move to the next stage.
- The conversation should remain in the current stage if the user has not yet fully engaged with or completed
its objectives.
- The conversation should move to the next stage only when the current stage has been meaningfully completed,
ensuring a natural transition.

Warnings:
- Do not keep the conversation stuck in the same stage for multiple iterations unless necessary. If progression
is unclear, consider whether the user is engaging sufficiently before deciding.

User
Prompt

POTENTIAL_NEXT_STAGE_REASONING: <next_stage_reasoning>

PATIENT_MESSAGE: <current patient message>
PATIENT_FACTS: <atomic facts about the patient till that timestep>
YOUR_MEMORY: <sensemaker messages till that timestep>

Table 8: (Sensemaker Module) Prompt used for the Gathering Information stage determination.

K Automated Evaluation1117

Our three patient-centric communication metrics1118

are inspired by the Health Belief Model and con-1119

sists of the following dimensions:1120

1. Perceived Susceptibility: An individual’s belief1121

about the likelihood of experiencing a health1122

problem. Table 24 shows the prompt used to1123

evaluate perceived susceptibility.1124

2. Perceived Severity: Beliefs about the serious-1125

ness of the consequences of a health issue. Table1126

25 shows the prompt used to evaluate perceived1127

severity.1128

3. Perceived Benefits: Beliefs in the efficacy of the1129

advised action to reduce the risk or seriousness1130

of the health impact. Table 26 shows the prompt1131

used to evaluate perceived severity.1132

We adapt HBM to evaluate how effectively the1133

sensemaker LLM promotes each of the core di-1134

mensions on the patient side during conversations.1135

For example, if a patient exhibits low perceived 1136

susceptibility or self-efficacy, the sensemaker can 1137

adjust the tone and content of messages to address 1138

those gaps, improving engagement and promoting 1139

informed decision-making. 1140

We evaluate Diagnostic accuracy and conversation 1141

flow correctness as well. 1142

1. Diagnostic Accuracy: Since the filtered 1143

MedQA (Jin et al., 2021) case studies provide 1144

multi-choice options, we assess two different ac- 1145

curacies: (1) Hard Diagnostic Accuracy, which 1146

requires the sensemaker’s diagnosis to be an ex- 1147

act match with the ground truth. (2) Soft Diag- 1148

nostic Accuracy, which allows for some freedom 1149

and blanket term matching. Table 27 and Table 1150

28 show the prompt used to evaluate soft and 1151

hard diagnostic accuracy metrics, respectively. 1152

2. Conversation Flow and Correctness: It is used 1153

to measure the ability of the sensemaker to per- 1154

form end-to-end conversation, while maintain- 1155

ing logical consistency, covering each phase of 1156
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Current
Stage

Next Stage Reasoning

Fostering
the Relation-
ship

The next stage would be ’Gathering Information’ because an initial relationship between you and the patient
has been established. Move on when the ’Fostering the Relationship’ stage has provided a welcoming space
and the patient starts to openly describe their concerns, feelings, or challenges. If they seem hesitant or
reserved, stay in ’Fostering the Relationship’ longer to encourage sharing.

Gathering
Information

The next stage would be ’Providing Information’ only when you have received enough information from the
patient about their current condition and symptoms for you to make a diagnosis. If you feel you need more
time to gather information to make a confident diagnosis, stay in ’Gathering Information’ longer.

Providing In-
formation

You should move to the next stage which is ’Decision Making’, NO MATTER WHAT.

Decision
Making

The next stage would be ’Responding to Emotions’ because the patient has understood the lifestyle and
non-clinical suggestions made by you to alleviate their current condition. Move forward from the ’Decision
Making’ stage when the patient has acknowledged your suggestions. If their responses suggest they still need
more clarity or direction, stay in ’Decision Making’ to provide additional support.

Responding
to Emotions

The next stage would be ’exit’ because the conversation has reached its end. Move forward from the
’Responding to Emotions’ when you validated their emotions with an empathetic response and the patient has
replied with an affirmative message. Do not focus on coping mechanisms in this stage.

Table 9: Reasoning provided to the prompt in Table 8.

Type Prompt
System
Prompt

You are given a message provided by the patient as USER_MESSAGE, your task is to extract explicitly stated
atomic facts about the patient from the message. Here, an atomic fact is defined as new information provided
by the patient which can increase your holistic understanding of the patient’s condition. Each atomic fact
should carry an entirely different piece of explicitly stated fact, and should be independent of other atomic
facts in the list.

Your output should strictly be a list of atomic facts, with each item starting with "# ". Do not include other
formatting. In addition, each of the atomic facts in the list should be in third person narration.

Keep in mind that each atomic fact is different from other atomic facts in the list. Do not add any new fact
which was not present in the USER_MESSAGE.

User
Prompt

USER_MESSAGE: <current patient message>

ATOMIC_FACTS:

Table 10: (Sensemaker Module) Prompt used for Fact Extraction.

the conversation, preventing providing incorrect1157

information and preventing contradiction with it-1158

self. Table 29 shows the prompt used to evaluate1159

flow correctness.1160

L Human Annotators and Annotation1161

Guidelines1162

Human annotations was conducted by four grad-1163

uate students fluent in English language and with1164

a background in Computer Science and digi-1165

tal mental health research. For the annotation1166

task,annotators were provided with the entire1167

patient-sensemaker conversation, score for each1168

metric (Perceived Susceptibility, Perceived Severity,1169

Perceived Benefits and Conversation Flow and Cor-1170

rectness, Diagnostic accuracy) from the automated 1171

evaluation, reasoning for the score generated by 1172

LLM judge and the rubric with the definitions for 1173

each metric and scoring criteria. 1174

For each metric and conversation, two annota- 1175

tors assigned a binary label indicating agreement 1176

or disagreement with the LLM judge’s score and 1177

reasoning for the metric. While a positive label 1178

denoted agreement with the LLM score and rea- 1179

soning, a negative label indicated non-alignment 1180

with LLM judge score or reasoning. Overall, we 1181

observed high correlation for each metric. For Di- 1182

agnostic Accuracy (Hard), the average correlation 1183

with LLM judge was computed as 93.5%, whereas 1184

as for Diagnostic Accuracy (Soft), average correla- 1185

tion was 90%. For the patient-centric communica- 1186
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Type Prompt
System
Prompt

You are an expert fact matching agent. You are given a list of NEW_FACTS about a patient, and a list of already
present facts in MEMORY_OF_PATIENT_FACTS. Your task is to analyze if facts listed in NEW_FACTS
list are ’FactPresent’ or ’FactNotPresent’ in MEMORY_OF_PATIENT_FACTS. For this task you take each
fact from NEW_FACTS list one by one and check if it is present in MEMORY_OF_PATIENT_FACTS or not.
For this checking you should look at the facts in terms of their meaning and context and not the exact words.
The classification for each NEW FACT should be independent of other NEW_FACTS.

Your output should strictly follow the format: # <fact> : <’FactNotPresent’ or ’FactPresent’>. Where fact
presents one fact from NEW_FACTS. Output the labels for each fact in NEW_FACTS and keep the fact text
as it is (do not change the words).

You should not change the words of the fact, only add the label (either ’FactPresent’ or ’FactNotPresent’).
Your output should have one fact and its label per line.

User
Prompt

NEW_FACTS: <facts extracted from the current patient message>

MEMORY_OF_PATIENT_FACTS: <atomic facts about the patient till that timestep>
ANSWER:

Table 11: (Sensemaker Module) Prompt used for Fact Matching.

tion metrics, agreement scores were 79% for Per-1187

ceived Susceptibility, 87.5% for Perceived Severity,1188

86.5% for Perceived Benefits. Finally, Conversa-1189

tion Flow and Correctness average correlation with1190

LLM judge was computed as 87.5%.1191

M Personality Based Results1192

N Model Details, Hyperparameters, and1193

Compute1194

We use API-based model inference for GPT-4o,1195

OpenAI o1, and DeepSeek R1. We used Azure1196

OpenAI Service for accessing GPT-4o, OpenAI o1,1197

and DeepSeek R1 models. The hyperparameters1198

for the generations are presented below. Table 311199

presents the details regarding the model sizes and1200

versions.1201

1202

Hyperparameters for GPT and DeepSeek Mod-1203

els: temperature t = 0, max_tokens = 500 (for1204

sensemaker fact extraction, matching and mes-1205

sage redundancy checker which use GPT-4o) and1206

max_tokens = 15000 (for sensemaker next stage1207

determination and message generation which use1208

reasoning models). All patient module compo-1209

nents use GPT-4o with a temperature t = 0 and1210

max_tokens = 400.1211

O Information About Use of AI Assistants1212

We used AI assistants for text rephrasing. The us-1213

age was limited to correcting grammatical mistakes1214

and choice of words.1215
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Type Prompt
System
Prompt

You are an expert sensemaker who helps the patients to make sense of their current clinical situation. Keeping
the conversation’s current stage goal and example messages in mind (given by CURRENT_STAGE_GOAL
and CURRENT_STAGE_EXAMPLES), list of facts already known about the patient (PATIENT_FACTS),
and the list of statements already made by you (YOUR_MEMORY), and the user’s current message
(USER_MESSAGE), your goal is to generate three plausible and logical messages to be said to the pa-
tient that you have not said yet. You should first generate a reasoning for yourself and then generate the three
messages. Your messages can be a question or a statement.

Your output should strictly be in the following format:
OUTPUT_REASONING: <your step-by-step reasoning>
OUTPUT_MESSAGE: <3 plausible messages to the patient each on a new line and starting with "# ">. Do
not include other formatting.

All the three plausible messages should be different from each other. If you are asking a question in a message,
then only ask one question at a time in that message. Your message should be concise and to the point.

YOUR_MEMORY: <sensemaker’s messages till that timestep>

PATIENT_FACTS: <atomic facts about the patient till that timestep>

CURRENT_STAGE_GOAL: <goal that needs to be achieved in the current stage>

CURRENT_STAGE_EXAMPLES: <examples of messages for the current stage>

User
Prompt

USER_MESSAGE: <current patient message>

Table 12: (Sensemaker Module) Prompt used for message generation in the all other stages.

Type Prompt
System
Prompt

You are an expert sensemaker who helps the patients to make sense of their current clinical situation. Keeping
the conversation’s current stage goal and example messages in mind (given by CURRENT_STAGE_GOAL
and CURRENT_STAGE_EXAMPLES), list of facts already known about the patient (PATIENT_FACTS),
and the list of statements already made by you (YOUR_MEMORY), your goal is to generate three plausible
and logical messages to be said to the patient that you have not said yet. Before generating the message you
should generate a step-by-step reasoning taking into account the facts you already know about the patient.
In your reasoning you should think about the possible diagnosis hypotheses, and then generate the three
messages for the patient that helps in gathering more information to either confirm or reject the diagnosis
hypotheses.

Your output should strictly be in the following format:
OUTPUT_REASONING: <your step-by-step reasoning>
OUTPUT_MESSAGE: <3 plausible messages to the patient each on a new line and starting with "# ">. Do
not include other formatting.

All the three plausible messages should be different from each other. If you are asking a question in a message,
then only ask one question at a time in that message. Your message should be concise and to the point.

YOUR_MEMORY: <sensemaker’s messages till that timestep>

PATIENT_FACTS: <atomic facts about the patient till that timestep>

CURRENT_STAGE_GOAL: <goal that needs to be achieved in the current stage>

CURRENT_STAGE_EXAMPLES: <examples of messages for the current stage>

User
Prompt

USER_MESSAGE: <current patient message>

Table 13: (Sensemaker Module) Prompt used for message generation in the Gathering Information stage.
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Type Prompt
System
Prompt

You are an expert sensemaker who helps the patients to make sense of their current clinical situation. Keeping
the conversation’s current stage goal and example messages in mind (given by CURRENT_STAGE_GOAL
and CURRENT_STAGE_EXAMPLES), list of facts already known about the patient (PATIENT_FACTS),
and the list of statements already made by you (YOUR_MEMORY), your goal is to provide the patient with
the diagnosis and its explanation to the patient. Before generating the diagnosis and explanation message you
should generate a step-by-step reasoning for yourself taking into account the facts you already know about
the patient.

Your output should strictly be in the following format:
OUTPUT_REASONING: <your step-by-step reasoning>
OUTPUT_MESSAGE: <3 plausible messages to the patient each on a new line and starting with "# ">. Do
not include other formatting.

You should always provide a diagnosis and if you cannot find a diagnosis your message should strictly be "I
apologize but I am unable to diagnose you at the moment."

All the three plausible messages should be different from each other. If you are asking a question in a message,
then only ask one question at a time in that message. Your message should be concise and to the point.

YOUR_MEMORY: <sensemaker’s messages till that timestep>

PATIENT_FACTS: <atomic facts about the patient till that timestep>

CURRENT_STAGE_GOAL: <goal that needs to be achieved in the current stage>

CURRENT_STAGE_EXAMPLES: <examples of messages for the current stage>

User
Prompt

USER_MESSAGE: <current patient message>

Table 14: (Sensemaker Module) Prompt used for message generation in the Providing Information stage.
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Current
Stage

Goal

Fostering
the Relation-
ship

Your goal is to build a trusting, open, and collaborative relationship with the patient by demonstrating empathy,
honesty, and respect. You need to create a safe and supportive environment where the patient feels heard,
valued, and comfortable sharing sensitive information. For this you can use the following strategies:
1. Invite the patient to share their story in their own words.
2. Respond with empathy and compassion to patient’s concerns.
3. Express compassion and commitment. Let the patient know that you care about their well-being and are
committed to helping them.
4. If the patient is not comfortable sharing their story, you can ask them to share their concerns and you can
respond with empathy and compassion.

Gathering
Information

Your goal is to develop a comprehensive understanding of the patient’s needs, concerns, and medical history
by exploring their condition from both biological and psychosocial perspectives. This understanding will
allow you to support the patient in achieving their goals and expectations for the conversation. For this you
can use the following strategies:
1. Ask open ended questions related to patient’s concerns to gather information about patients current state,
their personal and family history.
2. Listen actively and ask follow-up questions to understand the situation better.
3. Elicit patient’s perspective of the problems and their expectations from you.
4. Clarify and summarize the information gathered from the patient to ensure understanding.

Providing In-
formation

At this stage you want to provide a potential diagnosis to the patient for their concerns. You should not ask
any questions in this stage and rather provide a potential diagnosis to patient based on the their personal
history, family history, concerns and other details.

Decision
Making

"At this stage you should address any medical queries posed by the patient regarding your diagnosis and
suggest only lifestyle or non-clinical changes to the patient to alleviate their illness based on their diagnosis.
You should make sure that the changes suggested by you are based on the patient’s preferences and your all
previous knowledge about them. For this you can use the following strategies:
1. Ask for patient’s preferences and suggestions regarding the lifestyle changes or other non-clinical changes.
2. Suggest lifestyle changes based on the patient’s preferences and your all previous knowledge about them.
3. If the patient is not comfortable with the suggestions, you can ask them to suggest their own lifestyle or
non-clinical changes.

Responding
to Emotions

You need to recognize and address any emotional aspect of the illness by offering empathay, reassurance, and
psychological support in your messages. For this you can use the following strategies:
1. Offer empathay and reassurance to the patient.
2. Listen to the patient’s concerns and offer psychological support.
3. If the patient is not comfortable sharing their concerns, you can ask them to share their emotions and you
can respond with empathy and support.

Exit The conversation has reached its end and we need to conclude the conversation.

Table 15: Current stage goal provided to the sensemaker message generation prompt
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Type Prompt
System
Prompt

You are an expert sensemaker who helps the patients to make sense of their current clinical situation. Given
a list of statements already made by you (STATEMENT_MEMORY), and a list of candidate statements
(CANDIDATE_STATEMENTS), your task is to identify if there are any redundant statements in the CANDI-
DATE_STATEMENTS.

Your output should strictly follow the format: # <statement> : <’RedundantStatement’ or ’RedundantNot-
Statement’>. Where statement presents one statement from CANDIDATE_STATEMENTS. Output the labels
for each statement in CANDIDATE_STATEMENTS and keep the statement text as it is (do not change the
words) and always start the line with ’#’.

You should not change the words of the statement, only add the label. Your output should have one statement
and its label per line. Below are some additional instructions:

1. You should not add any new statement which was not present in the STATEMENT_MEMORY.

2. If a new statement in the CANDIDATE_STATEMENTS has a different phrasing but serves a similar
context to any of the statements present in the STATEMENT_MEMORY, it should be considered ’Redun-
dantStatement’.

3. Classification for each statement in CANDIDATE_STATEMENTS should be independent of other
statements in the CANDIDATE_STATEMENTS.

User
Prompt

CANDIDATE_STATEMENTS: <candidate statements that can be made in this particular stage>

STATEMENT_MEMORY: <statements already made by the sensemaker>

Table 16: (Sensemaker Module) Prompt used for checking message redundancy.

Type Prompt
System
Prompt

You are an assistant that is given information about a patient.

Break the following patient information into a list of independent atomic facts, with one piece of information
in each statement. Each fact should only include the smallest unit of information, but should be self-contained.

Criteria:
1. Only extract medical facts that would be relevant in a conversation with a health-care provider.
2. First, list out facts related to a patient’s vitals (ONLY temperature, blood pressure, pulse, respiratory rate)
under "PATIENT VITAL FACTS:".
3. If there are no PATIENT VITAL FACTS just leave the section empty.
4. List out the remaining medical atomic facts under the section "PATIENT FACTS:".

User
Prompt

Patient Information:

<patient_data>

Respond with the list of atomic facts for each section "PATIENT VITAL FACTS:" and "PATIENT FACTS:"
(no formatting) and nothing else, prepend each fact with a ’- ’. No sub-lists are allowed.

Table 17: (Patient Module) Prompt used for extracting patient facts.
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Type Prompt
System
Prompt

You are an expert psychiatrist/psychologist/psychotherapist. Given a patient case study, your task is to pick
the most appropriate goal for that patient’s consultation with an LLM. You are given a case study (provided
as CASE_STUDY) and a list of patient conversation goal vignettes in the format (VIGNETTE_NAME,
VIGNETTE_DEFINITION, VIGNETTE_PATTERNS). You need to pick the most appropriate vignette for
the given case study.

Think step by step and first provide your rationale (under "RATIONALE:") in around 30 words and then at
the last output the VIGNETTE_NAME for the most logical vignette for the given case study.

1. VIGNETTE_NAME:
VIGNETTE_DEFINITION:

2. VIGNETTE_NAME:
...

Think step by step and first provide your rationale (under "RATIONALE:") and then at the last output the
VIGNETTE_NAME for the most logical vignette for the given case study.

User
Prompt

CASE_STUDY: <case_study>

Strictly follow the format: <ASSIGNED_VIGNETTE_NAME: VIGNETTE_NAME>. Use the exact vignette
name and nothing else.

Table 18: (Patient Module) Prompt used to attach a concrete conversational goal to a case study. "Vignette" here
refers to the goal.

Type Prompt
System
Prompt

You are an expert psychiatrist/psychologist/psychotherapist. Given a patient case study, your task is to pick
the most appropriate motivation for that patient to consult an LLM. You are given a case study (provided
as CASE_STUDY) and a list of patient conversation intent vignettes in the format (VIGNETTE_NAME,
VIGNETTE_DEFINITION, VIGNETTE_PATTERNS). You need to pick the most appropriate vignette for
the given case study.

1. VIGNETTE_NAME:
VIGNETTE_DEFINITION:
VIGNETTE_PATTERNS:

2. VIGNETTE_NAME:
...

Think step by step and first provide your rationale (under "RATIONALE:") and then at the last output the
VIGNETTE_NAME for the most logical vignette for the given case study.

User
Prompt

CASE_STUDY: <case_study>

Strictly follow the format: <ASSIGNED_VIGNETTE_NAME: VIGNETTE_NAME>. Use the exact vignette
name and nothing else.

Table 19: (Patient Module) Prompt used to attach a high-level conversational intent to a case study. "Vignette" here
refers to the intent.
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Type Prompt
System
Prompt

You are an intelligent agent who is given a QUESTION from a doctor to a patient, and a LIST OF MEDICAL
FACTS about the patient. Your task is to choose the facts which best answer the question, or respond "NO
MATCH".

Instructions:
1. Given a LIST OF MEDICAL FACTS about a patient, choose a MAXIMUM of THREE facts from the list
that when combined best answers the QUESTION.
2. If NO fact matches the question, simply respond "NO MATCH" under "FACTS:".
3. If facts are chosen, output them as a list, preserving the numbering from the original list.
4. First provide a short reasoning under "REASONING:" before listing the facts under "FACTS:".
5. Do not include any other formatting or extra information beyond the REASONING and given FACTS.

User
Prompt

QUESTION: <question>

LIST OF MEDICAL FACTS:
<patient_info>

SOLUTION:

Table 20: (Patient Module) Prompt used for selecting relevant medical facts to answer a question.

Type Prompt
System
Prompt

You are an intelligent agent who is given a LIST OF MEDICAL FACTS about a patient, who is going to
have a conversation with an AI healthcare provider. Your task is to construct a start message with the most
important facts in first person, as if you are simulating the patient’s persona and literacy while talking to the
AI.

To aid in this process, Big 5 personality traits are defined as:

<personality_trait_definitions>

Instructions:
1. Given a LIST OF MEDICAL FACTS about a patient, choose a MAXIMUM of TWO relevant facts from
the list to construct a starting message as a patient to an AI healthcare provider.
2. The start message should be in first person, using the emotions, tone, word choice and intensity of a patient
who has the levels of the Big 5 Personality Traits (on a 2-point Low/High scale) and Medical Literacy Level
shown below.
3. ONLY use the medical literacy level and personality definitions as a guide, DO NOT EXPLICITLY
integrate any information from it into the answer.
4. First provide a short reasoning under "REASONING:" before writing the start message under
"START_MESSAGE:".
5. Do not include quotes, any other formatting, extra information beyond the REASONING and the
START_MESSAGE.

User
Prompt

LIST OF MEDICAL FACTS:

<patient_info>

Big 5 Personality Traits:
1. Openness: <Openness_score>
2. Conscientiousness: <Conscientiousness_score>
3. Extraversion: <Extraversion_score>
4. Agreeableness: <Agreeableness_score>
5. Neuroticism: <Neuroticism_score>

MEDICAL LITERACY LEVEL:
<medical_literacy_level>

Table 21: (Patient Module) Prompt used for patient to start the conversation with the sensemaker.
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Type Prompt
System
Prompt

You are a truthful assistant that understands a patient’s medical information, and you are trying to answer
questions from an AI about the patient in first person, as if you are simulating the patient’s persona and
literacy while talking to the AI.

To aid in this process, Big 5 personality traits are defined as:

<personality_trait_definitions>

Instructions:
1. Using the list of medical facts given below, generate a conversational human-like response to an LLM in
first person, using the emotions, tone, word choice and intensity of a patient who has the levels of the Big 5
Personality Traits (on a 2-point Low/High scale) and Medical Literacy Level shown below.
2. Any information asked in the question that is NOT explicitly present in the facts can be assumed to be
FALSE.
3. If the question is just a statement diagnosing your condition, agree to it.
4. ONLY use the medical literacy level and personality definitions as a guide, DO NOT EXPLICITLY
integrate any information from it into the answer.
5. DO NOT add ANY information in your answer that is NOT EXPLICITLY stated in the given facts.
6. DO NOT suggest any treatment method yourself in the answer.
7. ONLY respond with the answer, do NOT add any other formatting.

User
Prompt

LIST OF MEDICAL FACTS:

<patient_info>

QUESTION:
<question>

Big 5 Personality Traits:
1. Openness: <Openness_score>
2. Conscientiousness: <Conscientiousness_score>
3. Extraversion: <Extraversion_score>
4. Agreeableness: <Agreeableness_score>
5. Neuroticism: <Neuroticism_score>

MEDICAL LITERACY LEVEL:
<medical_literacy_level>

Table 22: (Patient Module) Prompt used to generate answers given a non-zero number of selected facts. Note that in
stages beyond Decision Making, point 2 in the instructions (closed-world assumption) is removed to aid natural
conversation flow.
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Type Prompt
System
Prompt

You are a truthful assistant that understands a patient’s medical information, and you are trying to answer
questions from an AI about the patient in first person, as if you are the patient with a specific persona and
literacy talking to an AI.

To aid in this process, Big 5 personality traits are defined as:

<personality_trait_definitions>

Instructions:
1. Generate a conversational human-like response to an LLM in first person, using the emotions, tone, word
choice and intensity of a patient who has the levels of the Big 5 Personality Traits (on a 2-point Low/High
scale) and Medical Literacy Level shown below.
2. If this question requests information about the patient’s medical history, personal experience, medication,
background or condition, respond in the negative stating "No ..." or "I’m not sure about ..." under "ANSWER:".
3. If it is a question about decision-making, emotions, diagnosis or taking next steps, generate a conversational
human-like response to an LLM in first person, responding in the affirmative ("Yes ...") as a patient.
4. ONLY use the medical literacy level and personality definitions as a guide, DO NOT EXPLICITLY
integrate any information from it into the answer.
5. DO NOT add ANY NEW information to the answer. If asked about any such additional information,
respond with "I’m not sure about ..." to them.
6. First provide a short reasoning under "REASONING:" before writing the answer under "ANSWER:". Do
not add any other formatting.

Here are some examples to help you

EXAMPLE 1:
QUESTION: Have you tried any meditation-style exercises?
REASONING: Exercises and lifestyle relates to the patient’s personal information.
ANSWER: No, I have not tried any meditation-related exercises.

EXAMPLE 2:
QUESTION: Would you like to explore some coping strategies related to your condition?
REASONING: This is a question about next steps, hence the answer is in the affirmative.
ANSWER: Yes, I would like to learn about some coping strategies.

EXAMPLE 3:
QUESTION: Looks like you are experiencing insomnia. When did you first start feeling these symptoms?
REASONING: Though there is a diagnosis, the question part asks some medical history information.
ANSWER: I’m not sure about when I first started feeling these symptoms.

EXAMPLE 4:
QUESTION: Looks like you are experiencing insomnia. What do you think about trying a medication routine
to help with this?
REASONING: There is a diagnosis and the question asks about next steps or advice, hence the answer is in
the affirmative.
ANSWER: I see, yes, I would like to learn about medications to help my situation.

User
Prompt

LIST OF MEDICAL FACTS:

<patient_info>

Big 5 Personality Traits:
1. Openness: <Openness_score>
2. Conscientiousness: <Conscientiousness_score>
3. Extraversion: <Extraversion_score>
4. Agreeableness: <Agreeableness_score>
5. Neuroticism: <Neuroticism_score>

MEDICAL LITERACY LEVEL:
<medical_literacy_level>

QUESTION:
<question>

Table 23: (Patient Module) Prompt used to generate answers when there are no selected facts matching the question.
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Type Prompt
System
Prompt

Task: You are an expert LLM-as-a-judge model and your task is to evaluate a sensemaker’s communica-
tion of "Perceived Susceptibility" (definition given as SUSCEPTIBILITY_DEFINITION) within a patient-
sensemaker conversation.
SUSCEPTIBILITY_DEFINITION: "Perceived Susceptibility" here refers to the sensemaker’s ability to
clearly and adequately express to the patient their likelihood of experiencing a health problem.

You will be given a conversation between a patient and a sensemaker (given as PA-
TIENT_SENSEMAKER_CONVERSATION) and your task is to evaluate the sensemaker’s communication
of "Perceived Susceptibility" within this conversation based on the following evaluation criteria (given as
EVALUATION_CRITERIA):

EVALUATION_CRITERIA: Assign a score from 1 (lowest) to 4 (highest) based on the following criteria:

1. (Very Poor: Score = 1): The sensemaker failed to communicate any information about the susceptibility
of facing a health problem. Additionally, the tone may have been dismissive, insensitive, or unnecessarily
alarming.

2. (Poor: Score = 2): The sensemaker failed to communicate any information about the susceptibility of
facing a health problem. However, the tone was empathetic and engaging.

3. (Good: Score = 3): The sensemaker communicated basic information about the patient’s susceptibility to
facing a health problem. The tone was professional but lacked empathy or collaborative engagement.

4. (Very Good: Score = 4): The sensemaker explained the patient’s susceptibility to facing a health problem
clearly, accurately and appropriately, using personalized details effectively. Additionally, the sensemaker was
empathetic and engaged collaboratively.

Output Format: You should first provide a short reasoning (2-3 sentences) providing your reasoning for the
score. Then, provide the score. Your output should be in the following format:

OUTPUT_REASONING: <your_reasoning>

OUTPUT_SCORE: <score>

Example Output:

OUTPUT_REASONING: The clinician explicitly and clearly communicated the patient’s susceptibility to
depression using tailored information from their personal history. The clinician’s tone was empathetic and
engaged the patient in a supportive, collaborative dialogue, ensuring the patient’s clear understanding.

OUTPUT_SCORE: 4

ALWAYS STRICTLY RETURN THE OUTPUT IN THE ABOVE FORMAT.

User
Prompt

PATIENT_SENSEMAKER_CONVERSATION: <Sample conversation>

Table 24: (Evaluation) Prompt used for automated Perceived Susceptibility evaluation.
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Type Prompt
System
Prompt

Task: You are an expert LLM-as-a-judge model and your task is to evaluate a sensemaker’s communication
of "Perceived Severity" (definition given as SEVERITY_DEFINITION) within a patient-sensemaker conver-
sation.
SEVERITY_DEFINITION: "Perceived Severity" refers to the sensemaker’s ability to adequately convey the
seriousness of the consequences associated with a health issue to the patient.

You will be given a conversation between a patient and a sensemaker (given as PA-
TIENT_SENSEMAKER_CONVERSATION) and your task is to evaluate the sensemaker’s communication
of "Perceived Severity" within this conversation based on the following evaluation criteria (given as
EVALUATION_CRITERIA):

EVALUATION_CRITERIA: Assign a score from 1 (lowest) to 4 (highest) based on the following criteria:

1. (Very Poor: Score = 1): The sensemaker failed to communicate any information about the seriousness
of the consequences associated with a health issue to the patient. Additionally, the tone may have been
dismissive, insensitive, or unnecessarily alarming.

2. (Poor: Score = 2): The sensemaker failed to communicate any information about the seriousness of the
consequences associated with a health issue to the patient. However, the tone was empathetic and engaging.

3. (Good: Score = 3): The sensemaker communicated basic information about the seriousness of the
consequences associated with a health issue to the patient. The tone was professional but lacked empathy or
collaborative engagement.

4. (Very Good: Score = 4): The sensemaker explained the seriousness of the consequences associated with a
health issue clearly, accurately and appropriately, using personalized details effectively. Additionally, the
sensemaker was empathetic and engaged collaboratively.

Output Format: You should first provide a short reasoning (2-3 sentences) providing your reasoning for the
score. Then, provide the score. Your output should be in the following format:

OUTPUT_REASONING: <your_reasoning>

OUTPUT_SCORE: <score>

Example Output:

OUTPUT_REASONING: The sensemaker explicitly described the consequences of untreated depression
clearly, using detailed personal context relevant to the patient’s life situation. The empathetic and collaborative
tone ensured patient understanding and minimized unnecessary distress.

OUTPUT_SCORE: 4

ALWAYS STRICTLY RETURN THE OUTPUT IN THE ABOVE FORMAT.

User
Prompt

PATIENT_SENSEMAKER_CONVERSATION: <Sample conversation>

Table 25: (Evaluation) Prompt used for automated Perceived Severity evaluation.
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Type Prompt
System
Prompt

Task: You are an expert LLM-as-a-judge model and your task is to evaluate a sensemaker’s communication
of "Perceived Benefits" (definition given as BENEFITS_DEFINITION) within a patient-sensemaker conver-
sation.
BENEFITS_DEFINITION: "Perceived Benefits" refers to the sensemaker’s ability to effectively communicate
the efficacy of the advised action in reducing the risk or seriousness of the health impact appropriately.

You will be given a conversation between a patient and a sensemaker (given as PA-
TIENT_SENSEMAKER_CONVERSATION) and your task is to evaluate the sensemaker’s communication
of "Perceived Benefits" within this conversation based on the following evaluation criteria (given as
EVALUATION_CRITERIA):

EVALUATION_CRITERIA: Assign a score from 1 (lowest) to 4 (highest) based on the following criteria:

1. (Very Poor: Score = 1): The sensemaker failed to convey any benefits or efficacy of the advised action
in reducing the risk or seriousness of the health impact. Additionally, the tone may have been dismissive,
insensitive, or unhelpful.

2. (Poor: Score = 2): The sensemaker failed to convey any benefits or efficacy of the advised action in
reducing the risk or seriousness of the health impact. However, the tone was empathetic and engaging.

3. (Good: Score = 3): The sensemaker conveyed basic information about the benefits or efficacy of the
advised action in reducing the risk or seriousness of the health impact. The tone was professional but lacked
empathy or collaborative engagement.

4. (Very Good: Score = 4): The sensemaker explained the benefits or efficacy of the advised action in reducing
the risk or seriousness of the health impact clearly, accurately and appropriately, using personalized details
effectively. Additionally, the sensemaker was empathetic and engaged collaboratively.

Output Format: You should first provide a short reasoning (2-3 sentences) providing your reasoning for the
score. Then, provide the score. Your output should be in the following format:

OUTPUT_REASONING: <your_reasoning>

OUTPUT_SCORE: <score>

Example Output:

OUTPUT_REASONING: The sensemaker clearly articulated how therapy sessions could effectively reduce
anxiety, using specific examples relevant to the patient’s personal situation. The tone was supportive,
empathetic, and collaborative, significantly enhancing the patient’s confidence and understanding of the
recommended action.

OUTPUT_SCORE: 4

ALWAYS STRICTLY RETURN THE OUTPUT IN THE ABOVE FORMAT.

User
Prompt

PATIENT_SENSEMAKER_CONVERSATION: <Sample conversation>

Table 26: (Evaluation) Prompt used for automated Perceived Benefits evaluation.
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Type Prompt
System
Prompt

Task: You are an expert LLM-as-a-judge model and your task is to evaluate a sensemaker’s "Diagnostic
Accuracy" (definition given as DIAGNOSTIC_ACCURACY_DEFINITION).
DIAGNOSTIC_ACCURACY_DEFINITION: "Diagnostic Accuracy" refers to the accuracy of the sense-
maker’s diagnosis when compared to the ground truth diagnosis.
You will be given a specific part from a patient-sensemaker conversation, the sensemaker’s diagnosis statement
(given as PATIENT_DIAGNOSIS) and the ground truth diagnosis of the patient (given as GT_DIAGNOSIS).
Your task is to evaluate the sensemaker’s "Diagnostic Accuracy" from this conversation snippet and assign a
binary label based on the following evaluation criteria (given as EVALUATION_CRITERIA):

EVALUATION_CRITERIA:
1. Label = 1: The sensemaker diagnosis is related to the GT_DIAGNOSIS or is a blanket explanation of the
GT_DIAGNOSIS or you can infer the GT_DIAGNOSIS from the PATIENT_DIAGNOSIS.
2. Label = 0: The sensemaker diagnosis is completely unrelated and uncorrelated with the GT_DIAGNOSIS.

Output Format: You should first provide a short reasoning (2-3 sentences) providing your reasoning for the
label. Then, provide the label. Your output should be in the following format:
OUTPUT_REASONING: <your_reasoning>
OUTPUT_SCORE: <0/1>

Example Output:
OUTPUT_REASONING: The sensemaker diagnosed the person with anxiety while the ground truth diagnosis
is PTSD, since they are both are closely related conditions and PTSD can be inferred from the patient diagnosis
snippet of the conversation, therefore the label is 1.
OUTPUT_SCORE: 1

ALWAYS STRICTLY RETURN THE OUTPUT IN THE ABOVE FORMAT.

User
Prompt

PATIENT_DIAGNOSIS: <Providing Information stage Message>

GT_DIAGNOSIS: <Ground Truth Label>

Table 27: (Evaluation) Prompt used for hard matching diagnostic accuracy
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Type Prompt
System
Prompt

Task: Task: You are an expert LLM-as-a-judge model and your task is to evaluate a sensemaker’s "Diagnostic
Accuracy" (definition given as DIAGNOSTIC_ACCURACY_DEFINITION).
DIAGNOSTIC_ACCURACY_DEFINITION: "Diagnostic Accuracy" refers to the accuracy of the sense-
maker’s diagnosis when compared to the ground truth diagnosis.
You will be given a specific part from a patient-sensemaker conversation, the sensemaker’s diagnosis statement
(given as PATIENT_DIAGNOSIS) and the ground truth diagnosis of the patient (given as GT_DIAGNOSIS).
Your task is to evaluate the sensemaker’s "Diagnostic Accuracy" from this conversation snippet and assign a
binary label based on the following evaluation criteria (given as EVALUATION_CRITERIA):

EVALUATION_CRITERIA:
1. Label = 1: The sensemaker diagnosis is related to the GT_DIAGNOSIS and exactly matches the
GT_DIAGNOSIS.
2. Label = 0: The sensemaker diagnosis is completely unrelated and uncorrelated with the GT_DIAGNOSIS
or does not exactly match the GT_DIAGNOSIS.

Output Format: You should first provide a short reasoning (2-3 sentences) providing your reasoning for the
label. Then, provide the label. Your output should be in the following format:
OUTPUT_REASONING: <your_reasoning>
OUTPUT_SCORE: <0/1>

Example Output:
OUTPUT_REASONING: The sensemaker diagnosed the person with anxiety while the ground truth diagnosis
is PTSD, since they are not exactly the same, therefore the label is 0.
OUTPUT_SCORE: 0

ALWAYS STRICTLY RETURN THE OUTPUT IN THE ABOVE FORMAT.

User
Prompt

PATIENT_DIAGNOSIS: <Providing Information stage Message>

GT_DIAGNOSIS: <Ground Truth Label>

Table 28: (Evaluation) Prompt used for hard matching diagnostic accuracy.
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Type Prompt
System
Prompt

Task: You are an expert LLM-as-a-judge model and your task is to evaluate a sensemaker’s *Conversation Flow
and Correctness* (definition given as FLOW_CORRECTNESS_DEFINITION) within a patient-sensemaker
conversation.
FLOW_CORRECTNESS_DEFINITION: "Conversation Flow and Correctness" refers to the sensemaker’s
ability to (i) progress through an end-to-end sensemaking dialogue in a logically coherent order according to
STAGE_DEFINITION order and (ii) provide consistent information without contradictions or inconsistencies.

You will be given a conversation between a patient and a sensemaker (given as PA-
TIENT_SENSEMAKER_CONVERSATION) and your task is to evaluate the sensemaker’s performance
on "Conversation Flow and Correctness" based on the following evaluation criteria (given as EVALUA-
TION_CRITERIA):

EVALUATION_CRITERIA: Assign a score from 1 (lowest) to 4 (highest) using the rubric below:

1. (Very Poor: Score = 1): The dialogue is disorganized or fragmented with one or more stages in
STAGE_DEFINITION missing. Additionally, the sensemaker gives contradictory, or provides inconsis-
tent information.

2. (Poor: Score = 2): The dialogue is disorganized or fragmented with one or more stages in
STAGE_DEFINITION missing. However, the sensemaker’s statements are mostly are consistent and do not
provide contradictory information.

3. (Good: Score = 3): Overall logical progression is present with all stages in STAGE_DEFINITION covered
in the right order. Additionally, the sensemaker’s statements are consistent and do not provide contradictory
information.

4. (Very Good: Score = 4): Overall logical progression is present with all stages in STAGE_DEFINITION
covered in the right order and the sensemaker has covered the each stage sufficiently paying special attention
on gathering information from the patient and providing appropriate information and empathetic support
to the patient. Additionally, the sensemaker’s statements are consistent and do not provide contradictory
information.

## STAGE_DEFINITION
A typical sensemaking conversation between a sensemaker and a patient consists of the following order of
stages:

- Fostering the Relationship: Establish a trusting, open, and collaborative rapport with the patient by
demonstrating empathy, honesty, and respect.
- Gathering Information: Develop a thorough understanding of the patient’s condition by exploring both
biological and psychosocial factors, including their needs, concerns, and medical history.
- Providing Information: Offer a potential diagnosis that directly addresses the patient’s concerns, ensuring
clarity and sensitivity in communication.
- Decision Making: Respond to the patient’s medical questions regarding the diagnosis, and recommend only
lifestyle or non-clinical interventions to help manage their condition.
- Responding to Emotions: Acknowledge and address the emotional aspects of the patient’s experience by
expressing empathy, offering reassurance, and providing appropriate psychological support.
- Exit: Conclude the conversation in a respectful and supportive manner, ensuring the patient feels heard and
understood.

## OUTPUT FORMAT
Provide a brief reasoning (2-3 sentences) explaining the score, followed by the score itself, using the template
below:
OUTPUT_REASONING: <your_reasoning>

OUTPUT_SCORE: <score>

Example Output:

OUTPUT_REASONING: The sensemaker gathered a complete history, summarized findings, explained
differential diagnoses, and covered all stages in STAGE_DEFINITION in the right order with appropriate
information and empathetic support to the patient. No contradictions or inconsistencies were detected.

OUTPUT_SCORE: 4

ALWAYS STRICTLY RETURN THE OUTPUT IN THE ABOVE FORMAT.

User
Prompt

PATIENT_SENSEMAKER_CONVERSATION: <Sample conversation>

Table 29: (Evaluation) Prompt used for Flow Correctness and Logical Consistency evaluation.
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Personality Trait Model
Perceived

Susceptibility

Perceived
Severity

Perceived
Benefits Flow

Correctness

Diag. Acc.
(Hard) (%)

Diag. Acc.
(Soft) (%) SMOG

Basic Health Literacy Patient

Openness
o1 2.46 2.62 2.91 3.53 31.68 70.30 11.22
R1 2.58 2.71 3.25 3.56 34.65 58.42 13.27

Conscientiousness
o1 2.45 2.53 2.77 3.57 30.08 66.92 11.25
R1 2.57 2.72 3.08 3.47 29.32 64.66 13.23

Extraversion
o1 2.44 2.50 2.69 3.47 25.49 66.67 11.23
R1 2.44 2.74 2.93 3.38 28.43 62.75 13.01

Agreeableness
o1 2.42 2.44 2.85 3.68 36.43 70.54 11.13
R1 2.60 2.74 3.04 3.50 26.36 59.69 13.06

Neuroticism
o1 2.19 2.43 2.41 3.24 31.33 67.47 10.92
R1 2.66 2.81 2.88 3.28 28.92 59.04 12.90

Advanced Health Literacy Patient

Openness
o1 2.56 2.63 2.82 3.59 29.37 72.22 11.88
R1 2.63 2.79 3.11 3.64 28.57 69.05 13.57

Conscientiousness
o1 2.43 2.56 2.85 3.57 25.93 67.41 12.09
R1 2.60 2.76 3.10 3.61 38.52 71.85 13.77

Extraversion
o1 2.52 2.70 2.79 3.54 29.91 69.23 11.65
R1 2.59 2.79 2.94 3.39 32.48 68.38 13.39

Agreeableness
o1 2.50 2.57 2.84 3.62 32.81 68.75 11.79
R1 2.67 2.81 3.12 3.60 30.47 66.41 13.56

Neuroticism
o1 2.39 2.57 2.47 3.30 39.77 62.50 11.53
R1 2.48 2.60 2.89 3.32 34.09 57.95 13.31

Table 30: Performance of o1 vs. R1 across seven metrics, by persona and health-literacy level. We report the
scores with the best and second-best performing model metrics in each scenario highlighted in bold and underline,
respectively.

LLM Version Parameter Size
GPT-4o (OpenAI-GPT-4o, 2024) [Version: 2024-11-20] (undisclosed)
OpenAI o1 (OpenAI, 2024) [Version: 2024-12-17] (undisclosed)
DeepSeek R1 (Guo et al., 2025) [Version: 1] 671 billion

Table 31: Models and their corresponding version dates
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