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ABSTRACT

Benchmarks establish a standardized evaluation framework to systematically assess
the performance of large language models (LLMs), facilitating objective compar-
isons and driving advancements in the field. However, existing benchmarks fail
to differentiate question difficulty, limiting their ability to effectively distinguish
models’ capabilities. To address this limitation, we propose RankLLM, a novel
framework designed to quantify both question difficulty and model competency.
RankLLM introduces difficulty as the primary criterion for differentiation, enabling
a more fine-grained evaluation of LLM capabilities. RankLLM’s core mechanism
facilitates bidirectional score propagation between models and questions. The core
intuition of RankLLM is that a model earns a competency score when it correctly
answers a question, while a question’s difficulty score increases when it challenges
a model. Using this framework, we evaluate 30 models on 35,550 questions across
multiple domains. RankLLM achieves 90% agreement with human judgments
and consistently outperforms strong baselines such as IRT. It also exhibits strong
stability, fast convergence, and high computational efficiency, making it a practical
solution for large-scale, difficulty-aware LLM evaluation.

1 INTRODUCTION

Large Language Models (LLMs) have shown impressive breadth across tasks from natural language
understanding to multi-step problem solving (Young et al., 2018; Thirunavukarasu et al., 2023; Hadi
et al., 2023; Kaddour et al., 2023; Zhou et al., 2023). As capability grows, reliable evaluation becomes
the community’s dashboard. However, popular benchmarks—e.g., MMLU-Pro (Wang et al., 2024)
and MATH (Hendrycks et al., 2021b)—typically collapse performance to accuracy within topical
categories, implicitly treating all items as equally informative. This masks differences that hinge on
difficulty and can flip model rankings when the mixture of easy vs. hard items shifts. Counting a
single arithmetic fact and a multi-step calculus derivation as equally “correct” illustrates the problem:
the evaluation fails to distinguish routine pattern matching from advanced reasoning.

We posit that difficulty must be modeled explicitly at the item level. We introduce RankLLM, a
simple, robust, and scalable framework that jointly estimates question difficulty and model competency
from observed successes/failures. RankLLM constructs a directed bipartite interaction graph between
models and questions and performs damped bidirectional score propagation: solving a hard
question carries more evidential weight for competency; failing an easy question contributes more
weight to difficulty. The process converges to a unique stationary solution, yielding difficulty and
competency scores that support difficulty-aware comparison at scale. Compared to Item Response
Theory (IRT), RankLLM is non-parametric, avoids per-item logistic fits, and runs in linear time in
the number of model–question interactions, making it practical when per-model sample sizes are
small and datasets are large.

What RankLLM brings (methodological advantages). We highlight five core advantages that
make RankLLM practical and reliable for today’s evaluation regimes: 1) Human alignment: difficulty
estimates reach 90% consensus with human judgments, outperforming multiple IRT baselines across
datasets; 2) Efficiency and scalability: propagation converges in 0.006 s on consumer hardware and
scales linearly with the number of model–question interactions, supporting tens of thousands of items
and dozens of models; 3) Robustness: question-side difficulty rankings remain highly stable under
removal of individual models (ρ = 0.998), while model-side competency rankings remain stable
under dataset perturbations (ρ > 0.99); 4) Sensitivity beyond accuracy: in controlled simulations,
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Figure 1: Schematic of RankLLM’s Weighted Ranking Pipeline.

RankLLM recovers subtle performance gaps missed by accuracy- and IRT-based baselines, rewarding
performance on harder items and enabling meaningful re-ordering among close models (adjacent
changes consistent with Kendall’s τ = 0.8492); 5) Simplicity and reproducibility: a non-parametric
graph procedure with a single damping hyperparameter; no per-item calibration or curve fitting is
required, enabling easy, consistent deployments.

What RankLLM reveals (empirical findings). Applying RankLLM at scale surfaces actionable
empirical patterns: 1) Dataset-specific difficulty profiles: MATH and MMLU-Pro exhibit broader
difficulty tails suited for advanced reasoning, whereas GSM8K and HellaSwag skew easier; 2)
Model-family consistency: families preserve characteristic difficulty patterns across parameter scales—
scaling primarily shifts absolute accuracy rather than the relative difficulty structure; 3) Open-weight
model potential: difficulty estimated on open-weight pools closely tracks full-pool results (Spearman
0.96, Pearson 0.94, Kendall 0.85), rivaling proprietary pools; 4) Diversity benefits: mixed-scale
model pools reduce extreme misestimation by 83% relative to homogeneous pools and best align
with human judgments (90% consensus); 5) Size–performance correlation: larger and proprietary
models dominate the top competency scores, consistent with observed scaling trends.

We evaluate RankLLM across 30 models and 35,550 questions spanning BBH, GPQA, GSM8K,
HellaSwag, MATH, and MMLU-Pro. Our study covers human alignment, convergence, robustness
under model/dataset perturbations, and controlled simulations. Figure 1 illustrates the joint estimation
of question difficulty and model competency.

Contributions. This work makes three key contributions: 1) A new evaluation framework.
We introduce RankLLM, a difficulty-aware and non-parametric approach that jointly estimates
question difficulty and model competency. This allows evaluation to move beyond flat accuracy and
provide finer-grained, difficulty-sensitive comparisons of LLM performance. 2) Comprehensive
empirical validation. Through experiments on six benchmarks covering 35,550 questions and 30
models, RankLLM demonstrates strong alignment with human difficulty judgments (90% agreement),
scalability to large evaluation settings, and robustness to changes in the model pool and dataset
composition. 3) New insights into models and datasets. By applying RankLLM at scale, we reveal
distinctive dataset difficulty profiles, consistent family-level patterns across model scales, and the
reliability of open-weight and mixed-scale pools for producing stable difficulty estimates, offering
practical guidance for benchmark design and model selection.

2 RANKLLM

Method overview. Question difficulty plays a central role in evaluating model performance. However,
difficulty is inherently abstract and cannot be precisely defined. To address this, we operationalize
difficulty through model failure: a question is considered difficult if even competent models are unable
to solve it. RankLLM then evaluates question difficulty and measures model competency through
an interactive process. RankLLM formulates questions and models as interdependent nodes within
a directed bipartite graph, where questions’ difficulty scores propagate to models that successfully
solve questions, and models’ competency score contributes to questions that they fail to answer
correctly. We model this interconnection as an ergodic Markov chain defined on the bipartite graph.

We prove that this iterative process converges asymptotically to a unique stationary distribution,
yielding a set of scores: πm for model competency and πq for question difficulty. A higher πm value
signifies a model that consistently solves challenging questions, while a higher πq value indicates a
question remains difficult even for competent models. These scores are mutually dependent, providing
a self-reinforcing assessment of both models and questions.

2
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Figure 2: Detailed process demonstration of score propagation in RankLLM, which includes Evalua-
tion Inputs, Bipartite Graph & Matrices, and Iterative Score Propagation.
2.1 SCORE IN RANKLLM

We define the difficulty score πq for questions and the competency score πm for models based on
the stationary distribution of a coupled random walk process. This formulation reflects the intuition
that question difficulty is not an inherent property but rather emerges from the opposing patterns of
model successes and failures. To enable bidirectional propagation between models and questions,
we establish two reciprocal information flows. First, when model m successfully answers question
q, the difficulty weight of q is distributed to m in proportion to q’s total solvers. Conversely, when
model m fails to answer question q, its competency weight is transferred to q in proportion to the
total number of failures m has encountered. Thus, the model competency πm and question difficulty
πq are defined as:

πm ∝
∑

q∈Success(m)

πq

S(q)
πq ∝

∑
m∈Fail(q)

πm

F (m) (1)

where S(q) represents the number of models that correctly solved q, and F (m) denotes the total
number of questions that model m has failed.

2.2 DIRECTED BIPARTITE GRAPH AND PERFORMANCE MATRICES

We formalize LLM-question interactions using a directed bipartite graph G = (V, E). The vertex
set V = M∪Q comprises M models M = {m1, . . . ,mM} and Q questions Q = {q1, . . . , qQ}
(typically M ≪ Q). The edge set E = EComp∪EFail signifies model performance: Competency Edges
(EComp): A directed edge (qi → mj) ∈ EComp ⊆ Q×M indicates that model mj correctly answered
question qi. Difficulty Edges (EFail): Conversely, a directed edge (mj → qi) ∈ EFail ⊆ M × Q
indicates that model mj failed to answer question qi.

These interactions are encoded into two complementary binary matrices, constructed after filtering
questions: Competency Matrix (A): This matrix A ∈ {0, 1}Q×M has entries Aij = I[(qi → mj) ∈
EComp], where Aij = 1 if model mj correctly answered question qi. Difficulty Matrix (Â): This
matrix Â ∈ {0, 1}M×Q, expressed as Â = (1Q×M −A)⊤, is the transposed complement of A. Its
entries Âji = I[(mj → qi) ∈ EFail] indicate if model mj failed question qi.

Prior to matrix construction, we exclude questions universally solved by all models or failed by
all models, ensuring 0 <

∑M
j=1 Aij < M for all retained questions. This step guarantees graph

connectivity and avoids trivial solutions. Such extreme cases are rare (e.g., in our experiments with
35,550 questions and 30 models, only 2% of questions were universally solved or failed, while no
models showed 100%/0% accuracy) and are assigned conceptual lowest/highest difficulty. These
matrices map the graph’s edges to linear operators.

2.3 PROPAGATING SCORES VIA ITERATIVE REFINEMENT

Having established the directed bipartite graph, we formalize the score propagation. RankLLM
employs an iterative refinement process to mutually determine question difficulty scores (πQ) and
model competency scores (πM ). The core of this process relies on two row-stochastic transition
matrices:

Competency transition (PQ→M ): PQ→M = diag(A1M )−1A. Given a question q, the probability
of transitioning to a model m is proportional to m’s success on q. The q-th row is normalized by
S(q), the number of models that correctly solved q.

3
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Difficulty transition (PM→Q): PM→Q = diag(Â1Q)
−1Â. Given a model m, the probability of

transitioning to a question q is proportional to m’s failure on q. The m-th row is normalized by F (m),
the number of questions m failed.

Scores are updated iteratively. An underlying random walk on the bipartite graph (Q ↔ M) would
be 2-periodic. To ensure convergence to a unique stationary distribution, we introduce a damping
factor α ∈ (0, 1), representing a "teleportation" probability. The iterative update equations for the
scores at step t+ 1 are:

π
(t+1)
Q = αP⊤

M→Qπ
(t)
M + (1− α)

1Q

Q
(2) π

(t+1)
M = αP⊤

Q→Mπ
(t+1)
Q + (1− α)

1M

M
(3)

Here, 1Q and 1M are all-ones vectors of appropriate dimensions, Q = |Q|, and M = |M|. The
transposes P⊤

M→Q and P⊤
Q→M facilitate score propagation. π(t+1)

M uses the just-updated π
(t+1)
Q .

This iterative process, where competency and difficulty scores are mutually reinforced, is guaranteed
to converge to unique stationary distributions πQ and πM . This is because the damped system forms
an ergodic Markov chain, whose properties are established by the Perron-Frobenius theorem (Perron,
1907). A formal proof of existence, uniqueness, and convergence is provided in Appendix C.

2.4 EXTENDING RANKLLM TO CONTINUOUS SCORES

Benchmarks that grade free-form answers often provide partial credit rather than binary outcomes.
RankLLM accommodates this setting by allowing the response matrix to take values in the unit
interval. Let Ac ∈ [0, 1]Q×M denote this continuous analogue of the correct–response matrix (c
stands for “ccontinuous”). All subsequent quantities mirror the binary case after replacing A with
Ac: The row sums S(q) =

∑M
m=1(Ac)qm represent the total score achieved on question q, with

questions satisfying S(q) = 0 removed as before. The complement matrix Âc = 1Q×M − Ac

and corresponding column sums F (m) =
∑Q

q=1(Âc)mq maintain the same interpretation, with
F (m) > 0 ensured in practice. The transition matrices retain the same form:

PQ→M = diag(S)−1Ac (4) PM→Q = diag(F )−1Âc (5)

The iterative updates in Equation 2–3 and convergence guarantee of Theorem C.1 apply unchanged.

3 EXPERIMENT

3.1 EXPERIMENT SETUP

Table 1: Details of selected datasets.

Dataset Name # Questions
BBH (Suzgun et al., 2022) 6511
GPQA (Rein et al., 2023) 448

GSM8K (Cobbe et al., 2021) 1320
HellaSwag (Zellers et al., 2019) 10000

MATH (Hendrycks et al., 2021b) 5000
MMLU-Pro (Wang et al., 2024) 12102

Datasets & benchmarks & models. We select a di-
verse and representative set of datasets that encompasses
diverse domains, including math, science, natural lan-
guage understanding, and programming. We show the
details of selected datasets in Table 1. We aggregate a
diverse selection of 26 mainstream LLMs, covering a
wide range of sizes from 0.5B to hundreds of billions
parameters1. The models cover a diverse range and in-
corporate both open-source and proprietary models to ensure a comprehensive evaluation. The details
of selected models are shown in Appendix H.

3.2 MAIN RESULTS

RankLLM offers finer-grained, difficulty-aware insights beyond traditional accuracy-based
ranking. A key distinction between RankLLM and traditional accuracy-based evaluations lies in
how question difficulty is incorporated. Traditional accuracy metrics treat all questions equally,
which can lead to underestimating models whose overall accuracy is limited but whose strength
lies in solving difficult questions. In contrast, RankLLM explicitly incorporates quantified question
difficulty, enabling a more nuanced evaluation of model performance.

The positive correlation between RankLLM scores and accuracy (Kendall’s Tau τ = 0.8492; see
Appendix G) aligns with our expectations, as stronger models typically answer more questions

1In RankLLM, a model is categorized as small if it has fewer than 10B parameters, medium if its size ranges
between 10B and 50B parameters, and large if it exceeds 50B parameters.

4



216
217
218
219
220
221
222
223
224
225
226
227
228
229
230
231
232
233
234
235
236
237
238
239
240
241
242
243
244
245
246
247
248
249
250
251
252
253
254
255
256
257
258
259
260
261
262
263
264
265
266
267
268
269

Under review as a conference paper at ICLR 2026

Dee
ps

ee
k-V

3

Gem
ini

-1.
5-P

ro

GPT-4
o

Gem
ini

-1.
5-f

las
h

GPT-4
o m

ini

Yi-1
.5-

34
B

Gem
ma-2

 27
b

Qwen
2.5

-7B

Phi-
3-m

ed
ium

Phi-
3.5

-m
ini

Gem
ma-2

 9b

Qwen
2-7

B

Lla
ma-3

.1-
8B

Dee
pS

ee
k-C

od
er-

Lit
e

Qwen
2.5

-3B

Phi-
3-s

mall

Qwen
2-M

ath
-7B

Yi-1
.5-

9B

Qwen
2-M

ath
-1.

5B

Yi-1
.5-

6B

Qwen
2.5

-1.
5B

Qwen
2.5

-M
ath

-1.
5B

Mist
ral

-7B
-v0

.3

Qwen
2-0

.5B

Dee
pS

ee
k-C

ha
t-L

ite

Qwen
2-1

.5B

Qwen
2.5

-0.
5B

Gem
ma-2

 2b

Lla
ma-3

.2-
3B

Lla
ma-3

.2-
1B

10
20
30
40
50
60
70
80
90

100

N
or

m
. R

an
kL

LM
 S

co
re

s 
&

 A
cc

.

RankLLM
Accuracy

Figure 3: RankLLM scores and accuracies of models, both normalized to a fixed maximum of 100 to
facilitate direct comparison. The full names of the models are provided in Appendix H.
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Figure 5: The proportion of Easy/Medium/Hard
questions within correctly answered samples
across Llama/Yi variants.

correctly and consequently receive higher scores. This validates that RankLLM serves as an en-
hancement to traditional accuracy-based ranking rather than a complete departure from it. However,
Figure 3 reveals that significant discrepancies in model rankings frequently emerge, particularly
among adjacent models. While the overall trend preserves the general hierarchy between clearly
superior and inferior models, substantial rank changes frequently occur between closely-performing
models, highlighting RankLLM’s ability to provide finer-grained differentiation. In particular, mod-
els with high raw accuracy may receive lower RankLLM scores than their neighbors, while some
lower-accuracy models are ranked higher—reflecting their stronger performance on more difficult
questions. For instance, Qwen2-0.5B (20.2%) is ranked higher than DeepSeek-Chat-Lite (30.49%).
This re-ranking stems from RankLLM’s central design: assigning greater credit to correct answers on
more challenging questions. Figure 11 supports this observation: Qwen2-0.5B correctly answered
5.5% of hard questions, compared to only 2.4% for DeepSeek-Chat-Lite, which substantially boosts
its RankLLM score. A similar pattern is observed among top-performing models: while GPT-4o
achieves higher overall accuracy, Gemini-1.5-Pro receives a higher RankLLM score due to answering
5% more medium- and high-difficulty questions. This illustrates how RankLLM identifies strengths
on difficult questions that are otherwise obscured by flat accuracy scores—a finding consistent with
our simulated Case Study (section 4).

Model families maintain consistent difficulty patterns despite scaling effects. As shown in
Figure 5, our leave-one-out2 evaluation demonstrates that models within the Llama-3 family (Llama-
3.1-8B, Llama-3.2-3B-Instruct, Llama-3.2-1B-Instruct) exhibit stable difficulty-specific answering
distributions across different parameter scales. Despite substantial differences in overall accuracy
(51.2% → 21.0% → 10.2%) and RankLLM scores (44.3% → 23.9% → 15.4%), all variants
preserve a similar distribution of correct responses across difficulty levels (hard / medium / easy).

2Leave-One-Out is a cross-validation method that iteratively uses each sample in the dataset as the validation
set, while the remaining samples form the training set.
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Figure 6: Correlation analysis across model group combinations (Pro. means proprietary, and OW
means open weight).

Notably, the 8B model demonstrates a slight disadvantage in hard-question accuracy (11.1% compared
to 15.7% and 15.6% for the smaller variants), yet maintains nearly identical easy-question accuracy
(62.9% compared to 60.4% and 61.5% for the smaller variants). This trend extends across other
model families, including Qwen and Yi (Appendix F), indicating that: 1) Accuracy scaling primarily
influences absolute performance rather than altering relative difficulty distributions. 2) Traditional
accuracy metrics obscure essential behavioral consistencies across model scales.

Open-weight models show strong potential in estimating difficulty, rivaling proprietary models.
To evaluate the consistency of question difficulty distributions across model groups, we employed
three correlation methods: Spearman, Pearson, and Kendall. These methods, capturing monotonic,
linear, and rank-based correlations respectively, yielded highly consistent results, indicating strong
agreement in the difficulty rankings produced by different model sets. As shown in Figure 6, the
difficulty distributions derived from various model groups exhibit significant correlations. The
difficulty distributions generated by open-weight models of all sizes (OW(Whole)) demonstrate a strong
positive correlation with those generated by the entire set of models (Both(Whole)). Quantitatively,
the Spearman, Pearson, and Kendall correlations are 0.96, 0.94, and 0.85, respectively. These
high correlation values across all three metrics indicate a strong agreement between the difficulty
rankings produced by open-weight models and those produced by the full model set, suggesting that
open-weight models alone are capable of capturing the overall difficulty landscape as represented
by RankLLM. The difficulty distributions derived from all proprietary models (Pro(Whole)) show a
correlation with those derived from all models (Both(Whole)), with a correlation of 0.78, 0.84, and
0.64. While still demonstrating agreement, there is a noticeable drop in the Spearman correlation
compared to the open-weight models.
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model size.

A diverse model selection in RankLLM mitigates extremes in difficulty estimation of questions.
As shown in Figure 83, we analyze the impact of model diversity on difficulty estimation by evaluating
RankLLM using four different annotator model pools: small-only, medium-only, large-only, and a
combination of all (Whole). Our findings highlight that the composition of the models in RankLLM
plays a crucial role in determining the quality of difficulty estimation. Homogeneous model groups
tend to exhibit more extreme difficulty distributions. Specifically, the Large group classifies 58%
of questions as "overly easy", while the Small and Medium groups contain over 30% "impossible"
questions. These extremes introduce a high proportion of "dead nodes" in RankLLM’s algorithm,
where models either consistently overestimate or underestimate question difficulty. In contrast,
the Whole group, which includes models of varying scales, achieves a more balanced difficulty
distribution. Complementary error patterns across different model scales reduce extreme cases to

3Area above 100 represents questions that all models failed, below 0 are all correct answers.
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Table 2: Alignment analysis with human evaluation on question difficulty (all metrics in %).

Method V1 V2 V3 V4 V5 V6 V7 V8 V9 · · · V20 Consensus (%)

Simple Rank 41.4 54.3 50.0 60.0 51.4 54.3 54.3 50.0 50.0 · · · 52.9 62.9
1PL-IRT 37.1 44.3 40.0 52.9 51.4 44.3 45.7 45.7 48.6 · · · 41.4 50.0
2PL-IRT 35.7 45.7 41.4 54.3 52.9 42.9 44.3 47.1 47.1 · · · 42.9 51.4
Multi-IRT 50.0 50.0 48.6 54.3 48.6 57.1 47.1 47.1 44.3 · · · 48.6 52.9
RankLLM 37.1 70.0 62.9 71.4 67.1 61.4 74.3 64.3 57.1 · · · 62.9 90.0

below 3%. Moreover, the mixed-scale ensemble maintains a valid gradient flow in RankLLM’s
bidirectional ranking algorithm, reducing dead nodes by 83% compared to homogeneous groups.
These results align with the "wisdom of the crowd" principle, demonstrating that incorporating
diverse models not only mitigates mutual biases but also preserves sufficient granularity to prevent
systematic overestimation or underestimation in difficulty assessment.
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Figure 9: Question difficulty distributions for
six benchmarks.

Difficulty distribution varies by dataset. As shown
in Figure 9, the six benchmarks exhibit distinct dif-
ficulty profiles. GPQA has a relatively uniform
distribution, making it ideal for evaluating perfor-
mance across a range of difficulty levels. In contrast,
GSM8K, HellaSwag, and BBH are skewed toward
easier questions, with most items concentrated at
lower RankLLM scores. This skew may limit their
utility in assessing performance on harder tasks but
provides insights into models’ fundamental capabil-
ities. MATH and MMLU-Pro, on the other hand,
display broader and more dispersed distributions, with MATH emphasizing harder questions and
MMLU-Pro displaying a bimodal pattern, blending challenging items. These benchmarks, therefore,
are better suited for evaluating advanced reasoning capabilities and the robustness of models.

3.3 HUMAN EVALUATION

To validate the alignment of RankLLM with human judgment, we conducted a controlled blind trial
involving 20 human evaluators (V1–V20). Each evaluator compared two questions from the same
subject category (e.g., mathematics) to judge which was more difficult. There are 70 randomly
ordered question pairs in total. A detailed evaluation protocol is in subsection H.3.

Baseline. As comparisons, we selected the Simple Rank method as a primary baseline. Additionally,
we evaluated three Item Response Theory (IRT) based models: 1pl-irt, 2pl-irt, and multi-irt. Configu-
ration details for these IRT models are provided in subsection H.4. Simple Rank determines question
difficulty based solely on the number of models that answered incorrectly, assigning higher difficulty
to questions with higher error counts.

RankLLM achieves high alignment (90%) with human consensus. As shown in Table 2, Ran-
kLLM achieves superior agreement with human judgments for 18 out of 20 evaluators when compared
to Simple Rank, with an average margin of +9.3% in individual alignment scores over Simple Rank.
The "Consensus" column in Table 2 measures agreement with the majority vote across raters for each
pair, which aggregates information and resolves near-ties, showing that RankLLM achieves 90%
agreement with human consensus, highlighting its strong alignment with human judgment.

More diverse model selection in RankLLM contributes to better human alignment in measuring
question difficulty. As shown in Figure 7, the whole group, comprising models with various sizes,
achieves a consensus alignment of 90.0% on the difficulty of the question with human evaluation,
along with a Cohen coefficient of κ of 0.80. In contrast, the homogeneous size groups from the SOTA
large model to the 0.5B small models exhibit markedly lower consensus (38.6%–64.3%) and weaker
agreement levels (κ = 0.13–0.29). This strongly suggests that diversity in model size leads to richer
and more robust difficulty assessments, reducing the bias or blind spots often observed when the
annotator pool is restricted to a single-size scale.

3.4 EFFICIENCY AND SCALABILITY ANALYSIS OF RANKLLM

Given the rapidly growing number of models (M ) and extensive question sets (Q) used in benchmarks,
computational efficiency and scalability of the evaluation framework are paramount. We therefore
analyze these aspects of RankLLM both theoretically and empirically.
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RankLLM demonstrates strong computational efficiency and scalability. RankLLM has time
complexity O(tQM) where t is the number of iterations required for convergence (proof in Ap-
pendix D). The iteration count t remains stable with preset damping factor α and tolerance ϵ,
independent of Q or M (Appendix C). Since M ≪ Q in typical LLM evaluation scenarios, the
per-iteration cost O(QM) remains manageable for large-scale applications.

Table 3: Convergence speed of RankLLM on
consumer-grade hardware (Intel i7).

Method Convergence Time (s)

RankLLM 0.00597
1PL IRT 1782.75
2PL IRT 3787.03
Multi-IRT (3D) 18.76

Empirical validations further underscore RankLLM’s
efficiency and scalability. In a direct comparison on a
dataset of 30 LLMs and 35,000 questions, RankLLM
achieved convergence substantially faster (in 0.00597
seconds) than all Item Response Theory (IRT) base-
lines, including 1PL-IRT, 2PL-IRT, and Multi-IRT
(Table 3). Scalability was further assessed using
synthetic response matrices with Q ranging up to
1,000,000 and M up to 2,000. Across all these set-
tings, RankLLM consistently converged in a constant
number of iterations (9 in our experiments), and its average per-iteration time increased linearly with
the total number of interactions Q×M , aligning with its theoretical complexity (Table 4).

These combined theoretical and empirical results confirm that RankLLM not only converges quickly
but also scales efficiently with the size of the evaluation. Given the low computational overhead,
deployment costs are negligible even for extreme-scale evaluations. On AWS EC2 (approximately
$0.05 per vCPU-hour), RankLLM enables cost-efficient deployment for large-scale LLM evalua-
tion. We have established a HuggingFace leader-board platform that supports continuous updates
of new models and benchmarks, capable of handling hundreds of daily updates while maintaining
cost efficiency. This makes RankLLM a practical and robust solution for ranking large numbers of
language models across extensive question sets.

Table 4: RankLLM convergence time under varying numbers of models and questions.

Questions (Q) Models (M ) Q×M Iterations (T ) Total Time (s) Avg. Time / Iter. (s)

1,000,000 2,000 2.00× 109 9 5.28 0.5867
1,000,000 1,000 1.00× 109 9 3.14 0.3489
500,000 1,000 0.50× 109 9 1.93 0.2144
1,000,000 500 0.50× 109 9 2.18 0.2422
500,000 500 0.25× 109 9 1.13 0.1256
500,000 250 0.125× 109 9 0.64 0.0711
250,000 500 0.125× 109 9 0.52 0.0578
250,000 250 0.0625× 109 9 0.30 0.0333

3.5 ROBUSTNESS AND EXTENSIBILITY ANALYSIS OF RANKLLM

Given the rapid pace at which new models are developed and integrated into evaluation pipelines,
it is crucial that evaluation systems remain both stable and extensible. To this end, we examine the
robustness and extensibility of RankLLM under dynamic model pool configurations, ensuring that its
scores remain consistent even as models are added. To simulate the introduction of new models, we
emulate pool variation by randomly removing k models (ranging from 1 to 15) from the original set
of 30 models. For each value of k, we conducted 50 independent trials and computed the mean and
standard deviation of the Spearman correlation ρ between the resulting scores and those obtained
with the full model pool.

Even under large-scale modifications to the model pool, RankLLM preserves stable rankings
of both questions and models. This is substantiated by the results in Table 5 and visualized in
Figure 10. Even when half of the model pool (15 out of 30 models) was removed—simulating a
scenario where a large influx of new models suddenly enters the system—the mean ρ for question
difficulty scores remained high at 0.9382 when compared to rankings from the full pool. Model
competency rankings exhibited even greater resilience under the same 15-model removal condition.
These findings indicate that RankLLM’s relative assessments of both questions and models are largely
preserved despite considerable variations in the evaluation pool’s size. Concurrently, a significant
practical benefit observed was the reduction in computation time, demonstrating improved efficiency
with smaller model sets without a critical loss in ranking fidelity. For other detailed experiments and
observations such as the removal of datasets, please refer to Appendix E.
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Table 5: Impact of randomly removing k models on RankLLM’s stability and computation time
(averaged over 50 trials).

Models Question Correlation Model Correlation Computation Time

Removed (k) Mean ρ SD Mean ρ SD Avg. Time (s) % Reduction

1 0.9978 0.0021 0.9997 0.0002 0.0079 14.09
5 0.9850 0.0073 0.9988 0.0009 0.0080 13.57
10 0.9684 0.0107 0.9977 0.0019 0.0066 28.28
15 0.9382 0.0187 0.9934 0.0069 0.0062 33.02

4 CASE STUDY: VALIDATING DIFFICULTY-BASED EVALUATION
Due to the lack of ground truth in large-scale evaluations, identifying model capabilities on difficult
questions is challenging. We address this through a controlled simulation where model performance
is defined by question difficulty, enabling clear assessment of how different evaluation methods
capture performance differences across difficulty levels.

Simulation Setup. We created five hypothetical models (M1–M5) and 100 questions (70 easy, 21
medium, 9 hard) to assess whether evaluation methods can detect subtle performance differences
among models with similar overall accuracy. Models were configured to establish ground truth
ranking: M1 > M2 > M4 > M5 > M3. M1/2 had equal accuracy, but M1 answered more hard
questions. M4/5 had equal accuracy, but M4 performed better on medium-difficulty items.

Baseline. We applied RankLLM alongside baseline methods to simulated responses: 1) Standard
accuracy: Raw percentage of correct answers. 2) Dataset-difficulty-weighted accuracy: Weighted
average of accuracies on "Easy" and "Hard" subsets, with weight wd = 1− ād for dataset d, where
ād is average accuracy of all models on that dataset. 3) Item Response Theory ((Van der Linden,
2018)): 1PL, 2PL, and multidimensional IRT models. Configuration details are in subsection H.4.

Table 6: Model rankings under different evaluation methods, with ✓ indicating agreement with the
ground truth ranking.

Model Solved Qs RankLLM Accuracy WeightedScore 1PL-IRT 2PL-IRT Multi-IRT Truth
Score Rank Score Rank Score Rank Score Rank Score Rank Score Rank Rank

M1 70/10/5 100.00 1 85 1 77.01 2 100.00 1 100.00 1 38.91 3 1
M2 70/11/4 95.50 2 85 1 78.79 1 100.00 1 84.14 2 0.00 5 2
M3 47/13/0 56.88 5 60 5 58.86 3 0.00 5 19.66 3 95.30 2 5
M4 46/15/0 59.85 3 61 3 50.28 5 3.02 3 0.00 5 100.00 1 3
M5 47/14/0 58.21 4 61 3 58.86 3 3.02 3 19.30 4 16.52 4 4

M1>M2 Correct? ✓ ✗ ✗ ✗ ✓ ✗
M4>M5>M3 Correct? ✓ ✗ ✗ ✓ ✗ ✗

Table 7: Difficulty scores of simulated
questions calculated by RankLLM.

Category Quantity Mean σ

Easy 70 18.24 0.45
Medium 21 73.44 1.56
Hard 9 98.59 1.34

Analysis of Simulation Results. Only RankLLM achieved
rankings consistent with ground truth (Table 6). RankLLM
distinguished M1 from M2 by capturing hard question per-
formance differences and ordered M4 > M5 > M3 based on
medium-difficulty distinctions. Baseline methods showed
limitations: Standard accuracy treats all questions equally,
failing to distinguish models with identical accuracy but
different hard question competency. Dataset-weighted ac-
curacy uses coarse-grained weighting that ignores intra-dataset variation, allowing models to score
high by answering easier items within "hard" sets. IRT-based methods (1PL, 2PL, Multi-IRT)
showed inconsistent rankings, with Multi-IRT diverging significantly from ground truth.

These findings highlight RankLLM’s unique ability to capture fine-grained performance differences
through instance-level difficulty estimation, while conventional methods fail due to uniform weighting
assumptions, aggregation bias, or insufficient data robustness.

5 CONCLUSION

We introduced RankLLM, a difficulty-aware framework for evaluating large language models. By
jointly modeling question difficulty and model competence, RankLLM provides more fine-grained
insights than traditional accuracy-based metrics. It achieves 90% agreement with human difficulty
judgments, surpasses IRT-based and heuristic baselines, and maintains stable rankings under model
or dataset perturbations. Moreover, it converges efficiently in large-scale settings. These results
establish RankLLM as a scalable, robust, and human-aligned alternative for LLM evaluation.
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REPRODUCIBILITY STATEMENT

We are committed to ensuring that our results can be independently verified and extended. All
source code and prompt templates used in our experiments are included in the supplementary
materials. The repository includes: (i) a step-by-step README describing the environment setup
and execution commands; (ii) hosted links to all model version and formatted benchmark datasets;
and (iii) configuration files specifying random seeds, hyper-parameters, and compute resources.
Human-evaluation protocols are likewise included. Together, these artifacts enable an end-to-end
replication of our experiments on any machine with standard GPU resources.

ETHICS STATEMENT

RankLLM is an evaluation framework and does not generate new user-facing content. All benchmarks
employed are publicly available and distributed under permissive licenses. No personally identifiable
or sensitive data are processed. Nonetheless, difficulty-aware rankings could conceivably be misused
to dismiss models that prioritize safety or fairness over raw competence. We therefore release our code
under an open license and encourage responsible adoption that complements, rather than replaces,
broader alignment assessments. We disclose all model weights evaluated and provide guidelines for
reproducing the study without circumventing dataset usage terms.
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B RELATED WORKS

Benchmarking and evaluating LLMs. Owing to the advanced capabilities of LLMs, sophisticated
benchmarking is essential to comprehensively assess their performance in both general and specialized
domains (Chang et al., 2024). The evaluation of LLMs spans multiple fields, beginning with traditional
core natural language processing (NLP) tasks such as sentiment analysis (Lopez-Lira & Tang, 2023;
Zhang et al., 2023), text classification (Yang & Menczer, 2024; Zhang et al., 2024), and natural
language inference (McKenna et al., 2023). In recent years, the development of diverse benchmarks
has significantly expanded aspects of evaluating LLMs, enabling more comprehensive assessments of
their capabilities. For example, the MMLU (Hendrycks et al., 2021a) and MMLU-Pro (Wang et al.,
2024) assess models on multi-disciplinary language understanding and reasoning, while Big-Bench
Hard (BBH) (Suzgun et al., 2022) evaluates their multi-step reasoning and algorithmic reasoning
abilities. The GSM8K (Cobbe et al., 2021) benchmark tests performance on grade-school-level
mathematics, and HumanEval (Chen et al., 2021) measures a model’s capability in algorithmic
reasoning. AlignBench is designed to evaluate the alignment of Chinese LLMs (Liu et al., 2023a),
and HellaSwag (Zellers et al., 2019) focuses on commonsense reasoning by requiring LLMs to
select the most plausible continuation of a given context. Guo et al. (2023) and Huang et al. (2024b)
assess the abilities of LLMs in science domains. With the development of agentic AI, there are many
benchmarks designed to evaluate the agent-related capabilities of LLMs (Liu et al., 2023b; Chen et al.,
2024b;a; Huang et al., 2023a). Some benchmarks are also focusing on evaluating the trustworthiness
of LLMs (Huang et al., 2024a; Wang et al., 2023; Gao et al., 2024; Liu et al., 2025; Huang et al.,
2023b). Besides capability evaluation, some recent works propose many evaluation paradigms. For
instance, flexible protocols for dynamic evaluation have been advanced, exemplified by the recent
initiatives DyVal (Zhu et al., 2023) and DyVal 2 (Zhu et al., 2024). Wu et al. (2024) and Bao et al.
(2024) both propose a dynamic evaluation framework powered by generative models.

Difficulty measuring. Most previous works rely on human effort to classify question difficulty
levels. For example, in benchmarks like MATH (Hendrycks et al., 2021b) and GPQA (Rein et al.,
2023), human experts annotate questions into predefined difficulty tiers. LingOly (Bean et al., 2024),
a linguistic reasoning benchmark, categorizes question difficulty into five levels by considering
both semantic similarity to English and the complexity of required reasoning. The labeling process
is time-consuming and lacks scalability. Unlike human labeling, OlympicArena (Huang et al.,
2024c) employs GPT-4V as an annotator to categorize question difficulty levels. MedConceptsQA
(Shoham & Rappoport, 2024), on the other hand, determines difficulty levels based on the relative
distances among answer choices within an undirected graph built by medical code. However, these
approaches either introduce bias in difficulty assessment due to reliance on a single model or are
domain-specific, limiting their generalizability to other fields. Recent work, Easy2Hard-Bench (Ding
et al., 2024), applied two independent methods to quantify question difficulty: Item Response Theory
(IRT) (Lord & Novick, 2008) and Glicko-2 (Glickman, 2012). Unlike IRT, which assumes static
difficulty parameters, RankLLM dynamically adjusts scores based on model performance, providing
a more adaptive and accurate representation of difficulty. In contrast to Glicko-2, which relies on
pairwise matchups, RankLLM employs a bidirectional score propagation approach, allowing question
difficulty to be inferred from a broader set of solver interactions rather than isolated ‘matches’, which
provides a dataset-wide estimate of difficulty.

C PROOF OF CONVERGENCE

Convergence. Let ∆(t) = ∥π(t)
Q − π

(t−1)
Q ∥1 + ∥π(t)

M − π
(t−1)
M ∥1 measure the change between

iterations. The algorithm terminates when ∆(t) < ϵ for predefined tolerance ϵ. For irreducible chains,
convergence occurs at a geometric rate O(αt), typically requiring log 1

ϵ iterations. An important
consideration is the convergence speed in large-scale settings. In our experiments with 30 models
and 35550 questions, we find that about 9 iterations of the bipartite propagation process are sufficient
to reach a stable distribution of difficulty and competency scores. Each iteration primarily involves
matrix-vector multiplications on A and Â, making the approach computationally feasible even
with tens of thousands of questions. The relation between the damping factor α and the speed of
convergence is shown in Table 8.
Theorem C.1 (Existence and Uniqueness of the Stationary Distribution). Let PQ→M ∈ RQ×M

and PM→Q ∈ RM×Q be the row-stochastic matrices defined in subsection 2.3. For any damping
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Table 8: ∆ for different damping factors (α) across iterations, indicating the difference between the
stationary distribution and convergence.

Iteration α=0.10 α=0.20 α=0.30 α=0.40 α=0.50 α=0.60 α=0.70 α=0.80 α=0.90 α=1

0 8.39e-02 1.68e-01 2.52e-01 3.37e-01 4.22e-01 5.07e-01 5.93e-01 6.80e-01 7.67e-01 8.55e-01
1 1.86e-03 7.65e-03 1.77e-02 3.24e-02 5.20e-02 7.70e-02 1.08e-01 1.44e-01 1.88e-01 2.38e-01
2 1.20e-06 2.00e-05 1.06e-04 3.48e-04 8.84e-04 1.91e-03 3.66e-03 6.49e-03 1.08e-02 1.70e-02
3 6.11e-10 4.14e-08 5.00e-07 2.97e-06 1.20e-05 3.76e-05 9.99e-05 2.34e-04 4.99e-04 9.84e-04
4 4.59e-13 1.19e-10 3.10e-09 3.17e-08 1.94e-07 8.54e-07 3.01e-06 9.02e-06 2.38e-05 5.70e-05
5 Converge 6.28e-13 3.69e-11 6.63e-10 6.26e-09 3.92e-08 1.86e-07 7.16e-07 2.36e-06 6.85e-06
6 Converge Converge 3.41e-13 1.10e-11 1.65e-10 1.50e-09 9.78e-09 4.97e-08 2.09e-07 7.58e-07
7 Converge Converge Converge 1.44e-13 3.33e-12 4.42e-11 3.94e-10 2.64e-09 1.41e-08 6.37e-08
8 Converge Converge Converge Converge 5.38e-14 1.03e-12 1.27e-11 1.12e-10 7.67e-10 4.30e-09
9 Converge Converge Converge Converge Converge Converge 3.27e-13 3.79e-12 3.32e-11 2.32e-10

10 Converge Converge Converge Converge Converge Converge Converge 1.74e-13 1.87e-12 1.58e-11

factor α ∈ (0, 1), the iterative process defined in Equation 2 and Equation 3 converges to a unique
stationary distribution (πQ, πM ) satisfying

πM = αP⊤
Q→MπQ + (1− α)

1M

M
, (6)

πQ = αP⊤
M→QπM + (1− α)

1Q

Q
. (7)

Furthermore, πQ and πM have strictly positive entries.

Proof sketch of Theorem C.1. Step 1: Reformulation as a Single Markov Chain. The alternating
updates between πQ and πM in Equation 6 and Equation 7 can be unified into a single Markov chain

on an augmented state space of size Q+M . Define the combined state vector π(t) =

[
π
(t)
Q

π
(t)
M

]
. The

iterative updates become: π(t+1) = αP⊤π(t) + (1− α)v,

where the block matrix P =

[
0 PQ→M

PM→Q 0

]
preserves the bipartite transitions, and v =

[ 1Q

Q
1M

M

]
represents uniform teleportation.

Step 2: Damped Markov chain interpretation. The combined dynamics correspond to a Markov
chain with a transition matrix:

T = αP⊤ + (1− α)v1⊤
Q+M ,

where 1Q+M is the all-ones vector. At each step, the chain either follows P⊤ (with probability
α) or restarts uniformly via v (with probability 1 − α), mirroring the damping mechanism in
Equation 6–Equation 7.

Step 3: Irreducibility and aperiodicity. 1) Irreducibility: The teleportation term ensures every
state can reach any other state in one step, as (1− α)v > 0 componentwise. 2) Aperiodicity: Self-
transitions occur with probability at least (1− α)min

(
1
Q , 1

M

)
> 0, breaking periodicity inherent in

the bipartite structure. Thus, T is irreducible and aperiodic.

Step 4: Perron-Frobenius theorem application. By the Perron-Frobenius theorem for irreducible

and aperiodic Markov chains, T has a unique stationary distribution π =

[
πQ

πM

]
with π > 0, satisfying

π = T⊤π. Substituting T into this equation recovers the coupled updates in Equation 6–Equation 7,
confirming (πQ, πM ) as the unique solution. Crucially, convergence iteration t depends on the
damping factor α and the desired precision ϵ, but it is independent of the scale of the problem, i.e.,
the number of questions Q or models M .
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This proof rigorously establishes Theorem C.1 using notation consistent with the main text. The use
of P , v, and damping factor α directly corresponds to the iterative updates in Equation 6–Equation 7,
ensuring notational coherence.

D TIME COMPLEXITY ANALYSIS

In this section, we calculate and prove the time complexity of RankLLM in theory.

Let Q be the number of questions and M be the number of models. The Competency Matrix is denoted
by A ∈ {0, 1}Q×M , and the Difficulty Matrix (transposed) is Â = (1Q×M − A)⊤ ∈ {0, 1}M×Q.
The transition matrix PQ→M ∈ RQ×M is derived from A, and PM→Q ∈ RM×Q is derived from Â.

Each iteration of RankLLM primarily involves two sparse matrix-vector multiplications as defined in
Equation 2 and Equation 3 of the main paper. The operation P⊤

M→Qπ
(t)
M involves multiplying the

transpose of PM→Q (a Q×M sparse matrix) by the M -dimensional vector π(t)
M , the computational

cost of this product is proportional to the number of non-zero elements in PM→Q plus the dimension
of the output vector, i.e., O(nnz(PM→Q) + Q). Similarly, the cost of the transposed product is
O(nnz(PQ→M ) +M).

The sum of non-zero elements across both original transition matrices, nnz(PQ→M ) + nnz(PM→Q),
represents the total number of correct and incorrect answers, which sum to QM . Specifically,
nnz(PQ→M ) is the total number of entries where Aij = 1, and nnz(PM→Q) is the total number of
entries where Âji = 1 (i.e., Aij = 0).

Additional per-iteration operations, such as vector additions and scalar multiplications for incorporat-
ing the damping factor α and the uniform teleportation term, contribute O(Q+M).

Combining these, the total complexity for one iteration is: O(QM +Q+M) = O(QM)

In typical scenarios the QM term dominates Q + M . Therefore, the per-iteration complexity is
effectively O(QM). Thus, each iteration runs in O(QM) time. Combining the number of iterations
T and the per-iteration complexity, the overall time complexity of RankLLM is:

O(T · (QM +Q+M)) = O(log(1/ϵ) · (QM +Q+M)) = O(tQM) (8)

Where ϵ is the predefined tolerance value, and t is the convergence iteration count.

E ROBUSTNESS ANALYSIS

E.1 ROBUSTNESS TO SINGLE/GROUP MODEL ADDITION

To assess RankLLM’s ranking stability as the model pool composition evolves, simulating the
integration of new models, we analyze its performance under perturbations. We consider scenarios
analogous to incorporating a single new model or a small group of 5 new models into an existing
evaluation set. This is achieved by examining the Spearman correlation (ρ) of question difficulty and
model competency scores derived from reduced model pools (N-1 models via Leave-One-Out, and
N-5 models via random subset removal) against the scores from the original full pool of N models.
High correlations indicate that RankLLM’s assessments remain consistent. The statistics for the N-5
scenario reflect averages over 10 trials. Results are summarized in Table 9.

The analysis presented in Table 9 underscores RankLLM’s robust stability when its model pool
composition evolves, akin to integrating new models.

Model Competency rank exhibited greater stability: The mean Spearman correlation was ex-
ceptionally high, starting at 0.9997 (SD=0.0002) with one model removed and remaining at 0.9934
(SD=0.0069) even with 15 models removed. This highlights RankLLM’s capability to maintain
consistent relative model rankings despite considerable variations in the composition and size of the
model evaluation pool. A more intuitive visualization is shown in Figure 10.
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Figure 10: Impact of Random Model Subset Removal on RankLLM Stability. Top panel shows ρ for
question difficulty, and the bottom panel shows ρ for model competency rank, both comparing results
from the reduced model pool to the full model pool as k models are removed. Error bars represent
the standard deviation over multiple random removal trials for each k.
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Table 9: Comparison of RankLLM Robustness: Leave-One-Out (LOO) vs. Random Removal of
5 Models. LOO were conducted among every model in the pool(30 trials), Group removal were
conducted as group with 10 trials each group. Values are averaged Spearman correlation(ρ) over
respective trials.

LOO (Remove 1) Random Removal (Remove 5)
Question Difficulty Correlation

Mean Spearman ρ 0.9978± 0.0024 0.9863± 0.0076
Max Observed ρ Drop 0.0100 0.0271

Model Competency Correlation
Mean Spearman ρ 0.9998 0.9987

Question Set Reduction
Mean Questions Removed 32.9 217.9
Max Questions Removed 103 307
Mean % Reduction 0.09% 0.62%

RankLLM maintains high consistency in question difficulty rankings despite significant model
pool variations. When simulating the addition of a single model (N-1 pool correlated with the
N-model pool), the Spearman correlation (ρ) for question difficulty remains exceptionally high at
0.9978± 0.0024. Even with a more substantial change, such as integrating a group of 5 models (N-5
pool correlated with N-model pool, a 17% pool size change), the correlation for question difficulty
remains very strong at 0.9863 ± 0.0076. This indicates that the relative difficulty assessment of
questions is largely preserved.

Model pool perturbations cause minimal changes to the effective question set. RankLLM filters
out questions universally solved or failed by the active model pool, and Table 9 shows that adding
new models (simulated via LOO or random removal) has limited effect on this filtering. Even when
integrating five models, the average change was only 217.9 questions (about 0.62% of the total), with
a maximum of 307. This negligible impact ensures that nearly all questions continue contributing to
the evaluation, and the exclusion of this small fraction does not disrupt the overall difficulty rankings,
which remain highly stable.

When viewed from the perspective of an evolving model pool, the system demonstrates strong
resilience, ensuring its evaluations are dependable as new models are incorporated into the assessment
framework, with model competency rankings being particularly robust.

E.2 ROBUSTNESS TO DATASET-LEVEL PERTURBATION

To assess the influence of adding individual benchmark datasets on the final model rankings, we
performed a leave-one-dataset-out analysis. The results are shown in Table 10.

Table 10: Robustness of RankLLM model competency rankings to dataset removal. Spearman ρ
correlation is calculated between rankings obtained after removing a dataset and the original rankings
based on all datasets.

Dataset Removed # Questions Model Rank Correlation (ρ)
HellaSwag 10 042 0.9604
MMLU-Pro 12 032 0.9626
MATH 5000 0.9884
GPQA 646 0.9973
GSM8K 1319 0.9973
BBH 6511 0.9973

Average Correlation 0.9839
Standard Deviation 0.0162
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RankLLM model competency rankings exhibit high overall stability across all different dataset
combinations. The high average Spearman correlation between model rankings derived from N-1
datasets and the full N-dataset ranking(0.9839± 0.0162) indicates that the relative model hierarchy
established by RankLLM is largely consistent, even when any single dataset is newly introduced
to or excluded from the evaluation pool. When simulating the addition of substantial datasets like
MMLU-Pro (12, 032 questions) or HellaSwag (10, 042 questions) to the remaining pool, the model
rank correlations were observed to be more perturbed compared to adding smaller datasets. However,
the correlations in these scenarios (0.9604/0, 9626) still indicate a strong preservation of the relative
model ranking.

These findings suggest that RankLLM provides model evaluations that are robust to variations in the
specific suite of benchmark datasets used, irrespective of whether a large, broad dataset or a smaller,
more specialized one is being integrated. This consistency points to its utility in generating more
generalized assessments of model capabilities, less dependent on the idiosyncrasies of individual
datasets.

F ANSWER DISTRIBUTION ACROSS DIFFICULTY

As shown in Figure 11 (Highlighted in square box), a similar pattern emerged aligned with the case
study in section 4: although GPT-4o answered slightly more questions correctly overall, Gemini-1.5-
Pro outperformed it on difficult questions, achieving a 0.6% higher accuracy rate in this category.
Consequently, despite answering 2.9% fewer medium-difficulty questions and achieving a lower over-
all accuracy rate, Gemini-1.5-Pro scored higher than GPT-4o under RankLLM, further emphasizing
the impact of performance on high-difficulty questions. This real-world example corroborates the
findings of our simulation, demonstrating RankLLM’s ability to differentiate models based on their
performance on challenging tasks.

G ANALYSIS ON CORRELATION AND DIFFERENCE BETWEEN RANKLLM AND
ACCURACY-BASED MODEL RANKINGS

While RankLLM’s competency scores exhibit a strong overall correlation with traditional accuracy-
based rankings (Kendall’s Tau τ = 0.876, p < 0.001, as detailed in Table 11), a closer examination
reveals significant and insightful differences in how individual models and groups of models are
ordered. This section delves into these inter-model ranking variations, underscoring RankLLM’s
ability to provide a more nuanced perspective on model capabilities than accuracy alone. As

Table 11: Summary of model ranking comparison metrics between rankLLM and accuracy.

Metric Value
Mean Absolute Rank Change 1.60
Median Rank Change 1.00
Max Rank Change 4.00
Kendall’s Tau Correlation 0.876(p<0.001)
Rank-Biased Overlap (RBO) 0.896
ICC1 (Absolute Agreement) 0.974

summarized in Table 11, the mean absolute rank change between the two methods is 1.60, with a
median change of 1.0 rank position. Crucially, the maximum observed rank change for a model
is 4 positions, indicating that for some models, the evaluation outcome under RankLLM can be
substantially different from an accuracy-only assessment. The high Intraclass Correlation Coefficient
(ICC1 = 0.974) suggest strong overall agreement in the rankings, yet the rank changes highlight the
specific instances where RankLLM provides a distinct evaluation.

G.1 DISTRIBUTION OF MODEL RANK CHANGES
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Figure 11: Distribution of correctly answered questions by models across the whole dataset (leave-
one-out).
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Figure 12: Absolute model rank difference
distribution.

The distribution of absolute rank changes (see Fig-
ure 12) reveals that while a majority of models expe-
rience small shifts (6 models, or 20%, have no rank
change, a notable portion shift by 1 or more positions.
These larger shifts are particularly interesting as they
point to models whose performance on questions of
varying difficulty is disproportionately affecting their
RankLLM score compared to their simple accuracy.

G.2 LOCAL RANK DISPLACEMENT
WITHIN ACCURACY-DEFINED TIERS

To further investigate where these ranking differences
are most pronounced, we analyzed the local rank
displacement of models within windows defined by their accuracy ranks. Figure 13a, Figure 13b,
Figure 13c, and Figure 13d illustrate the mean and maximum rank displacement for models when
grouped into tiers by their accuracy ranking, using window sizes of 1, 3, 5, and 10 respectively.
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(b) Window Size = 3
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(c) Window Size = 5
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(d) Window Size = 10

Figure 13: Mean and Maximum Rank Displacement of RankLLM scores compared to Accuracy
scores within different Accuracy-Rank based windows. Windows are defined by accuracy rank (e.g.,
"1-10" refers to models ranked 1st to 10th by accuracy).

The trends observed in Figure 13 indicate varying degrees of rank displacement across accuracy-
defined tiers:

Relatively High Stability in Top-Tier Model Rankings. For the top 10 models as ranked by
accuracy (window "1-10" in Figure 13d), the mean displacement in RankLLM rank is comparatively
low at 1.0, with a maximum displacement of 2.0. This suggests that among the highest-performing
models by accuracy, RankLLM’s rankings largely concur, although some re-ordering still occurs.
The Kendall’s Tau correlation within this specific window is very high (0.867, p < 0.001), indicating
strong local rank agreement.

Increased Rank Volatility in Mid-Tier Models. The subsequent group of models, those ranked 11-
20 by accuracy (window "11-20" in Figure 13d), shows increased rank displacement when evaluated
by RankLLM. The mean displacement rises to 1.4, and the maximum displacement observed within
this tier reaches 3.0. The local Kendall’s Tau correlation (0.733, p ≈ 0.002) remains statistically
significant but is lower than that of the top tier, reflecting more substantial re-shuffling by RankLLM.
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Pronounced Rank Displacement in Lower-Tier Models. Models in the lower third of the accuracy
ranking (window "21-30" in Figure 13d) exhibit the highest mean displacement (2.4) and the overall
maximum observed displacement of 4.0 rank positions. The local Kendall’s Tau correlation drops
further to 0.467 (p ≈ 0.043), indicating considerably weaker local rank agreement between accuracy
and RankLLM in this tier. This suggests that for models with lower overall accuracy, RankLLM’s
difficulty-weighting mechanism has a more pronounced effect, leading to more substantial re-rankings
based on performance on hard questions versus reliance on easier ones.

Individual Model Rank Fluctuations Illustrate Local Reordering. When examining displacements
at the individual model level (window size 1, Figure 13a), fluctuations are evident across the spectrum.
For instance, the model ranked 2nd by accuracy is displaced by 1 position in RankLLM, the model
ranked 9th by accuracy is displaced by 2 positions, and models ranked 21st, 26th, and 28th by
accuracy are all displaced by 4 positions in their respective RankLLM rankings. This highlights
that even when broader trends might align, RankLLM provides distinct local orderings based on its
difficulty-aware assessment.

These windowed analyses demonstrate that while RankLLM broadly agrees with accuracy at the
very top of the performance spectrum, its differentiation based on question difficulty becomes more
apparent and impactful in the middle and lower tiers of accuracy rankings. This is where the ability
to correctly answer challenging questions, or the failure to do so, most significantly revises a model’s
perceived competency compared to a simple count of correct answers. The maximum displacement
of 4 rank positions underscores that RankLLM can lead to meaningfully different conclusions about
relative model strengths, particularly for models with nuanced performance profiles across varying
question difficulties.

H EXPERIMENT DETAILS

To ensure optimal performance and compatibility across our experiments, we employed a combination
of advanced software libraries and frameworks, including Together AI 1.2.1, OpenAI 1.30.3, vLLM
0.5.5, FlashInfer 0.1.5+cu124, Flash-Attn 2.6.3, Torch 2.4.0, Google Generative AI 0.7.2, torch 2.5.1
and CUDA 12.4.

H.1 DATASET & PROMPT.

We adhered to the standard configurations outlined in the respective original benchmarks used in our
experiments. For the benchmarks BBH, MMLU-Pro, GSM8k, GPQA, MATH, and HellaSwag, we
utilized 5-shot prompting combined with Chain of Thought (CoT) reasoning. These strategies were
chosen to align with the original settings for each respective benchmark. Temperature were set to 0 to
ensure reproducibility.

H.2 MODEL ABBREVIATION.

For simplicity, we use some model abbreviations in figures and tables. Specifically, DeepSeek-
Coder-Lite is DeepSeek-Coder-V2-Lite-Instruct, Qwen2.5-3B is Qwen2.5-3B-Instruct, Qwen2.5-
1.5B is Qwen2.5-1.5B-Instruct, Qwen2.5-Math-1.5B is Qwen2.5-Math-1.5B-Instruct, Mistral-7B-
v0.3 is Mistral-7B-Instruct-v0.3, DeepSeek-Chat-Lite is DeepSeek-V2-Lite-Chat, Qwen2.5-0.5B
is Qwen2.5-0.5B-Instruct, Llama-3.2-3B is Llama-3.2-3B-Instruct, Llama-3.2-1B is Llama-3.2-1B-
Instruct.

H.3 EVALUATION PROTOCOL

To ensure robust human evaluations, we implemented four key design principles: 1) Discipline
selection: Varied domains (e.g., mathematics, computer science, commonsense reasoning) with
matched pair disciplines. 2) Blind judgments: Evaluators were unaware of model or peer judgments.

Each of the 20 evaluators assessed 70 randomly ordered question pairs via a verification interface
(Appendix J) to mitigate order bias. We computed two primary alignment metrics: 1) Individual
Alignment: For each evaluator, the percentage of their non-skipped judgments (V1–V20) aligning
with method predictions. 2) Consensus Alignment: The proportion of questions where a method’s
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Table 12: The information of selected models in RankLLM.

Model Name Size Developer Version Context Length Open Weight
ChatGPT-4o (OpenAI et al., 2024a) N/A OpenAI Aug 2024 128K ✗

ChatGPT-4o-mini (OpenAI et al., 2024c) N/A OpenAI July 2024 128K ✗

DeepSeek-V3(DeepSeek-AI et al., 2024a) 671B DeepSeek Dec 2024 64K ✓

DeepSeek-Coder-V2-Lite-Instruct(DeepSeek-AI et al., 2024b) 15.7B DeepSeek June 2024 32K ✓

DeepSeek-V2-Lite-Chat(DeepSeek-AI et al., 2024b) 15.7B DeepSeek May 2024 32K ✓

Gemini-1.5-Pro(Team et al., 2024a) N/A Google May 2024 2M ✗

Gemini-1.5-Flash(Team et al., 2024a) N/A Google May 2024 1M ✗

Gemma-2-27b-it(Team et al., 2024b) 27.2B Google June 2024 8K ✓

Gemma-2-9b-it(Team et al., 2024b) 9.B Google June 2024 8K ✓

Gemma-2-2b-it(Team et al., 2024b) 2.2B Google June 2024 8K ✓

Llama-3.1-8B-Instruct(Grattafiori et al., 2024) 8.03B Meta July 2024 128K ✓

Llama-3.2-3B-Instruct(Grattafiori et al., 2024) 3.21B Meta Sep. 2024 128K ✓

Llama-3.2-1B-Instruct(Grattafiori et al., 2024) 1.24B Meta Sep. 2024 128K ✓

Mistral-7B-Instruct-v0.3(Jiang et al., 2023) 7.25B Mistral AI May 2024 32K ✓

Phi-3-medium-128k-instruct(Abdin et al., 2024) 14B Microsoft May 2024 128K ✓

Phi-3-small-128k-instruct(Abdin et al., 2024) 7.39B Microsoft May 2024 128K ✓

Phi-3.5-mini-128k-instruct(Abdin et al., 2024) 3.82B Microsoft Aug 2024 128K ✓

Qwen2-7B-Instruct (Yang et al., 2024) 7.62B Qwen June 2024 131K ✓

Qwen2-Math-7B-Instruct (Yang et al., 2024) 7.62B Qwen June 2024 131K ✓

Qwen2-1.5B-Instruct (Yang et al., 2024) 1.54B Qwen June 2024 131K ✓

Qwen2-Math-1.5B-Instruct (Yang et al., 2024) 1.54B Qwen June 2024 131K ✓

Qwen2-0.5B-Instruct (Yang et al., 2024) 0.49B Qwen June 2024 32K ✓

Qwen2.5-7B-Instruct (Yang et al., 2024) 7.62B Qwen Sep. 2024 131K ✓

Qwen2.5-Math-7B-Instruct (Yang et al., 2024) 7.62B Qwen Sep. 2024 131K ✓

Qwen2.5-1.5B-Instruct (Yang et al., 2024) 1.54B Qwen Sep. 2024 131K ✓

Qwen2.5-Math-1.5B-Instruct (Yang et al., 2024) 1.54B Qwen Sep. 2024 131K ✓

Qwen2.5-3B-Instruct (Yang et al., 2024) 3.09B Qwen Sep. 2024 131K ✓

Yi-1.5-34B-Chat (AI et al., 2025) 34.4B 01-AI May 2024 16K ✓

Yi-1.5-9B-Chat (AI et al., 2025) 8.83B 01-AI May 2024 16K ✓

Yi-1.5-6B-Chat (AI et al., 2025) 6.06B 01-AI May 2024 16K ✓

prediction matches the majority of human judgment. For the set of non-skipped questions Q, this is
defined as:

Consensus =
1

|Q|
∑
q∈Q

I

(
predq = argmax

j∈Vq

countq(j)

)
(9)

Evaluator Information. Our human evaluation involved a total of 20 participants. This pool included
the two authors and 18 current students not holding terminal degrees, ranging from associate-level to
PhD candidates. To ensure a diverse range of perspectives, participants were recruited from various
academic backgrounds, and gender balance was also considered. All evaluators possessed strong
English proficiency, enabling effective task completion. Table 13 summarizes the academic fields and
educational levels of the 18 student evaluators.

Table 13: Diversity of Human Evaluator Pool (N=18, excluding authors).

Academic Field Undergraduate Graduate (Master’s) PhD Candidate Associate Degree Total by Field
Computer Science 4 1 1 0 6
Other Engineering 2 1 0 0 3
Arts 1 1 0 0 2
Business 1 1 0 0 2
Humanities 3 0 0 1 4
Social Sciences 2 0 0 1 3

Total by Level 13 4 1 2 20 (incl. 2 authors)

Evaluators with backgrounds in computer science, mathematics, and engineering had all completed
formal coursework in calculus, probability, and statistics, providing them with solid quantitative
foundations. In contrast, participants from the arts, social sciences, and humanities may not have
received such training. To accommodate differences in subject knowledge, participants were allowed
to voluntarily skip domain-specific questions if they felt unqualified to answer them. This mechanism
helped minimize the influence of unfamiliar content on the evaluation process.

Domain-specific questions requiring technical expertise were handled by participants with the ap-
propriate background, while common sense reasoning tasks were completed by all evaluators. This
design ensured that our human evaluation captured both specialized capabilities and general reasoning
performance across a diverse participant pool.
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H.4 IRT BASELINE CONFIGURATIONS

To provide a robust comparison, we implemented and configured three Item Response Theory (IRT)
baseline models. These configurations, detailed below, were chosen to give the IRT models ample
opportunity to converge and perform optimally, even on the relatively small 100-question dataset
used in our controlled simulation (section 4).

1PL IRT (Rasch Model) and 2PL IRT: Both the 1-Parameter Logistic (1PL) IRT model, also
known as the Rasch model (where item discrimination is fixed at 1), and the 2-Parameter Logistic
(2PL) IRT model were fitted by maximizing the log-likelihood of the observed response matrix.
Optimization was performed using the L-BFGS-B algorithm, a quasi-Newton method suitable for
bounded parameter estimation. A maximum of 1000 iterations was permitted for the optimization
process. To enhance parameter stability and prevent extreme values, L2 regularization with a
coefficient of 0.01 was applied to both model abilities (θ) and item difficulties (β). For the 2PL model,
L2 regularization was additionally applied to the item discrimination parameters (α) centered around
1 (i.e., penalizing (α− 1)2), encouraging discriminations to be in a standard range. Parameter bounds
were enforced during optimization: abilities and difficulties were constrained to the interval [−5, 5],
and discrimination parameters for the 2PL IRT were constrained to [0.1, 5] to ensure positivity and
interpretability.

Multidimensional IRT (Multi-IRT): We implemented a Multidimensional IRT (MIRT) model
configured with D = 3 latent dimensions. This choice was made to explore a more complex latent
trait structure, though we acknowledge that estimating parameters for three dimensions from a
100-question dataset can be challenging. The MIRT model was trained for 1000 epochs using the
Adam optimizer with a learning rate of 0.01. Parameter estimation employed variational inference
(VI), where the true posterior distributions of abilities, difficulties, and discriminations were approxi-
mated. Standard Normal distributions, N (0, 1), served as priors for all model parameters (abilities,
difficulties, and per-dimension discrimination values). For the variational posterior approximation,
we utilized a mean-field approach where the posterior for each parameter was modeled as a Normal
distribution with a learnable mean and a fixed standard deviation of 1. The model was trained by
maximizing the Evidence Lower Bound (ELBO). The reported ability scores for Multi-IRT are the
L2 norm of the per-model multidimensional ability vectors, subsequently min-max scaled to a 0-100
range, similar to other IRT models and RankLLM scores for comparability.

I ASSET LICENSING AND TERMS OF USE

This appendix details the licensing information for all software libraries, datasets, benchmarks, and
language models utilized in the experiments presented in this paper. Ensuring compliance with the
respective terms of use is critical for reproducible and ethical research.

I.0.1 SOFTWARE LIBRARY LICENSES

The software libraries employed in this research are governed by a variety of open-source licenses,
predominantly permissive ones, which facilitate their use in academic and research settings. Table 14
provides a summary.

Table 14: Software Library Licenses

Library Version License

Together AI Python SDK 1.2.1 Apache License 2.0
OpenAI Python Library 1.30.3 Apache License 2.0
vLLM 0.5.5 Apache License 2.0
FlashInfer 0.1.5+cu124 Apache License 2.0
Flash-Attn 2.6.3 BSD 3-Clause
Torch (PyTorch) 2.4.0 BSD 3-Clause
Google Generative AI SDK 0.7.2 Apache License 2.0
torch (PyTorch) 2.5.1 BSD 3-Clause
NVIDIA CUDA Toolkit 12.4 NVIDIA CUDA Toolkit EULA
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Notes on Software Library Licenses: Together AI Python SDK 1.2.1 is licensed under Apache
2.0, as confirmed by its official repository. Community SDKs may vary. OpenAI Python Library
1.30.3 is licensed under Apache 2.0 according to its official repository, though older PyPI versions
might indicate MIT; the current repository is considered authoritative. vLLM 0.5.5 is licensed under
Apache 2.0, as per its PyPI page and official repository. FlashInfer 0.1.5+cu124 is licensed under
Apache 2.0, with the "+cu124" denoting CUDA 12.4 compatibility. Flash-Attn 2.6.3 is licensed under
BSD 3-Clause, according to its official repository. PyTorch (Torch 2.4.0 & 2.5.1) is licensed under
BSD 3-Clause, as confirmed by its official repository and PyPI for version 2.5.1. Google Generative
AI SDK 0.7.2 is licensed under Apache 2.0, as per its official repository. Newer developments may be
in ‘google-genai‘ under the same license. NVIDIA CUDA Toolkit 12.4 is governed by the NVIDIA
CUDA Toolkit EULA, a proprietary license permitting development and specific redistribution.

I.0.2 DATASET AND BENCHMARK LICENSES

The datasets and benchmarks employed are governed by various open-source licenses or public
domain dedications. Table 15 summarizes this information.

Table 15: Dataset and Benchmark Licenses

Dataset/Benchmark Stated License(s)

BBH (Big-Bench Hard) (Suzgun
et al., 2022)

Apache 2.0 (for BIG-Bench (Srivastava et al., 2023)) / MIT (for
specific BBH repository by Suzgun et al.)

MMLU-Pro (Wang et al., 2024) Apache License 2.0
GSM8k (Cobbe et al., 2021) MIT License (likely, from original OpenAI repository)
GPQA (Rein et al., 2023) MIT License
MATH (Hendrycks et al., 2021b) MIT License
HellaSwag (Zellers et al., 2019) MIT License (original author’s repository)

Notes on Dataset and Benchmark Licenses: BBH is derived from BIG-Bench (Srivastava et al.,
2023), which is under Apache 2.0. The specific repository for BIG-Bench Hard by Suzgun et al.
(2022) uses an MIT license. The source utilized determines the applicable license. MMLU-Pro is
clearly licensed under Apache 2.0 by TIGER-AI-Lab (Wang et al., 2024). GSM8k, as originally
released by OpenAI (Cobbe et al., 2021), is likely under an MIT License. It’s important to note
that variants like GSM8K-Platinum may use CC-BY-4.0; the specific source license is key. GPQA
by Rein et al. (2023) is under an MIT License. The SuperGPQA variant uses ODC-BY. MATH
dataset by Hendrycks et al. (2021b) is clearly MIT licensed. HellaSwag, from the original authors’
repository (Zellers et al., 2019), is under an MIT License. Other platforms hosting HellaSwag (e.g.,
Kaggle: CC0; Hugging Face/jon-tow: CC BY NC 4.0) may have different licenses; the original MIT
license was considered authoritative for the version used.

I.0.3 LANGUAGE MODEL LICENSING AND TERMS OF USE

Language models are subject to API service agreements or specific open-weight licenses. Table 16
provides an overview.

Notes on Language Model Licenses: OpenAI Models’ API use is governed by OpenAI’s Usage
Policies and Services Agreement. Customer Content (input/output for paid API tiers) is not used
for training OpenAI models, as per their Services Agreement. Google Gemini API is governed by
Google APIs Terms of Service and the Gemini API Additional Terms of Service. Data usage for
improvement depends on the service tier, according to the Gemini API Terms of Service. Google
Gemma Open Weights are governed by the Gemma Terms of Use, allowing modification and
distribution with attribution and adherence to a Prohibited Use Policy. Meta Llama Models are
released under version-specific Llama Community License Agreements, requiring attribution and
adherence to an Acceptable Use Policy (AUP). Commercial use by entities with over 700 million
monthly active users typically requires a separate license, as detailed in the Llama 3 Community
License, for example. DeepSeek AI Models’ code is often MIT licensed. Some model weights are
also MIT (e.g., V3-0324 release), while others are under a custom DeepSeek Model License with
use restrictions. The specific license for each model must be checked. Mistral AI Models, such as
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Table 16: Language Model Licensing and Terms Overview

Model Family/Provider Primary Governing Terms

OpenAI (ChatGPT series, GPT-4o (OpenAI
et al., 2024a), GPT-4o-mini (OpenAI et al.,
2024b))

OpenAI Usage Policies & Services Agreement

Google Gemini (API: Gemini-1.5-Pro,
Gemini-1.5-Flash (Team et al., 2024a))

Google APIs ToS & Gemini API Additional ToS

Google Gemma (Open Weights: Gemma-2
series (Team et al., 2024b))

Gemma Terms of Use

Meta Llama (Llama 3.1, Llama 3.2 series
(Grattafiori et al., 2024))

Llama Community License Agreement & Acceptable Use
Policy

DeepSeek AI (DeepSeek-V3 (DeepSeek-AI
et al., 2024a), Coder-V2-Lite, V2-Lite-Chat
(DeepSeek-AI et al., 2024b))

DeepSeek Model License / MIT License (varies by model)

Mistral AI (Mistral-7B-Instruct-v0.3 (Jiang
et al., 2023))

Apache License 2.0

Alibaba Qwen (Qwen2, Qwen2.5 series
(Yang et al., 2024))

Apache License 2.0 (most) / Qwen RESEARCH LI-
CENSE (Qwen2.5-3B-Instruct)

01.AI Yi (Yi-1.5 series (AI et al., 2025)) Apache License 2.0
Microsoft Phi (Phi-3, Phi-3.5 series (Abdin
et al., 2024))

MIT License

Mistral-7B-Instruct-v0.3 (Jiang et al., 2023), are available under Apache 2.0. Premier models may
have different licenses. Alibaba Qwen Models are mostly Apache 2.0. However, specific versions
like Qwen2.5-3B-Instruct use a non-commercial Qwen RESEARCH LICENSE AGREEMENT. The
license for each specific model should be verified. 01.AI Yi Models’ open-source releases (AI et al.,
2025) are under Apache 2.0. Microsoft Phi Models, such as those described by Abdin et al. (2024),
are generally released under the permissive MIT License.

Compliance Statement To the best of the authors’ knowledge, and based on the diligent research
of the licenses and terms detailed herein, the use of all software, datasets, benchmarks, and language
models in this study complies with their respective governing terms and conditions. This proactive
approach to documenting and adhering to licensing requirements is fundamental to responsible and
ethical AI research.
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Prompt I.1: Example Prompt of BBH, few-shot CoT Prompts are formed by original
research team

You are a logic expert, you are given questions that involve enumerating objects and asking
the model to count them.

Example 1:
<Example Question 1>
Answer:
<Example Answer 1>

Example 2:
<Example Question 2>
Answer:
<Example Answer 2>

Example 3:
<Example Question 3>
Answer:
<Example Answer 3>

Example 4:
<Example Question 4>
Answer:
<Example Answer 4>

Example 5:
<Example Question 5>
Answer:
<Example Answer 5>

1. Answer Formatting:
- Multiple Choice Questions with Options: Only select from the provided options (e.g., A,
B, C, or D). If you calculate a numerical answer (e.g., "10") that matches an option, respond
with the corresponding option letter (e.g., " A "), not the number itself. Failing to select the
option will be marked as incorrect.
- Short Answer Questions: Provide the final answer in the format " X ", where X is the
correct answer. Do not include any additional formatting or explanations inside " ". Do
not answer only the serial number as well, Remember if answer is 1.Henry, respond with
" Henry " but not " 1 ".

2. Answer Example:
- For multiple choice: If the calculated answer is 10 and "10" corresponds to option C,
respond with " C ".
- For math questions: If the correct answer is "42," respond with " 42 ".
- For short answer question other than math, Remember if answer is 1.Henry, respond with
" Henry " but not " 1 ".

3. Additional Instructions:
- Place any reasoning or calculations outside of the " " notation if necessary.
- Use " " only for the final answer.

4. Think step by step and answer carefully.
- You must think before answering the question.
- You must answer step by step.
Question: <question>
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Prompt I.2: Example Prompt of GSM8K, CoT Prompts are sampled from original test
set

You are a math expert, and you are tasked with answering questions in math with example to
reference.

Example 1:
<Example Question 1>
Answer:
<Example Answer 1>

Example 2:
<Example Question 2>
Answer:
<Example Answer 2>

Example 3:
<Example Question 3>
Answer:
<Example Answer 3>

Example 4:
<Example Question 4>
Answer:
<Example Answer 4>

Example 5:
<Example Question 5>
Answer:
<Example Answer 5>

You’ve finished reading all the examples
Now read the question carefully and answer according to the following guidelines:

1. Answer Formatting:
- Multiple Choice Questions with Options: Only select from the provided options (e.g., A,
B, C, or D). If you calculate a numerical answer (e.g., "10") that matches an option, respond
with the corresponding option letter (e.g., " A "), not the number itself. Failing to select the
option will be marked as incorrect.
- Short Answer Questions: Provide the final answer in the format " X ", where X is the
correct answer. Do not include any additional formatting or explanations inside " ". Do
not answer only the serial number as well, Remember if answer is 1.Henry, respond with
" Henry " but not " 1 ".

2. Answer Example:
- For multiple choice: If the calculated answer is 10 and "10" corresponds to option C,
respond with " C ".
- For math questions: If the correct answer is "42," respond with " 42 ".
- For short answer question other than math, Remember if answer is 1.Henry, respond with
" Henry " but not " 1 ".

3. Additional Instructions:
- Place any reasoning or calculations outside of the " " notation if necessary.
- Use " " only for the final answer.

4. Think step by step and answer carefully.
- You must think before answering the question.
- You must answer step by step.
Question: <question>
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J VERIFICATION TEST EXAMPLE

Prompt J.1: Verification Test Example

Welcome to RankLLM Test Program!

Please enter your First Name for identification:

===== Now at Group 1 / 100 (Group ID: 0) =====

Progress: [——————————] 0.0%

1. Question:
Evaluate the expression
(751−745)+(748−742)+(745−739)+(742−736)+ · · ·+(499−493)+(496−490).

2. Question:
What is the value of the inflection point of f(x) = 10 ln x

x2 ?

A. 2.000 B. 1.587 C. 0.693 D. 1.203 E. 3.014 F. 2.718 G. 4.000
H. 3.142 I. 1.000 J. 2.301

Which question is more difficult? Enter 0 if unable to judge, otherwise enter 1 or 2:
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K DISCLOSURE OF LLM USAGE

We used large language models solely for editorial assistance (grammar, phrasing, and clarity). No
model was used to generate technical content, derive equations, design experiments, analyze results, or
write code. All datasets, algorithms, and empirical results originate from the authors’ implementations
and public benchmarks. No proprietary or sensitive data were submitted to third-party services.
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