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Abstract

Despite the success of recent abstractive sum-001
marizers on automatic evaluation metrics, the002
generated summaries still present factual in-003
consistencies with the source document. In004
this paper, we focus on entity-level factual in-005
consistency, i.e. reducing the mismatched en-006
tities between the generated summaries and007
the source documents. We therefore propose a008
novel entity-based SpanCopy mechanism, and009
explore its extension with a Global Relevance010
component . Experiment results on four sum-011
marization datasets show that SpanCopy can012
effectively improve the entity-level factual con-013
sistency with essentially no change in the word-014
level and entity-level saliency. 1015

1 Introduction016

Abstractive text summarization, the task to generat-017

ing informative and fluent summaries of the given018

document(s), has attracted much attention in the019

NLP community. While early neural approaches020

focused more on designing customized architec-021

tures or training schema to better fit the summariza-022

tion task (Nallapati et al., 2016; Tan et al., 2017;023

Liu* et al., 2018), recent works have shown that024

generation models, pre-trained on large corpora025

(Lewis et al., 2020; Zhang et al., 2020; Raffel et al.,026

2020), generally have a better performance when027

fine-tuned on in-domain datasets.028

However, even if these pre-trained&fine-tuned029

generation models achieve state-of-the-art perfor-030

mance with respect to standard automatic evalua-031

tion metrics, e.g. ROUGE score(Lin, 2004) and032

BERTScore(Zhang* et al., 2020), the generated033

summaries still suffer from the problem of fac-034

tual inconsistency, which means the generated sum-035

maries may not be factually consistent with the con-036

tent expressed in the source documents (Kryscinski037

et al., 2020). Inconsistencies may exist either at038

the entity or the relation level (Nan et al., 2021).039

1The code will be published in the final version.

The former case is when the summary mentions an 040

entity that does not appear in the source documents. 041

The latter is when the summary does mention en- 042

tities from the source documents, but expresses a 043

relation between them which is different than the 044

one stated in the source documents. 045

In this paper, we focus on the entity-level incon- 046

sistency problem, i.e. to make the model generate 047

summaries with less entities which do not appear in 048

the source document(s) i.e., ‘hallucinated’ entities. 049

Note however, that hallucinated entities are not nec- 050

essarily ‘unfaithful’ or ‘wrong’(Cao et al., 2021), 051

so the goal is to reduce them without excluding 052

entities that do appear in the reference summary 053

i.e., without penalizing saliency. Table 1 shows 054

an example of entity-level factual inconsistency 055

from the XSum dataset. Although the content of 056

the summary generated by the SOTA summarizer 057

PEGASUS (Zhang et al., 2020) is roughly similar 058

that of the ground-truth summary, it does not accu- 059

rately summarize the original documents with the 060

proper entities. Specifically, it totally misses the 061

entity ‘Royal Marine’, which appears in both the 062

source document and the reference summary, and 063

the entity ‘Hampshire’ is ‘hallucinated’, as it does 064

not appear in the source document. Despite the fact 065

that the city ‘Portsmouth’ is located in ‘Hampshire’ 066

county, the entity itself is still an instance of factual 067

inconsistency (i.e., an unnecessary generalization). 068

069

Prior work (Dong et al., 2020; King et al., 2022) 070

mainly address the entity-level inconsistency prob- 071

lem in the post-processing stage. However, those 072

methods either requires additional sophisticated 073

models, e.g. Dong et al. (2020) uses a pre-trained 074

QA model to ‘revise’ the generated summaries, 075

or being built on arguably brittle heuristics (King 076

et al., 2022) . Recent work (Nan et al., 2021) pro- 077

poses two ways to directly improve the end-to-end 078

summarization model, either by training with an 079

auxiliary task, which is to recognize the summary- 080
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Entities in Source Doc: Royal Marine, Falk-
lands, Portsmouth, Falklands War Memorial....

Ground Truth: Plans to move a statue depicting
a Royal Marine in the Falklands conflict away
from Portsmouth seafront have been criticised.

PEGASUS: A campaign has been launched to
keep a statue of a Falklands War marine in Hamp-
shire.

SpanCopy: A campaign to keep a statue of a
Royal Marine marching across the Falklands in
Portsmouth has been launched.

SpanCopy + GR: A statue of a Royal Marine
marching across the Falklands during the Falk-
lands War Memorial should remain in its current
location, campaigners have said.

Table 1: An example of entity-level factual inconsis-
tency from the XSum dataset. The summary generated
by PEGASUS totally missed one entity (Royal Marine)
and one entity indicates a larger area than the correct
one (Hampshire).

worthy entities in the source document using the081

hidden states from the encoder, or jointly generat-082

ing the entities and the summaries, i.e. generating083

a chain of entities in the summary followed by the084

summary. Yet, both methods do not explicitly en-085

courage the model to generate the summaries with086

more valuable entities, as both of them aim to guide087

the model to detect the summary-worthy entities088

without any changes in the summary generation089

process. Instead, aiming for a lean and modular090

solution, we propose the SpanCopy Mechanism091

to explicitly copy the matched entities2 from the092

source documents when generating the summaries.093

One key advantage of our proposal is that it can094

be easily integrated into any pre-trained generative095

sequence-to-sequence model.096

Since often only a few of the entities in the097

source documents can be included in the summary,098

which we call ‘summary-worthy entities’, we also099

explore an additional Global Relevance component100

to better recognize the summary-worthy entities by101

automatically generating a prior distribution over102

all the entities in the source documents.103

We test our proposal on four summarization104

datasets in the news and scientific paper do-105

2We particularly focus on the Named Entities in this paper,
but our method can be easily applied to any kinds of span or
entities.

main, comparing it with the SOTA PEGASUS sys- 106

tem (Zhang et al., 2020). In a first set of experi- 107

ments, as a sanity check, we assess our models on 108

arguably easier subsets of these datasets, where all 109

the entities in the reference summaries belong to 110

the source document. In these cases, SpanCopy 111

should definitely dominate PEGASUS, which is 112

confirmed by the results. In a second set of exper- 113

iments, we fine-tune and test on the full datasets. 114

On this realistic and more challenging task, we 115

find that SpanCopy (without Global Relevance) 116

can strongly improve the entity-level factual con- 117

sistency (+2.28) on average across datasets, with 118

essentially no change in saliency (−0.06). 119

2 Related Work 120

2.1 Abstractive Summarization 121

Early neural abstractive summarization mod- 122

els (Nallapati et al., 2016; Paulus et al., 2018; 123

See et al., 2017) are mainly sequence-to-sequence 124

models based on different variants of RNN, e.g. 125

LSTM or GRU, with additional components tar- 126

geting different properties of the summaries, like 127

redundancy (Tan et al., 2017) and coverage (See 128

et al., 2017). However, all the recurrent models suf- 129

fer from serious weakness like long-term memory 130

loss, and requiring excessive time to train. 131

To tackle these problems, researchers in the 132

area of abstractive summarization started to use 133

attention-based transformer models (Liu and La- 134

pata, 2019a,b); recently reaching SOTA perfor- 135

mance when pre-trained generative transform- 136

ers are applied to the task, e.g. BART (Lewis 137

et al., 2020), PEGASUS (Zhang et al., 2020) and 138

PRIMERA (Xiao et al., 2021). The SpanCopy 139

mechanism we propose in this paper can be advan- 140

tageously injected into any pre-trained models. 141

2.2 Factual Consistency 142

Despite the large improvements with respect to 143

automatic evaluation metrics, recent studies (Cao 144

et al., 2018; Kryscinski et al., 2020) show that 145

around 30% of the summaries generated by the 146

SOTA summarization models contain factual incon- 147

sistencies. Ideally, the assessment of factual consis- 148

tency should rely on human annotations (Maynez 149

et al., 2020), but these are costly, time consum- 150

ing and lack a unified standard. Thus promising 151

automatic evaluation metrics for factual consisten- 152

cies of generated summaries have been explored in 153

recent years. To assess relation-level factual consis- 154
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Figure 1: Structure of the model with Entity-based SpanCopy Mechanism, with five components: Encoder, Decoder,
Span Copier, Copy Gate and Generator. The upper left bar plot shows the Global Relevance component, predicting
the prior probability of all the entities {e1, e2, e3, e4} to be copied to the summary.

tency two kinds of metrics have been proposed: one155

based on classification (Kryscinski et al., 2020),156

and one based on Question-Answering (Maynez157

et al., 2020; Durmus et al., 2020). For entity-level158

factual consistency, the focus of this paper, Nan159

et al. (2021) propose a simple but effective evalua-160

tion metric, based on the matched named entities161

in both generated and ground-truth summaries. In162

our work, we use such metric to evaluate whether163

the generated summaries are consistent with both164

the source documents and the reference summaries165

at the entity-level.166

2.3 Copy Mechanism167

See et al. (2017) first apply pointer-generator net-168

work in an abstractive summarization model, which169

facilitates copying words from the source docu-170

ments by pointing, i.e., generating a distribution of171

probabilities to copy each word from the source.172

Following their work, Bi et al. (2020) propose173

PALM, in which the copy mechanism is applied174

on top of the transformer model, and with a novel175

pre-training schema, the model achieves SOTA on176

several generative tasks, such as abstractive sum-177

marization and generative QA. More recently, Li178

et al. (2021) further explores how to make use of179

the copy history to predict the copy distribution for180

the current step. However, all the aforementioned181

works focus on copying at the word level, which182

tends to be sparse and noisy. Instead, we aim to183

train the model to copy spans of text i.e., the named184

entities, in this paper.185

Admittedly, some previous work has also inves- 186

tigated span-based copy mechanisms. Yet, those 187

models either predict the start and end indices of a 188

span (Zhou et al., 2018), or predict the BIO labels 189

for each token (Liu et al., 2021). Even if such 190

strategies can copy any kinds of spans (clauses, 191

n-grams, entities, phrases or longest common se- 192

quence) from the source document, they may intro- 193

duce unnecessary noise and break the coherence 194

of the generated text. In this work, we focus on 195

copying the spans of the Named Entities, extracted 196

by a high-quality NER tool, aiming to improve fac- 197

tual consistency of the generated summary without 198

negatively affecting saliency. 199

3 Our SpanCopy Method 200

3.1 Transformer-based Summarizers 201

Typically, transformer-based summarization(Lewis 202

et al., 2020; Zhang et al., 2020) consists of two 203

steps (i) The Encoding Step (by the Encoder 204

shown in yellow in Fig.1), which encodes the 205

source input(s) into an hidden space; (ii) the De- 206

coding Step, which computes a probability distri- 207

butions on the output vocabulary to generate each 208

token of the resulting summary. In this paper, to 209

better describe our methods in the context of a 210

generic summarization models, we split the De- 211

coding process into two components, the Decoder 212

itself (shown in green in Fig.1), which outputs the 213

representations of predicted tokens, and the Gen- 214

erator (shown in purple in Fig.1), an MLP layer 215
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mapping the representations to the final probability216

distribution on the output vocabulary.217

More formally, for a document with n tokens218

D = {td1, td2, ..., tdn}, and the corresponding sum-219

mary with m tokens, S = {ts1, ts2, ..., tsm}, the220

output of the Encoder is a sequence of hidden221

states of all the tokens, i.e. {he1, he2, ..., hen}. And222

then the Decoder predicts a sequence of vector,223

{hd1, hd2, ..., hdm}, representing the tokens to be pre-224

dicted. Finally, the Generator maps those vec-225

tors to the distributions over the vocabulary, i.e.226

{p1,p2, ...,pm}, where pi ∈ R|V |.227

3.2 SpanCopy Mechanism228

A key problem with generic sequence-to-sequence229

transformer-based summarizers is that the decod-230

ing step is prone to generate factual inconsistencies,231

i.e. the model may make up entities or relations232

that are not entailed by the source documents. To233

address entity-level factual inconsistency, we intro-234

duce in the Decoding Step the SpanCopy mecha-235

nism, which can be conveniently plugged into any236

pre-trained models. Specifically, we first identify237

and match the entities in both source document and238

summary, and then instead of generating the entire239

summary word by word, we add an additional Span240

Copier to directly copy entities from the source doc-241

ument, with a Copy Gate predicting the likelihood242

of whether the model should generate the current243

token from the vocabulary or directly copy an entity244

from the source document.245

Span Copier (shown in blue in Fig.1) is an at-246

tention module over all the entities in the input247

document. Suppose there are |E| entities in the248

input document, with each entity j being a span249

over tokens [djs , dje ], then the entities can be sim-250

ply represented as ej = avg([hejs : h
e
je
]), where hei251

represents the output of the encoder for each token252

di. At each decoding step i, we compute the logit253

vector of copying each entity at the current step as:254

oci = Q(hdi ) ·K(ej),o
c
i ∈ R|E| (1)255

indicating how likely it is to copy the entities from256

the source document at each step. Notice that to257

better balance the numeric difference caused by the258

size of selection space (|V | and |E|), we generate259

and combine the raw logit vectors3 from the Span260

Copier and Generator, and take softmax over the261

combined space to get the final probability.262

3The vector of raw (non-normalized) predictions that the
classification model generates

Copy Gate (shown in red in Fig.1) is a classifier 263

to map the hidden states to a singular value, i.e. 264

pcopyi = σ(MLP (hdi )), p
copy
i ∈ [0, 1] (2) 265

which indicates the probability of copying an entity 266

at each step. On the contrary, 1− pcopyi represent 267

the probability of generating a token from the vo- 268

cabulary at step i. 269

Then the final probability, combining both gener- 270

ation over the vocabulary and the copy mechanism 271

over the entity space, is computed as 272

pfinal
i = softmax([(1− pcopyi ) · ogi , p

copy
i · oci ]) (3) 273

with pfinal
i ∈ R(|V |+|E|), where ogi ∈ R(|V |) is the 274

logit vector of token generation and oci ∈ R(|E|) 275

is the logit vector of entity copying. As a result, 276

the first |V | dimensions of the final probability rep- 277

resent the probability of generating all the tokens 278

from the vocabulary, while the following |E| di- 279

mensions contain the probabilities of copying the 280

entities from the source document. 281

Note that the input of the original Decoder in the 282

transformer model at each step is the embedding 283

of the previous token (which is the ground-truth 284

one during training, and the predicted one for in- 285

ference), but a span of text longer than 1 does not 286

naturally have an embedding to match. We simply 287

use the average of the embedding of all the tokens 288

in the entity, following previous work using aver- 289

age embedding to represent a span of text (Xiao 290

and Carenini, 2019). 291

3.3 Loss 292

We use the standard loss for abstractive summa- 293

rization, i.e. the cross entropy loss between the 294

predicted probability and the ground truth labels, 295

L1 =
∑
i

Ls(p
final
i , ti) (4) 296

However, notice that, since the predicted probabil- 297

ity distribution is over the combined space of vo- 298

cabulary size and entity size (pfinal
i ∈ R|V |+|E|), 299

the corresponding ground truth labels can be either 300

indices of words to be generated from the vocabu- 301

lary, or the indices of entities to be copied from the 302

source document, i.e. ti ∈ [0, |V | + |E|]. Specif- 303

ically, if ti < |V |, then the ti-th token should be 304

generated, and if ti > |V |, the (ti − |V |)-th entity 305

should be copied from the source document. 306
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Dataset
Original Filtered

Ldoc Lsumm Ndoc Nsumm srcp(gt) Ldoc Lsumm Ndoc Nsumm srcp(gt)

CNNDM 690.9 52.0 42.8 5.9 80.41 671.9 47.1 39.4 4.4 100
XSum 373.8 21.1 27.9 2.7 39.85 483.4 20.6 31.6 1.9 100
Pubmed 3049.0 202.4 71.1 6.4 70.93 3165.4 178.5 69.9 3.4 100
arXiv 6033.3 271.5 157.5 6.0 39.12 6478.9 164.1 161.9 2.3 100

Table 2: Statistics of all the datasets (original/filtered), on the lengths (Ldoc,Lsumm) and number of entities (Ndoc,
Nsumm) in the source documents and ground truth summaries, as well as srcp(gt), the entity level source-precision
of the ground-truth summary.

3.4 SpanCopy with Global Relevance307

Among all the entities in the source documents,308

there are only a few summary-worthy entities that309

should be copied into the summary (e.g. around310

10% in CNNDM and 1.5% in arXiv). To make311

the model better recognize such summary-worthy312

entities, we explore a Global Relevance (GR) com-313

ponent, which takes all the entities in the source314

document as inputs, and predicts how likely each315

entity is to appear in the final summary. We use316

the generated ‘entity likelihood’ as a prior distribu-317

tion for the Span Copier component, with GR also318

trained as an auxiliary task.319

Global Relevance is a classifier mapping the hid-320

den state of a source document entity into a value321

within [0, 1], indicating the probability that such322

entity should be included in the summary.323

gr = σ(MLP (e)),gr ∈ R|E| (5)324

Then pfinali in Eq.3 is updated with gr as325

pfinal
i = softmax([(1− pcopyi ) · ogi

, pcopyi · oci · gr])
(6)326

New Loss As an auxiliary task, we also train the327

model with the ground-truth GR labels to make it328

more accurate. Specifically, the label ygri = 1 if329

the i-th entity in the input document is included in330

the ground truth summary. Then we update the loss331

function with Lgr balanced by β:332

L2 =(1− β)
∑
i

Ls(p
final
i , ti)

+ β
∑
j

Lgr(grj , y
gr
j )

(7)333

4 Experiments and Analysis334

4.1 Settings335

SpanCopy can be plugged into any pre-trained336

generation model. In this paper, we use PEGA-337

SUS(Zhang et al., 2020) as our base model, since it338

Dataset # Data (original) # Data (filtered)

CNNDM 287,113/13,368/13,368 105,847/4,490/3,903
XSum 204,017/11,327/11,333 42,481/2,349/2,412

Pubmed 119,924/6,633/6,658 32,123/1,797/1,772
arXiv 202,914/6,436/6,440 66,360/2,365/2,324

Table 3: Number of data examples in all the datasets
(original v.s. filtered).

has delivered top performance on multiple summa- 339

rization datasets. We recognize named entities with 340

an off-the-shelf NER tool4. The balance factor β 341

of GR is set by grid search on small subsets of each 342

dataset (2k for training and 200 for validation). 343

4.2 Evaluation Metrics 344

To evaluate the saliency and entity-level factual 345

consistency of the generated summaries, we apply 346

the following metrics: 347

Saliency metrics assess the similarity of the gen- 348

erated summary with the reference summary. 349

ROUGE scores (Lin, 2004) measure the n-gram 350

overlaps between generated and ground truth sum- 351

maries. We apply the metrics R-1, R-2 and R-L. 352

Summary-precision, -recall and -f1 (sump, 353

sumr and sumf ) (Nan et al., 2021) measure the 354

precision/recall/f1 score of the matched entities in 355

the generated summaries and the reference sum- 356

maries. we use NE(Sref ) and NE(Sgen) to repre- 357

sent the named entities in the reference summaries 358

and generated summaries, respectively. 359

sump = |NE(Sref ) ∩NE(Sgen)|/|NE(Sgen)| 360

sumr = |NE(Sref ) ∩NE(Sgen)|/|NE(Sref )| 361

sumf = 2 ∗ (sump + sumr)/sump ∗ sumr 362

These three metrics measure the entity-level 363

saliency of the generated summaries, i.e. recog- 364

nizing how many copied (and generated) entities 365

are salient, and should be included in the summary. 366

4https://spacy.io/
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Model ROUGE Entity(Summ) Entity(Doc)
R-1 R-2 R-L sumr sump sumf srcp

CNNDM Filtered

PEGASUS 44.70 22.23 32.52 50.80 45.32 45.03 92.85
SpanCopy 45.46 23.12 33.48 53.08 48.63 47.86 94.64
SpanCopy+GR 45.74 23.44 33.67 54.61 48.27 48.36 95.02

XSum Filtered

PEGASUS 43.01 19.00 34.01 59.14 54.94 54.68 77.32
SpanCopy 44.23 19.90 35.50 61.34 59.15 58.16 84.30
SpanCopy+GR 43.78 19.12 34.97 60.69 60.50 58.36 83.75

Pubmed Filtered

PEGASUS 46.99 21.46 42.57 42.63 33.28 33.16 73.59
SpanCopy 47.82 22.34 43.43 41.58 34.12 33.44 73.74
SpanCopy+GR 48.04 22.18 43.56 42.11 36.21 34.86 74.15

arXiv Filtered

PEGASUS 46.23 18.02 41.02 37.65 35.98 33.48 68.13
SpanCopy 46.36 18.29 41.23 39.50 37.61 34.95 72.12
SpanCopy+GR 46.56 18.27 41.34 35.38 36.11 32.76 67.56

Table 4: Result of our models and the compared backbone model (PEGASUS) on the filtered datasets. ROUGE
score and Entity(Summ) are mainly used to measure the word-level saliency and entity-level saliency, respectively.
Entity(Doc) is used to measure the entity-level factual consistency. Red represents the lowest among all the three
models, while Green represents the highest.

Entity-level factual consistency metric: mea-367

sures the named entity matching between the gen-368

erated summaries and the source documents. (Nan369

et al., 2021) With NE(D) and NE(Sgen) rep-370

resenting the named entities in the source doc-371

ument and generated summaries, respectively,372

Source-precision(srcp) measures how many en-373

tities in the generated summaries are from the374

source documents, i.e. srcp = |NE(D) ∩375

NE(Sgen)|/|NE(Sgen)|. It is an evaluation met-376

ric for entity-level factual consistency, as it directly377

measures how consistent the generated summaries378

are with the source.379

4.3 Datasets380

We test and compare our SpanCopy model with381

the original PEGASUS on four datasets, in the do-382

mains of news (CNNDM(Nallapati et al., 2016),383

XSum(Narayan et al., 2018)) and scientific papers384

(Pubmed and arXiv(Cohan et al., 2018)). As a san-385

ity check, we initially assess our models on subsets386

of these datasets, where all the entities in the ref-387

erence summaries belong to the source document388

(we call these filtered datasets). In these cases389

(srcp(gt) = 1), Spam Copy and GR should dom-390

inate PEGASUS, because by design they tend to391

generate entities from the source document. We392

compare the size of filtered and original datsets in393

Table 3.394

The statistics of the filtered and original datasets, 395

on the lengths and number of entities in the doc- 396

ument and summaries, can be found in Table 2. 397

srcp(gt) measures the entity-level factual consis- 398

tency between the source document and the ground- 399

truth summary, with lower value meaning that there 400

are more novel entities in the ground-truth sum- 401

maries. The table shows that the datasets in the 402

news domain have higher density of the entities 403

with respect to the lengths (number of words) of 404

both documents and ground-truth summaries, i.e. 405

Ndoc/Ldoc and Nsumm/Lsumm are larger for the 406

news articles. a possible explanation is that news 407

articles tend to describe an event or a story, which 408

may contain more names of people, organizations, 409

locations, etc., as well as dates. Interestingly, CN- 410

NDM and Pubmed contain less novel than the other 411

two datasets (with higher srcp(gt)), something that 412

the proposed SpanCopy mechanism may benefit 413

from. Comparing the filtered datasets with the orig- 414

inal ones, we can see that the number of entities in 415

the summaries drops for all the datasets, especially 416

for arXiv, as the more entities in the summary, the 417

less likely they can be all matched to the source 418

documents. 419

4.4 Results and Analysis 420

The results on the filtered and original datasets are 421

shown in Table 4 and Table 5. 422
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Model ROUGE Entity(Summ) Entity(Doc)
R-1 R-2 R-L sumr sump sumf srcp

CNNDM

PEGASUS 44.62 20.82 31.05 46.87 42.25 42.29 89.92
SpanCopy 44.19 20.86 31.19 43.15 43.87 41.25 91.89
SpanCopy+GR 44.16 20.61 30.97 42.72 43.34 40.79 91.31

XSum

PEGASUS 46.65 23.47 38.67 41.09 44.43 40.96 41.23
SpanCopy 46.23 22.76 37.96 39.90 42.97 39.70 41.89
SpanCopy+GR 46.02 22.36 37.58 40.12 42.66 39.67 42.79

Pubmed

PEGASUS 46.11 19.43 41.22 22.12 24.81 20.61 67.03
SpanCopy 46.21 19.86 41.51 23.47 25.10 21.29 68.91
SpanCopy+GR 46.27 19.82 41.59 23.34 25.29 21.39 66.91

arXiv

PEGASUS 44.23 16.55 39.15 20.98 25.42 20.56 52.70
SpanCopy 44.05 16.76 38.91 20.65 25.46 20.39 56.88
SpanCopy+GR 44.00 16.87 38.92 20.01 25.75 20.15 54.21

Table 5: Result of our models and the compared backbone model (PEGASUS) on the unfiltered datasets. See
Table 4 for the details of the columns.

Model Ravg sumf srcp

CNNDM

SpanCopy -0.08 -1.04 +1.97
SpanCopy+GR -0.25 -1.50 +1.39

XSum

SpanCopy -0.61 -1.26 +0.66
SpanCopy+GR -0.94 -1.29 +2.16

Pubmed

SpanCopy +0.27 +0.68 +1.88
SpanCopy+GR +0.31 +0.78 -0.12

arXiv

SpanCopy +0.20 +1.47 +3.99
SpanCopy+GR +0.30 -0.72 -0.57

Overall (avg. across all datasets)

SpanCopy -0.06 -0.04 +2.13
SpanCopy+GR -0.15 -0.68 +0.72

Table 6: The relative ROUGE score (avg of R-1, R-2 and
R-L), the entity-level summary-f1 and source-precision
of our models, compared with the PEGASUS model on
the four datasets (original). The last block shows the
overall performance for all the datasets.

Filtered Datasets We first evaluate our models,423

with the backbone model, PEGASUS on the fil-424

tered datasets, which is an easier task, and the re-425

sults can be found in Table 4. All the models are426

fine-tuned and tested on the filtered datasets. Since427

we only keep the examples with all the entities in428

the summaries being matched with the entities in429

the source documents, the theoretical ceiling of430

srcp is 100. Comparing SpanCopy and PEGA-431

SUS, SpanCopy performs better than PEGASUS 432

regarding both saliency and entity-level factual con- 433

sistency. Plausibly, this is because all the entities 434

in the ground-truth summary can be copied from 435

the source document, in which case the SpanCopy 436

mechanism can better learn to copy. The SpanCopy 437

model with the GR component performs better re- 438

garding the entity-level saliency on three out of 439

all the four datasets. On arXiv, the performance 440

of SpanCopy with the GR component regarding 441

both entity-level saliency and factual consistency 442

is quite low. One likely reason might be that it is 443

a rather difficult task to identify the salient enti- 444

ties in the arxiv dataset, as there is a large amount 445

of entities in the source documents, but only very 446

few entities are summary-worthy (164.1 v.s. 2.3 as 447

shown in Table 2), which might bring in excessive 448

noise. 449

Original Datasets In a second set of experiments, 450

we fine-tune and test on the full/original datasets. 451

On this realistic and more challenging task results 452

are encouraging. As shown in Table 5, when the 453

SpanCopy model is compared to PEGASUS, it 454

improves the factual consistency of generated sum- 455

maries with the source documents (srcp) on all the 456

datasets, maintaining a very similar performance on 457

the saliency metrics, i.e. ROUGE and entity-level 458

saliency. Comparing across the four datasets, Span- 459

Copy outperforms PEGASUS on both the saliency 460

and factual consistency metrics on the Pubmed 461

dataset. For better comparison, we show the rel- 462

7



Entities in the Source Document: Yemen(0.28), Americans(0.25), Saudi Arabia(0.23), the State Department(0.23),
CNN(0.20),..., U.S.(0.15), ...

Ground-truth Summary: No official way out for Americans stranded amid fighting in Yemen. U.S. Deputy Chief of
Mission says situation is very dangerous so no mass evacuation is planned .

PEGASUS: CNN’s Ivan Watson joins a mother and her grandchildren waiting to be evacuated from Yemen. The State
Department has said it is too risky to evacuate Americans from the area. Watson meets Americans who were on a CNN
ship that docked at a Yemeni port.

SpanCopy: Dozens of Americans are trapped in Yemen. The U.S. has said it is too dangerous to evacuate Americans.

SpanCopy+GR: The U.S. has said it is too dangerous to evacuate Americans from Yemen. The State Department said it is
too risky to conduct an evacuation of citizens. A group of U.S. organizations have filed a lawsuit against the government’s
stance on evacuations.

Table 7: Example of the entity-level factual inconsistency, taken from the CNNDM dataset. The first block shows
the entities in the source document with high GR scores (shown in parenthesis) from the SpanCopy + GR model.

ative gains/loss regarding PEGASUS on all the463

datasets, as well as the overall average results in464

Table 6. It is clear that the SpanCopy model per-465

forms much better regarding entity-level factual466

consistency (+2.13) with essentially no change in467

saliency (−0.06 on average ROUGE and −0.04 on468

entity-level saliency). Admittedly, despite the suc-469

cess of the GR component on the filtered datasets470

on both word-level and entity-level saliency, it fails471

to deliver any gain on the original datasets. A plau-472

sible explanation is that GR makes the model focus473

excessively on the entities in the source document,474

therefore penalizing generation of new, potentially475

summary-worthy, entities.476

Comparing the entity-level factual consistency477

on the filtered datasets and the original datasets, the478

filtered datasets always have higher srcp than the479

original ones, and the gain is especially larger on480

the XSum and arXiv datasets, as both of them con-481

tain more entity-level hallucinations in the original482

datasets. Remarkably, the performance gain of the483

SpanCopy model over PEGASUS on the filtered484

XSum dataset is much larger on the original XSum485

datasets (7.98 v.s. 0.66) , which might be because486

original XSum is more abstractive, the entity-level487

guidance is especially helpful for the abstractive488

examples with consistent entities in the summary.489

4.5 Qualitative Analysis490

For illustration, we examine a real example from491

the CNNDM dataset in Table 7, which is a news492

article on the evacuation of Americans during the493

time of the crossfire of warring parties in Yemen.494

While all of the three system generated summaries495

are able to capture the main statement that ‘it’s too496

dangerous to evacuate the Americans’, the person497

‘Ivan Watson’ mentioned by PEGASUS’s summary498

does not exist in the source document, i.e., it is499

an ‘hallucinated’ entity. Most likely, PEGASUS is 500

generating such hallucination because ‘Ivan Wat- 501

son’ is a senior CNN correspondent several time 502

associated with Yemen in other news article in the 503

training set, and the model automatically ‘picked 504

the entity from the memory’ to generate the sum- 505

mary without tightly adhering to the given docu- 506

ment. In contrast, both of our models do not con- 507

tain entities that are not in the source document, as 508

the SpanCopy mechanism tend to guide the model 509

to use more the entities in the source document. 510

In addition, with the GR component, although the 511

generated summary contains more matched entities 512

with the source document, it pushes the model too 513

far towards copying entities which are not salient 514

(e.g. The State Department). 515

5 Conclusion and Future Work 516

In this paper, we tackle the problem of entity-level 517

factual consistency for abstractive summarization, 518

by guiding the model to directly copy the summary- 519

worthy entities from the source document through 520

the novel SpanCopy mechanism (with the optional 521

GR component), which can be integrated into any 522

transformer-based generative frameworks. By run- 523

ning a sanity check on arguably easier subsets of 524

four diverse summarization datasets, SpanCopy 525

with GR is confirmed to perform better on both 526

entity-level factual consistency and saliency. More 527

tellingly, the experiments on the original test sets 528

show that the SpanCopy mechanism can effectively 529

improve the entity-level factual consistency with 530

essentially no change in the word-level and token- 531

level saliency. In the future, we plan to extend 532

our approach towards controllable generation with 533

given entities. Specifically, instead of using the 534

learnt GR scores, the model could generate sum- 535

maries with desired entities provided by human. 536
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Limitation537

In our method, we employ an existing NER tool538

(Spacy) to label the entities in both the source doc-539

uments and the summaries, and the performance540

of the NER tool may have an influence on the re-541

sults of the model. Thus a good in-domain NER542

tool may be required when the work is extended to543

some specific domains, e.g. medical text.544

In addition, we use PEGASUS(Zhang et al.,545

2020) as our base model in all the experiments546

on different datasets, as it has delivered top per-547

formance on multiple summarization datasets. We548

follow the original paper on the length limits of all549

the datasets, however, the length of the source doc-550

uments in both scientific paper datasets are much551

longer than the length limit (3k/6k v.s. 1024),552

which leaves the room for further improvement553

with sparse attention techniques applied (Xiao et al.,554

2021; Guo et al., 2022).555

Ethics Consideration556

Although we tackle the problem of factual inconsis-557

tency for abstractive summarization, and improve558

the entity-level factual consistency of the generated559

summaries by applying the entity-level span copy560

mechanism, the generated summaries still contain561

unfactual information. Therefore, caution must be562

exercised when the model is deployed in practical563

settings.564
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B Software and Licenses754

Our code is licensed under Apache License 2.0.755

Our framework dependencies are:756

• HuggingFace Datasets6, Apache 2.0757

• NLTK 7, Apache 2.0758

• Numpy8, BSD 3-Clause "New" or "Revised"759

• Spacy9, MIT760

• Transformers10, Apache 2.0761

• Pytorch11, Misc762

• Pytorch Lightning 12,Apache 2.0763

• ROUGE 13, Apache 2.0764

6https://github.com/huggingface/
datasets/blob/master/LICENSE

7https://github.com/nltk/nltk
8https://github.com/numpy/numpy/blob/

main/LICENSE.txt
9https://github.com/explosion/spaCy/

blob/master/LICENSE
10https://github.com/huggingface/

transformers/blob/master/LICENSE
11https://github.com/pytorch/pytorch/

blob/master/LICENSE
12https://github.com/PyTorchLightning/

pytorch-lightning/blob/master/LICENSE
13https://github.com/google-research/

google-research/tree/master/rouge
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