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Abstract

Large language models (LLMs) are increasingly being asked to make economically
rational decisions and indeed are already being applied to economic tasks like stock
picking and financial analysis. Existing LLM benchmarks tend to focus on specific
applications, making them insufficient for characterizing economic reasoning more
broadly. In previous work, we offered a blueprint for comprehensively benchmark-
ing strategic decision-making Raman et al. [2024]. However, this work did not
engage with the even larger microeconomic literature on non-strategic settings.
We address this gap here, taxonomizing microeconomic reasoning into 58 distinct
elements, each grounded in up to 10 distinct domains, 5 perspectives, and 3 types.
The generation of benchmark data across this combinatorial space is powered by a
novel LLM-assisted data generation protocol that we dub auto-STEER, which gen-
erates a set of questions by adapting handwritten templates to target new domains
and perspectives. By generating fresh questions for each element, auto-STEER
induces diversity which could help to reduce the risk of data contamination. We
use this benchmark to evaluate 27 LLMs spanning a range of scales and adaptation
strategies, comparing performance across multiple formats—multiple-choice and
free-text question answering—and scoring schemes. Our results surface systematic
limitations in current LLMs’ ability to generalize economic reasoning across types,
formats, and textual perturbations, and establish a foundation for evaluating and
improving economic competence in foundation models.

1 Introduction

There has been much recent interest in both assessing and improving the decision-making abilities of
LLMs. Over the past century or so, the quantitative study of optimal decision-making has largely
been conducted in the field of economics. This study has yielded a wide range of normative principles,
identification of qualitatively different settings in which different such principles apply, and robust
senses in which human decision-makers systematically tend to fall short of the optimal ideal. It is
thus both natural and important to assess the decision-making performance of LLMs according to
the yardstick of economic rationality. Beyond this abstract sense in which economics is important
to LLMs, there additionally exist a wide range of economic application areas in which LLMs are
already being fruitfully applied. Some prominent examples include financial sentiment analysis,
where LLMs are tasked with analyzing the sentiment information of financial texts [Malo et al., 2013,
Maia et al., 2018, Araci, 2019, Yang et al., 2020]; question answering, where LLMs are tasked with
answering an economic question based on the provided information [Maia et al., 2018, Chen et al.,
2021, 2022, Shah et al., 2022, Xie et al., 2023b, Raman et al., 2024]; financial text summarization,
which entails condensing long unstructured financial texts into short summaries that capture crucial
information and maintain factual consistency with the original long texts [Mukherjee et al., 2022,
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Zhou et al., 2021]; and Named Entity Recognition, which asks the model to detect critical financial
entities such as persons, organizations, and locations [Alvarado et al., 2015, Shah et al., 2022]. More
open-ended applications are also starting to emerge. LLMs such as WallStreetBERT, TradingGPT,
FinGPT, FinTral, and BloombergGPT are already giving advice to investors and financial advisors
[Xie et al., 2023a, Li et al., 2023, Yang et al., 2023, Bhatia et al., 2024, Wu et al., 2023]. LLMs are
also being deployed as agents to automate budgetary planning and allocation [Chen et al., 2023] as
well as in simulations to analyze the impact of policy changes on key indicators like inflation and
GDP growth [Carriero et al., 2024, Li et al., 2024a].

It is thus important to be able to determine when we should trust an LLM in such an open-ended
economic application, or more broadly when we should consider that an LLM meets the standard
of economic rationality. We argue that a necessary condition is that it should demonstrate robust
performance on the fundamentals of economic reasoning, just as, e.g., human experts in finance
and economics are required to do. Many existing benchmarks have been proposed, many of which
were introduced in papers cited above, but most focus narrowly on a single task or application rather
than assessing economic reasoning more broadly. A second—useful but insufficient—category of
benchmarks tests foundational concepts in mathematics, ranging from basic arithmetic to complex
problem-solving [Huang et al., 2016, Ling et al., 2017, Amini et al., 2019, Lample and Charton, 2019,
Zhao et al., 2020]. Notable examples include GSM8K [Cobbe et al., 2021], a small but varied dataset
of moderately difficult math problems, and MATH [Hendrycks et al., 2021], a challenging benchmark
at the time, where no evaluated model had reached expert-level performance. Recent state-of-the-art
models routinely achieve pass@k accuracies exceeding human performance on these benchmarks.
However, such pass@k metrics are inherently optimistic—they credit models if any of k sampled
completions is correct, yielding only an upper bound on true capability. Metrics that reflect only
best-case performance can mislead users about model robustness and provide an untrustworthy basis
for deploying LLMs in high-stakes economic applications. Trustworthy deployment demands more
than narrow competence; it requires comprehensive evaluations.

What might comprehensive assessment of an LLM’s economic reasoning look like? We propose
three guiding principles. First, evaluations should include diverse economic domains. Economics
involves problems such as determining optimal consumption, forecasting profits under uncertainty,
and analyzing supply shifts on equilibrium prices. Moreover, LLM performance can vary significantly
across closely related tasks or subtle textual changes [e.g., Hendrycks et al., 2020a, Ribeiro et al.,
2020]. For instance, LLMs proficient in maximizing profit might falter at minimizing cost, or perform
inconsistently across similar budget-allocation tasks when contexts differ. Second, evaluations should
span different LLM adaptation strategies and metrics to verify that the performance metrics reflect
true behavior rather than artifacts of particular adaptations or scoring schemes [Ethayarajh and
Jurafsky, 2020, Lester et al., 2021, Islam et al., 2023, Schaeffer et al., 2023, Bhatia et al., 2024]. In a
setting where precise quantitative reasoning is critical, differences in adaptation—such as whether a
model is permitted to call external tools for computation or perform chain-of-thought reasoning—
can substantially alter performance. Finally, assessments must be robust to variations in testing
format and environment, guarding against biases introduced by specific paradigms. This is especially
important in economics, where obtaining correct answers often requires multi-step reasoning and
where validating correctness is often easier than producing a correct solution. For example, comparing
multiple-choice question answering (MCQA) versus free-text question answering (FTQA) can reveal
whether high scores arise from superficial cues or genuine economic reasoning. By organizing
benchmarks around these parallel desiderata, we can build assessments that yield reliable measures
of economic reasoning.

Our own recent work [Raman et al., 2024] developed a benchmark distribution—dubbed STEER—for
assessing economic reasoning in strategic settings, which aimed for comprehensiveness in the first
two principles. This work began by taxonomizing the fundamental concepts underlying game theory
and decision theory into 64 distinct “elements of economic rationality,” ensuring that the elements
in the benchmark covered a wide range of strategic contexts and decision-making problems. It
furthermore formalized a hierarchy across elements so that an LLM’s performance could be better
understood in the context of its dependent subtasks. We generated a huge set of questions from
this taxonomy, which vary in their difficulty and domain (e.g., finance, medicine, public policy).
Crucially, to assess reasoning robustness rather than one-off success, we queried each question set
with hundreds of semantic and numeric perturbations, requiring models to consistently derive the
correct answer across varied forms. The paper concluded with an evaluation of 28 LLMs over two
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adaptation strategies and scored with a suite of metrics. We defined this evaluation framework as a
STEER Report Card (SRC), a flexible scoring rubric that can be tuned by the user for their particular
needs.

While STEER is comprehensive in its taxonomy, hierarchy, and robustness checks, it has a key
limitation: it neglects much of the subject matter of microeconomics. This blind spot is multiagent
settings in which agents nevertheless act nonstrategically. Such reasoning is widespread in competitive
markets, where each agent’s impact on the market is too small to affect prices unilaterally. For
example, while a mobile phone manufacturer might make a strategic decision about the number of
handsets to produce and the price to sell them at, a small farm’s decision to produce wheat instead of
corn given market prices is non-strategic. To address these gaps, this paper employs and extends the
STEER blueprint to construct a benchmark for non-strategic economic reasoning. Specifically, we built
a taxonomy of non-strategic economics consisting of 58 elements. We then instantiated each element
in the taxonomy across 8–10 domains. From here, we expanded on the blueprint in two ways. First,
we increased the diversity of the questions in the dataset and instantiated each element in 5 different
perspectives and up to 3 types (as defined in Section 3.1). Second, we expanded STEER’s evaluation
framework by encoding every question in both MCQA and FTQA format, included newer LLMs (27
in total) and new scoring metrics (a family of 4 calibration metrics).We dub our benchmark STEER-ME,
reflecting both its conceptual links to the original STEER and its novel focus on microeconomics.

There are two other conceptual senses in which the current paper goes beyond our previous work on
STEER. First, even given the best possible LLM benchmark, data contamination poses an increasingly
important challenge [Sainz et al., 2023, Deng et al., 2023, Ravaut et al., 2024]. Data contamination
occurs when the test data used to evaluate an LLM is similar or identical to data the LLM encountered
during training, leading to inflated performance metrics that do not accurately reflect the LLM’s
true capabilities. To tackle this issue, we introduce a new dynamic data generation process called
auto-STEER which we used to generate all of the questions in STEER-ME. auto-STEER combines many
of the features present in existing dynamic and modular frameworks [Gioacchini et al., 2024, Wang
et al., 2024, White et al., 2024] that we detail in Appendix B. Second, STEER relies exclusively on
MCQA, offering no ability to explore biases arising from the form in which questions are posed. As
we will see, this distinction matters profoundly for evaluating a model’s economic reasoning.

In what follows, Section 2 gives an overview of our taxonomy; for space reasons we defer definitions
and examples of each element—which are extensive—to Appendix A. Section 3 describes how we
used this taxonomy to build the benchmark distribution. For 37 elements, we have written LLM
prompts to synthetically generate 1,000–5,000 multiple-choice questions and manually validated
500 generations per element. Section 4 describes the setup of an experiment in which we generated
full SRCs for 28 LLMs, ranging from Llama-2 7B to o1-preview, evaluated on a total of 21,000 test
questions. We spent $12,439.54 making requests to OpenAI and Anthropic’s API and 9.81 GPU
years of compute to evaluate open-source models. Finally, we survey our experimental results in
Section 5. Here, we offer a few highlights: (i) Even though an LLM may look excellent when
you grant it k tries per question, its actual reasoning lacks robustness: changes in the domain or in
parameter values often cause performance loss; (ii) MCQA questions are susceptible to exploitation,
leading to inflated performance as LLMs rely on shortcuts such as substituting provided options; (iii)
FTQA questions, by removing such shortcuts, can serve as an effective diagnostic tool to pinpoint
specific conceptual misunderstandings and reasoning errors (e.g., defaulting to Marshallian rather than
Hicksian demand derivations); and (iv) performance on foundational mathematical tasks—such as
exponent manipulation—strongly predicts accuracy on more complex economic reasoning problems
within our benchmark.

We will release all model outputs to support evaluation research and contributions via our website
steer-benchmark.cs.ubc.ca, allowing users to deeply probe all of our experimental results and
the underlying model prediction details. Finally, we will release an extensible codebase to support
the community in taking STEER-ME further.

2 Elements of Microeconomic Reasoning

Our first step in generating a benchmark for non-strategic microeconomics is to taxonomize this space.
Previous work by Raman et al. [2024] developed a taxonomy for economic rationality within strategic
domains. Their approach involved identifying foundational principles that define how agents should
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Setting 1: Foundations
Module 1.1: Optimization �

Module 1.2: Systems of Equations �
Module 1.3: Derivatives and Homotheticity �

Number of elements: 6
Number of questions: 127, 342
Number of types: 1

Setting 2: Consumption Decisions in Non-Strategic Environments
Module 2.1: Properties of Utility Functions �
Module 2.2: Deriving Demand �

Module 2.3: Comparative Statics of Demand �

Module 2.4: Labor Supply �

Module 2.5: Dynamic Consumption Decisions �

Number of elements: 22
# of questions: 3, 295, 770
Number of types: 14

Setting 3: Production Decisions in Non-Strategic Environments
Module 3.1: Properties of Production Functions �
Module 3.2: Deriving Factor Demand �

Module 3.3: Comparative Statics with Production �

Module 3.4: Dynamic Production Decisions �

Number of elements: 16
# of questions: 1, 333, 330
Number of types: 20

Setting 4: Non-Strategic Decisions in Multi-Agent Environments
Module 4.1: Consumer Goods Market Aggregation �

Module 4.2: Factor Market Aggregation �

Module 4.3: Prices in Static Market Equilibrium �

Module 4.4: Comparative Statics of Equilibrium Prices �

Number of elements: 10
# of questions: 750, 060
Number of types: 6

Setting 5: Evaluating Equilibria and Externalities
Module 5.1: Welfare and Decentralization �

Module 5.2: Welfare Analysis of Market Equilibrium �

Number of elements: 10
# of questions: 698, 367
Number of types: 5

Table 1: High-level diagram of the taxonomy of elements of microeconomic reasoning. At the top
level, we divide the space of decision making into 5 settings; we further subdivide settings into
modules (e.g., Comparative Statics of Demand) that capture conceptually similar behaviors. We also
include a few summary statistics about the dataset. Each � icon is a hyperlink to the corresponding
module in our appendix.

make decisions in specific environments and then organizing these principles, or “elements,” into
progressively more complex decision-making scenarios. We adopt a similar hierarchical approach for
STEER-ME, focusing on organizing economic decision-making principles into structured categories.
However, unlike STEER, which assesses decision-making in strategic environments, our focus is
assessing how agents make decisions given prices and quantities that are determined by the forces of
supply and demand. We call this sub-field non-strategic microeconomics.

Two of the settings from STEER remain directly relevant to non-strategic microeconomics: FOUNDA-
TIONS and DECISIONS IN SINGLE-AGENT ENVIRONMENTS. As we describe our taxonomy, we be-
gin with these foundational settings. The elements we incorporate from FOUNDATIONS—arithmetic,
optimization, probability, and logic—are core mathematical skills essential for microeconomic rea-
soning and are already present in STEER. In STEER-ME, we expand this setting by adding elements
that test basic calculus, such as single-variable derivatives and linear systems of equations. In STEER,
DECISIONS IN SINGLE-AGENT ENVIRONMENTS focused on testing whether an agent can adhere
to the von Neumann-Morgenstern utility axioms when making decisions over a set of alternative
choices. We include those axiomatic elements and extend this setting to include testing the properties
of commonly used parameterizations of utility functions in non-strategic microeconomic contexts,
such as utility functions with satiation points, monotone preferences, and budget constraints.

Building directly on these foundational settings, we introduce the next setting, DECISIONS ON
CONSUMPTION IN NON-STRATEGIC ENVIRONMENTS, which tests an agent’s ability to optimally
exchange time and money for desired goods and services. Elements in this setting assume that
the agent is a price taker, meaning that the agent accepts market prices as given rather than fore-
casting how a purchase might move the market. First, we test the agent’s ability to derive demand
functions consistent with the axioms and functional forms from DECISIONS IN SINGLE-AGENT
ENVIRONMENTS. These foundational elements are useful in assessing whether an agent can make
consistent, rational choices in response to market prices. We then include elements testing the agent’s
ability to determine optimal consumption bundles, decide when to leave the workforce, and conduct
comparative statics with demand functions.
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DECISIONS ON PRODUCTION IN NON-STRATEGIC ENVIRONMENTS tests an agent’s ability to
decide on the combination of inputs to efficiently produce goods and services to maximize profits.
The setting starts by assessing the agent’s ability to identify and analyze basic properties of production
functions, such as the relationship between input quantities and output levels. This includes concepts
like returns to scale, diminishing marginal returns, and the technological constraints that shape
production capabilities. We then test the agent’s ability to conduct expenditure minimization and its
dual, profit maximization. This involves solving optimization problems where the agent must use
marginal analysis to determine the quantity of output that maximizes profit (i.e., minimizes cost).

DECISIONS IN MULTI-AGENT NON-STRATEGIC ENVIRONMENTS considers consumers and pro-
ducers who each reason according to the principles just described to trade with each other. This
more complex setting requires an agent to reason about how the aggregated behaviors of consumers
and producers lead to market-clearing prices that balance supply and demand. This setting covers
elements such as finding market-clearing prices, computing competitive equilibria, and analyzing the
comparative statics of equilibrium in markets where individual actions do not directly impact others.

Our last setting, EVALUATING EQUILIBRIA AND EXTERNALITIES, tests agents on their ability to
evaluate whether equilibria are efficient and to analyze the effects of interventions, such as taxes
or price ceilings, on welfare. In this setting, agents must not only be able to analyze how supply
and demand dynamics establish equilibrium prices but also consider how external interventions shift
these dynamics and alter the behavior of both consumers and producers. The elements in this setting
can be relatively simple (e.g., compute consumer/producer surplus) or involve detailed counterfactual
analysis (e.g., predict how interventions impact prices, the allocation of resources, and welfare
outcomes).

For a more detailed discussion on the structure of these elements and the methodology we used to
group the elements, including formal definitions, we refer the reader to Appendix A.

3 The STEER-ME Benchmark

We first give an overview of STEER-ME dataset and then explain the process we used to generate and
validate these questions, which we call auto-STEER. Finally, we describe our evaluation framework.

3.1 Dataset

We implement our benchmark in both Multiple-Choice Question Answering (MCQA) and Free-Text
Question Answering (FTQA) formats, enabling direct comparisons across evaluation protocols. The
MCQA format aligns with widely used conventions in prior work [see, e.g., Rajpurkar, 2016, Wang
et al., 2018, 2019, Zellers et al., 2019, Hendrycks et al., 2020b, Shah et al., 2022, Liang et al., 2022,
Suzgun et al., 2022], while the FTQA format follows practices established in recent benchmarks [see,
e.g., Nan et al., 2022, Reddy et al., 2019, Choi et al., 2018]. In MCQA, each test question presents
a decision-making scenario along with several candidate options, where only one is correct. One
key advantage of MCQA is its simplicity: models return a single token corresponding to an answer
choice, which makes outputs easy to parse and allows metrics based on token probabilities, such
as expected calibrated error, to be more meaningful and interpretable [Liang et al., 2022, Li et al.,
2024b]. Thus, MCQA serves as a useful baseline that contextualizes our findings within the broader
literature. The FTQA setting, by contrast, requires the model to produce answers without relying
on pre-specified choices. Although FTQA introduces potential challenges in answer grading, our
benchmark is particularly amenable to FTQA because answers are typically numeric, allowing us to
apply automatic, rule-based grading functions (e.g., exact numeric match or symbolic equivalence).
Moreover, FTQA provides an important complementary perspective, as it assesses model reasoning
without the structural cues embedded in multiple-choice options. By including both formats, we gain
deeper insights into model capabilities and robustness, balancing comparability with prior studies
(via MCQA) against a stricter evaluation of reasoning processes (via FTQA).

Furthermore, diagnosing where and why a LLM fails in standard MCQA formats is inherently
challenging because the LLM’s response is typically just an option letter, providing limited insight
into the underlying reasoning or the actual computed answer. Although reasoning trajectories could
potentially be analyzed to extract detailed answers, the mere presence of multiple-choice options can
bias models in unpredictable ways. We demonstrate evidence of this phenomenon in Section 5.1.
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Bel ow,  you wi l l  f i nd some met adat a t hat  
cor r espond t o a set  of  i nst r uct i ons and a 
t empl at e MCQ exampl e t hat  abi des by t hese 
i nst r uct i ons.  { ' met adat a' :  { ' domai n' :  
' medi cal ' ,  ' t ype' :  ' ' ,  ' di f f i cul t y_l evel ' :  
0,  ' t ags' :  ' f i r st _per son' } ,  
' i nst r uct i ons' :  ' Pl ease wr i t e an MCQ 
t est i ng t he abi l i t y  t o <I NSERT 
DESCRI PTI ON>.  The quest i on shoul d be 
concer ni ng medi cal  act i v i t i es.  The 
quest i on shoul d be wr i t t en i n t he f i r st  
per son.  Do not  i ncl ude number s i n t he 
exampl e but  l eave t hem as var i abl es as i n 
t he exampl e bel ow.  Use t he f ol l owi ng 
var i abl es i n cur l y br aces:  { } .  See t he 
f ol l owi ng exampl e as a gui de but  gi ve a 
di f f er ent  exampl e:  ' ,  ' quest i on_1' :  ' ' ,  
' opt i ons_1' :  [ ' ' ] ,  answer _1:  ' ' }

Gi ven t he f ol l owi ng met adat a and 
i nst r uct i ons,  pl ease wr i t e a t empl at e MCQ 
t hat  abi des by t he f ol l owi ng i nst r uct i ons 
and met adat .  Make sur e t he t empl at e f i t s  
t he f ol l owi ng set  of  met adat a and 
i nst r uct i ons.  

Q: A baseball  team is buying new  equipment and 
needs baseballs, their  demand for  baseballs at any 
given pr ice is expressed by the fol low ing demand 
function -1.89Q + 2.6. What is the team's consumer  
surplus i f  the pr ice of a baseball  is $1.24? 
Let's think step by step. Explain your  r easoning.

User Prompt

To calculate the consumer surplus for the baseball team, first, we need to find the quantity demanded at the price of $1.24 using the demand function given. Then we'll compute the consumer surplus, which is the area between the demand curve and the 
actual price paid, up to the quantity purchased.

The demand function is given as:

D(Q) = -1.89Q + 2.6

The price the team is willing to pay is:

P = 1.24

We need to set the demand function equal to the price to solve for the quantity demanded (Q):

-1.89Q + 2.6 = 1.24

Now, solve for Q:

-1.89Q = 1.24 - 2.6
-1.89Q = -1.36

Next, divide both sides by -1.89 to find the quantity Q:

Q = -1.36 / -1.89
Q = 0.719 (approx)

Now that we have the quantity demanded at that price, we can calculate the consumer surplus. Consumer surplus is the difference between what consumers are willing to pay (as represented by the demand curve) and what they actually pay, summed over 
the quantity they purchase. It's the area of the triangle formed beneath the demand curve and above the price level up to the quantity demanded.

On a graph, the demand curve intercepts the vertical price axis at the maximum price consumers are willing to pay when quantity demanded is zero. This is given by the demand function when Q = 0:

D(0) = -1.89(0) + 2.6
D(0) = 2.6

This is the maximum price consumers are willing to pay for the first unit. The actual price paid is $1.24, which is constant for all the units since we're dealing with a fixed price, not a changing one.

The formula for consumer surplus (CS) for a linear demand curve is:

CS = 0.5 * (Base * Height)

In this context:

- Base is the quantity (Q), which is 0.719.
- Height is the difference between what the team is willing to pay for the first unit (D(0) = 2.6) and the actual price they pay for each unit (P = 1.24).

CS = 0.5 * (0.719) * (2.6 - 1.24)
CS = 0.5 * (0.719) * (1.36)
CS ? 0.3595 * 1.36
CS ? 0.489 (approx)

So the consumer surplus for the baseball team, given the price of baseballs is $1.24, is approximately $0.489 per baseball. However, to find the total consumer surplus for all baseballs purchased, you would not multiply by the quantity since the consumer 
surplus represents the entire area and not a per unit surplus. The computed value of approximately $0.489 is the consumer surplus for all 0.719 baseballs purchased? not per baseball.

Output
Model used: gpt-4
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Output
Model used: gpt-4

A. 0.49
B. 0.33
C. 0.21
D. 1.34
Answer  by w r i ting the option letter  

cor responding to the cor rect option. 

WRITE ONLY A SINGLE LETTER. 

A:

User Prompt

Q: A baseball  team is buying new  equipment and 
needs baseballs, their  demand for  baseballs at any 
given pr ice is expressed by the fol low ing demand 
function -1.89Q + 2.6. What is the team's consumer  
surplus i f  the pr ice of a baseball  is $1.24? 
A. 0.49
B. 0.33
C. 0.21
D. 1.34
Let's think step by step. Explain your  r easoning.

User Prompt

Answer  by w r i ting the option letter  
cor responding to the cor rect option. WRITE 
ONLY A SINGLE LETTER. 
A:

User Prompt

D

Output
Model used: gpt-4

B

Output
Model used: gpt-4

Sophie is buying textbooks for  her  univer si ty classes, her  
demand for  textbooks at any given pr ice is expressed by the 
fol low ing demand function {d_function}. What is Sophie's 
consumer  surplus i f  the pr ice of textbooks is {pr ice}?

John is pur chasing hockey sticks, his demand for  hockey 
sticks at any given pr ice is expressed by the fol low ing 
demand function {d_function}. What is John's consumer  
surplus i f  the pr ice of hockey sticks is {pr ice}?

Domain: Spor ts, Perspective: Thir d Person ManDomain: Education, Perspective: Thir d Person Woman

Quest ion: Quest ion:

Figure 1: This figure depicts two questions in the consumer surplus element with different domains
and perspectives. The text colored in red are the labeled fields that will be filled for test time and
the text in blue is the perspective. On top, a question is framed in the education domain from a
third-person woman perspective, while on the bottom, the same question is written for the sports
domain from a third person man perspective. These were both generated during the style-transfer
step in the data generation process.

FTQA, on the other hand, naturally facilitates error classification and quantification since models
explicitly produce their reasoning paths without being influenced by predetermined options. This
transparency enables researchers to accurately pinpoint specific reasoning mistakes and quantify their
occurrence, which is considerably more difficult with traditional MCQA.

Our own benchmark consists of a total of 37 instantiated elements, each containing 5,000–20,000
questions. Each question is characterized by a (type, domain, perspective) tuple. Different types
represent distinct ways of testing an agent’s abilities within an element. For example, we could
assess an agent’s ability to perform profit maximization by asking “What is the maximum profit?” or
“How much labor is needed to maximize profit?” Therefore, an (element, type) tuple represents a
distinct concept being tested. The domain of a question indicates which of 10 predefined topic areas
it pertains to: consumer goods, medical, finance, education, technology, entertainment, environmental
policy, politics, sports, or gambling. Finally, the perspective of a question represents which of
the 5 predefined perspective the question was written in: first-person, second-person, third-person
anonymous, third-person female and third-person male. We disallow over (type, domain, perspective)
combinations that do not lead to coherent questions; for example, questions about welfare theorems
do not make sense in gambling settings.

3.2 auto-STEER

Similar to our generation process in STEER Raman et al. [2024], we leveraged a state-of-the-art LLM
to help generate our dataset. We substantially extended their methodology, however, by adding
an additional style-transfer step where we asked the LLM to rewrite questions in new domains or
perspectives. This greatly increased the variety of questions we were able to add. This section
describes how we used our new approach to design STEER-ME.

First, for each type we hand-wrote a set of gold-standard example templates that served as the seeds
for the data generating process. As can be seen in Figure 10, these templates were tagged with a
domain, a perspective, and a type, if appropriate. The majority of these questions had labeled fields
for numbers (e.g., “. . . the cost of labor is {cost}. . . ”) which were programmatically filled for test
time. See Figure 1 for an example.

Next, we asked the LLM to style-transfer these templates into each of the domains. We primarily
leveraged gpt-4o to generate our benchmark, but as we show in Appendix I.1, using claude-3-5-sonnet
did not change LLM performance. Our prompt included explicit instructions to maintain the same
set of labeled fields as the hand-written templates. Figure 2 depicts the style-transfer page in our
web application along with the prompting instructions. LLMs can be inconsistent in maintaining the
economic meaning of questions after domain style transfer, so we hand-checked each of the outputted
templates and edited them when necessary. All of these operations are supported by a web application
we built: see figures in Appendix K. We then further style-transferred each of these newly generated
templates into each perspective, resulting in up to 40 unique domain-perspective pairs for each type.
We ran an additional check on the style-transfer process by filling the labeled fields in the templates
with values and asking the LLM to solve the questions as written, which we found could highlight
mistakes in question wording or in programmatically filled values; see Figure 11 in Appendix K.(We
were careful only to use his procedure to correct mistakes in the templates, not to tune the difficulty
of the questions in a way that would bias our benchmark.)

6



We then took each of these templates and asked the LLM to replicate the template, keeping the
domain, perspective and labeled fields fixed but modifying exact words or objects used in the question.
We generated 100 new templates for each element, crossing every domain and perspective pair,
resulting in 30,000 templates across the dataset. We then spot-checked 500 of the resulting templates
for each element, and flagged 99.88% of the templates as valid. Applying a simple Chernoff bound,
we estimate with 95% confidence that between 97.1% and 99.4% of all generated questions are
valid.

Figure 2: The web app user interface for template generation. This page allows for a selection
of domains, and types for which templates will be generated using the available example seeds.
Templates can then be verified and saved by the user.

Finally, we created 20 instantiated questions from each template by filling its labeled fields with ran-
domly generated values. We restricted the random generator to output numbers that were appropriate
given the context: e.g., demand functions had negative slopes, positive values for equilibrium prices,
etc. We programmatically solved each question and filled in the appropriate options and answer. In
the end, we produced 1,000 questions per (domain, perspective) pair and up to 40,000 per type.

3.3 Scoring

Given a complete set of model responses, it is far from straightforward to choose a way of computing
a single, overall performance score. Consequently, benchmarks often employ a suite of metrics to
provide a more comprehensive assessment of performance [Wang et al., 2019, Gehrmann et al., 2021,
Liang et al., 2022, Srivastava et al., 2022]. We include a longer discussion as well as definitions of our
scoring metrics in Appendix C and simply list the metrics here: Exact-match accuracy, Normalized
accuracy, Expected calibration error, Brier score, and Expected probability assignment.

A LLM’s score on an element is the average taken over all questions in an element. We consider an
element a base concept in our benchmark and therefore define the accuracy and confidence metrics
with respect to an element.

4 Experimental Setup

Table 7 in Appendix H lists the 28 LLMs we evaluated. We ran gpt-4o, gpt-4o-mini, o1-preview, and
o3 using OpenAI’s API [OpenAI, 2020]; claude-3-5-sonnet and claude-3-haiku using Anthropic’s
API [Anthropic, 2025]. We obtained 22 open-source LLMs from the HuggingFace Hub [Wolf et al.,
2019] and ran them on between 1 and 4 L40 GPUs. Due to time and budget constraints we evaluated
the closed-source reasoning LLMs (e.g., o1-preview, o3) on 13 elements and the remaining models
on all of the instantiated elements.
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Figure 3: This figure plots the gap in accuracy between MCQA and FTQA for all models across
our benchmark. We use the exact-match accuracy metric for both MCQA and FTQA and plot the
accuracy random guessing would have gotten on MCQA in red. We sort models on the x-axis by
parameter count when we have it and alphabetically otherwise.

5 Results

Figure 3 summarizes model performance on MCQA and FTQA across all tested elements. We
highlight three trends. First, reasoning-tuned models (e.g., o3, o1-preview, DeepSeek R1) substantially
outperform standard LLMs on both MCQA and FTQA—even though o3 and o1-preview are evaluated
on a harder subset, they remain the top performers. Second, computational tools disproportionately
aid FTQA: removing tools lowers o3’s FTQA accuracy by 15.2 percentage points versus only 1.7
percentage points on MCQA. Tools chiefly mitigate sensitivity to numerical parameterizations; an
analysis of variance indicates that up to 91% of o1-preview’s performance variance is attributable to
numerical instantiations, and 21% of DeepSeek R1-70B’s variance to different domains (Appendix G).
This pattern suggests that numerics are a genuine source of brittleness, but that the core challenge in
our dataset remains economic reasoning. Third, despite o3’s strong results, many widely used smaller
models still struggle, leaving sizable and persistent gaps. Taken together, these findings caution
that, without systematic prompt rephrasing and parameter sweeps, one can easily overestimate the
consistency and generalization of LLM’s economic reasoning.

5.1 MCQA vs. FTQA

To disentangle true economic reasoning from option-driven shortcuts, we leverage the paired structure
of our benchmark: each MCQA question has a corresponding FTQA variant that withholds choices
and requires the model to provide a fully derived answer. Comparing performance across these
formats, visualized in Figure 3, reveals a persistent gap, with LLMs consistently performing better on
MCQA. Accounting for random guessing explains 57% of the gap at an aggregate level. However,
this high-level adjustment does not tell us which specific items were guessed versus those influenced
by other factors. To identify the causes of the remaining discrepancy, we conducted a deeper analysis.
First, we observed that LLMs select the “closest” answer option 53.38% of the time. Then, focusing
on the errors that persist beyond both random guessing and “closest-answer” behavior, we identified
two mechanisms driving the residual performance gap: option “gaming” and contextual anchoring.

Option gaming. In complex elements, LLMs often failed to arrive at correct solutions through
genuine optimization. Instead, we observed a “cheating” strategy in which the model, when appropri-
ate, would plug in the candidate answer choices directly into the functions in the question and pick
whichever yielded the best result, rather than solving via first principles (e.g., by taking derivatives).
This was particularly evident in the Profit Maximization element, where models were asked to
determine the labor input that maximizes profit. Rather than identifying the profit-maximizing choice
analytically, they simply tested each option and selected the highest-profit outcome. Indeed, every
spot-checked instance of a correct response from gpt-4o and claude-3-5-sonnet used this shortcut (see
Appendix E.3 for an example). While this approach is a common strategy for test-takers—humans
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and LLMs alike—it bypasses the economic reasoning that these elements were designed to assess.
When evaluated on FTQA, no model other than o3 (with tools) exceeded 10% exact-match accuracy.

Contextual anchoring. LLMs appeared to leverage multiple-choice options when reasoning about
aggregating demand or supply functions. This behavior was particularly evident in the Aggregation
of Consumer Demand element, which explicitly involves summing individual consumer demand
functions across a large population. A common conceptual mistake that LLMs made was computing
the demand for a single consumer rather than the sum—both operations frequently appear in economic
reasoning contexts. However, when provided multiple-choice options, models could use numeric cues
embedded in the provided options to infer the correct aggregation method. Appendix F illustrates
this phenomenon quantitatively: as the number of digits in the correct sum increased from 5 to 6,
claude-3-5-sonnet’s exact-match accuracy rose dramatically from 38% to 72%. This pattern indicates
that larger numeric answer choices served as an implicit signal (or “nudge”) to models, guiding
them toward correctly performing the summation rather than mistakenly calculating an average. This
finding underscores the extent to which even advanced LLMs rely heavily on textual and numeric
cues, highlighting a potential vulnerability in tasks that are otherwise conceptually straightforward.

5.2 FTQA as a Diagnostic

Many benchmark elements proved challenging, even in MCQA format, as LLMs often simplified
or misinterpreted the problem. When analyzing FTQA responses, in 36.2% of claude-3-5-sonnet’s
incorrect responses to Intertemporal Consumption Smoothing, the model collapsed multi-period
cash flows into a single period. Additionally, LLMs frequently ignored crucial aspects specified
in the problem, such as risk preferences. Rather than appropriately considering risk aversion, the
LLMs instead employed simpler assumptions, as if the decision-maker were indifferent to risk. This
occurred in 11.0% of claude-3-5-sonnet’s and 42.7% of gpt-4o’s responses. See Appendix I.2.

A similar issue arose in deriving Hicksian demand functions. LLMs often reverted to the more
familiar Marshallian derivation. gpt-4o used the Marshallian approach in 51.2% of its incorrect
answers, compared to 23.4% for gpt-4o-mini. Among Anthropic models, claude-3-5-sonnet did so in
48.9%, versus 15.2% for claude-3-haiku. These rates likely reflect varying model capacities; more
capable models produced more relevant—but not always correct—responses. Note that we can only
identify if an LLM as using the Marshallian approach when it came to the right ‘Marshallian’ answer.

Unexpectedly, none of the closed-source LLMs, except reasoning models, consistently solved
Deadweight Loss of a Monopoly, a task whose primary mathematical requirement is computing
the area of a triangle. Models like claude-3-5-sonnet and gpt-4o often applied incorrect formulas
and misinterpreted marginal cost. Figure 4 shows that gpt-4o often compounded these errors, while
claude-3-5-sonnet relied on a particular incorrect formula in nearly 44% of responses. Full details
are in Appendix I.3.
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(a) Claude-3.5 Sonnet
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(b) GPT-4o

Figure 4: Error analyses of claude-3-5-sonnet and gpt-4o on the Deadweight Loss of a Monopoly
element. In reds and oranges are failures due to incorrect computations of the deadweight loss area;
in blue and further broken down are errors due to incorrectly interpreting the marginal cost. A more
detailed description of what each error means can be found in Appendix I.3.
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These findings underscore a broader concern: when faced with more complex tasks, sophisticated
LLMs often give “near-miss” solutions that can appear correct at first glance but actually solve subtly
different problems. This is especially worrisome in real-world use cases where a user may not easily
be able to verify an answer.

5.3 Foundational Competence Predicts Downstream Performance

Many economic reasoning tasks require precise multi-step calculations and correct interpretation of
intermediate results. Small foundational errors—especially in exponent manipulation—can compound
and degrade final outcomes. We investigated whether models that perform well on basic exponent
tasks also perform better on downstream tasks that rely on them.

We first calibrated model performance on the Exponents element by normalizing it relative to
the average accuracy across the benchmark. We then computed, for each downstream element, a
performance gap defined as the difference between accuracy on tasks that involve exponentiation
(those with Cobb–Douglas functions) and their linear counterparts that do not require exponent
manipulation. Each (model, downstream element) pair is represented as a point in Figure 7, where the
x-axis shows the performance gap and the y-axis displays the performance on the Exponents element.

The results reveal a clear trend: models stronger on Exponents exhibit smaller downstream gaps.
This relationship is statistically significant (Pearson r = 0.774, p = 1.23 × 10−7), indicating that
foundational skills explain a meaningful portion of performance variance. Notably, o3 achieves the
best overall performance on the benchmark as well as on the Exponents element because it can rely
on an internal code execution engine, avoiding manual errors.

6 Discussion and Conclusions

Our work introduces a novel benchmark specifically designed to evaluate LLMs’ performance in
non-strategic microeconomics, focusing on tasks that require a deep understanding of optimization,
marginal analysis, and economic reasoning in individual decision-making contexts. This benchmark
provides a comprehensive tool to assess the strengths and weaknesses of current models, revealing
where they excel and where they struggle in applying foundational economic concepts. By identifying
these areas, our benchmark can guide users in determining when LLMs can be trusted to perform
well in economic analyses and when further development is needed.

In cases where models fall short, our benchmark serves as a practical resource for targeted improve-
ments, e.g., via fine-tuning models, curating more specific datasets, or developing architectures better
suited for microeconomic reasoning. These enhancements have the potential to impact a variety
of economic applications, such as simulating consumer behavior, analyzing market dynamics, or
conducting policy evaluations.

Looking ahead, we plan to expand our benchmark by incorporating additional elements from the
microeconomics literature, deepening the evaluation of non-strategic decision-making. We encourage
suggestions on new elements to include and make auto-STEER public for others to add more elements
or expand on the elements we have currently. We also intend to explore further experimentation with
additional LLMs, adaptation strategies, and prompt configurations, along with more detailed analyses
of model performance.
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1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our main contributions are in generating a novel benchmark distribution
from a broad taxonomy of microeconomic reasoning. To that end identified economic
concepts in the microeconomic literature discussed in textbooks, from conversations with
microeconomists, and our own experiences as researchers in economics. As far as we are
aware, there is no other benchmark distribution covering the topics at the breadth and depth
that we cover. We furthermore, offer a new methodology for creating new questions that
are testing the same concept but with different phrasings and numerical inputs. We also
offer insights into explicit “test-taking” strategies that LLMs are using to solve the hardest
questions in our benchmark.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: While we do offer limitations throughout, the space constraints do not allow
for a deep discussion of the limitations. We begin by describing the limitations of our data
generation process. While we hand-verify a subsample of questions, this is not exhaustive
and the bounds of validity that we offer, while relatively tight, are still bounds. This fuzzes
the actual values of any of the results by some relatively small percentage. Relatively
more concerning is that our generation process is somewhat limited in diversity. While we
specify many domains, it is tricky to encourage gpt-4o to create diverse questions within
a domain. We do our best to make generations as diverse as possible, however, it is not
uncommon to see tennis rackets appear multiple times for a question in a sports domain. On
our benchmark efficacy side, much like most benchmarks, our results are limited in that it is
not a certification of excellence in microeconomics, but a certification of capability. Being
able to robustly solve microeconomic problems does not necessarily entail that an LLM
will continue to do so. While we try to show that there is a correlation of performance from
foundational tasks to more complex microeconomic reasoning tasks, this is again limited to
our benchmark set. It remains to be seen whether an LLM fine-tuned on this dataset is a
better economic agent than one that is not.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
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used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
Answer: [NA]
Justification: We do not include any theoretical results, but all assumptions that we make are
stated.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: We state the explicit prompts that we use, the model configurations that we
use, the model provider that we use as well as make our dataset publicly available. We do
not provide any code because our particular pipeline was bespoke to the compute resources
that we had available. This does not affect any of the outputted results as anyone can directly
download these models (or query an API) from Python and get the same results that we
obtained.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
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(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We provide access to our dataset as per the Datasets and Benchmarks guidelines.
The instructions on the HuggingFace ReadMe should suffice for readers if they would like
to download and access the dataset.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: We specify all of the parameters we set on the LLMs during inference.
Furthermore, we are creating a test set and while we included training examples in the
HuggingFace dataset they are merely for educational purposes and were never used to
fine-tune or few-shot prompt the LLMs with. We include the details in the appendix.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
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Answer: [Yes]
Justification: Any place where there is uncertainty we are sure to specify that uncertainty. In
particular during dataset creation as well as the results that we find.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [Yes]
Justification: In the introduction we specify the amount of time and money and in the
experimental setup we specify the number of GPUs and the memory that each contains.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: We have reviewed the NeurIPS Code of Ethics and believe our paper comports
with the document.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: We offer a discussion on how use of LLMs to act as agents would have
many social consequences. Existing systems that act as agents would be superseded once
their performance is exceeded, yielding better outcomes. A possible drawback here is that
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the validation of an LLM-based system is much more difficult than that of an explicitly
programmed system, so occasional errors could cause significant harm even if overall
performance were better. Some tasks would be delegated from people to AI, lowering
the cost of performing those tasks, helping to achieve better outcomes and freeing people
from tedious work. Such delegation would also displace paid human labor, potentially
disadvantaging workers.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?
Answer: [Yes]
Justification: While we have no direct ability to prevent misuse of our dataset, we were
careful in how we constructed the dataset to include text that we, at least partially, verified.
We furthermore, describe a procedure for keeping our dataset fresh and mitigate against
basic notions of data contamination.
Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?
Answer: [Yes]
Justification: Any work used is referenced and properly credited.
Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
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• The authors should state which version of the asset is used and, if possible, include a
URL.

• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: We created a benchmark distribution and thoroughly document the particulars
of the benchmark.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [No]
Justification: We did not use crowdsourcing nor did we experiment on humans.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: We did not use crowdsourcing nor did we experiment on humans.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [Yes]
Justification: Yes, we were explicit in the ways that we used LLMs. Firstly in generating
template questions, but also as a first-pass filter on identifying bugs in our answer code
procedure.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Taxonomy of Non-Strategic Microeconomics

A.1 DECISIONS ON CONSUMPTION IN NON-STRATEGIC ENVIRONMENTS

We begin by characterizing the space of elements that test an agent’s ability to optimally allocate
their limited resources to goods and services they desire. In economics and decision theory, the
most primitive approach to describing the preferences of decision-makers is to use a function that
maps a set of possible choices to the agent’s optimal choice within that set. Under a set of intuitive
assumptions, such as transitivity (i.e., if bundle X is preferred to bundle Y , and Y is preferred to
bundle Z, then X must be preferred to Z), it becomes possible to “rationalize” preferences by instead
describing a utility function. This function assigns a real number to each bundle, and the agent selects
the bundle with the highest utility.

In this paper, we focus on these “rationalizable” preferences, where agent choice can be implemented
as utility maximization constrained by prices and income. The solution to these consumer choice
problems provides us with, among other things, individual demand functions, which describe the
choice of each good or service as a function of prices and income. The individual demand functions
for each good are essential when aggregating to the market demand in Consumer Goods Market
Aggregation, which in turn is used to find the price in a non-strategic equilibrium. In addition, we
test variations on the framework such as the agents ability to make tradeoffs between the quantity of
goods they would need to be able to purchase for an increase in the amount of work they provide for
a given wage (i.e., the elasticity of labor supply), as well as cases of choice under uncertainty where
the agent is choosing between possible lotteries under rationalizability assumptions required for von
Neuman expected utility.

A.1.1 Properties of Utility Functions

In this section, we test the ability of the agent to use utility functions as a means to compare preferences
over different “bundles” of goods or services. A key feature of economic reasoning in this context is
for agents to consider how substitution between different goods in a bundle might achieve the same
utility (i.e., map out the “indifference curves”). Key tests include correctly distinguishing between
substitutes and complements in consumption, and calculating the marginal rate of substitution at a
point on an indifference curve. This logic is essential for both agents acting as a planner as we will
see in Appendix A.4 and when fulfilling the role of choice under budget and income constraints, in
Deriving Demand.
Element A.1 (Marginal Utility). The ability to calculate marginal utility for different types of
demand curves such as quasilinear, Cobb-Douglas, and Leontief.
Element A.2 (Diminishing Marginal Utility). The ability to recognize the role of diminishing
marginal utility in consumption decisions and the role of achieving interior solutions.
Element A.3 (Marginal Rate of Substitution). The ability to calculate the marginal rate of substitu-
tion between two goods in a consumption decision.
Element A.4 (Tangency and the Marginal Rate of Substitution). The ability to calculate the
marginal rate of substitution between two goods in a consumption decision at a given point in the
budget constraint as tangent to the indifference curve.
Element A.5 (Substitutes and Complements). The ability to distinguish between substitutes and
complements in consumption decisions.

A.1.2 Deriving Demand

The module in this section tests an agent’s ability to solve a constrained utility maximization problem
to derive a demand function—relying on the results of Properties of Utility Functions. We test
the canonical classes of demand functions, check the duality of Marshallian demand and Hicksian
demand, and ask the agent to derive these demand functions from first principles.
Element A.6 (Derivation of Marshallian Demand). The ability to calculate the demand curve for a
good given a utility function and a budget constraint.
Element A.7 (Derivation of Hicksian Demand from Expenditure Minimization). The ability to
calculate the demand curve for a good given a utility function and a budget constraint.
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Element A.8 (Duality of Hicksian Demand). The ability to recognize that Hicksian demand (expen-
diture minimization) is dual to maximization in Marshallian Demand.

A.1.3 Comparative Statics of Demand

This module considers how agents reason about changes in prices or income, and their effects on
the quantity of each good they would purchase. We test the classic law of demand, different types
of goods (e.g., normal, inferior, and Giffen), and derive Engel curves from first principles. The key
tests are to ensure the agent rationally responds to changes in relative prices, and investigate their
substitution between goods in a bundle. In practice, these tests involve comparative statics of the
argmax from the utility maximization of the previous section on Deriving Demand—i.e., using an
Envelope theorem and perturbing prices or income.
Element A.9 (Law of Demand). The ability to calculate the change in demand with the change in
price for normal goods.
Element A.10 (Price Elasticity of Demand). The ability to calculate the price elasticity of demand
for a good given a utility function and a budget constraint.
Element A.11 (Consumption Changes). The ability to change the relative expenditures on goods
given changes in relative prices with ordinary or Giffen goods.
Element A.12 (Engel Curves). The ability to calculate the Engel curve for a good given a utility
function and a budget constraint.
Element A.13 (Income Elasticity of Demand). The ability to calculate the income elasticity of
demand for a good given a utility function and a budget constraint.

A.1.4 Labor Supply

While the proceeding elements tested tradeoffs in choices of bundles with different goods, services
(in Deriving Demand and over lotteries in Dynamic Consumption Decisions), often agents need
to make a choice trading off between leisure and consumption. The elements in this module test
an agent’s ability to optimally make that tradeoff by balancing the consumption goods required to
compensate for decreased leisure—which leads to the labor supply elasticity central to many branches
of economics. Since goods must be purchased, agents will consider the relative wage from additional
work compared to the price of goods. This leads us to be able to test an agent’s ability to distinguish
real from nominal prices.
Element A.14 (Deriving Labor Supply). The ability to calculate the labor supply curve given
specific preference parameterizations such as separable preferences or homothetic preferences.
Element A.15 (Labor Supply Elasticity). The ability to calculate the elasticity of labor supply.
Element A.16 (Marginal Rate of Substitution in Labor Supply). The ability to calculate the
marginal rate of substitution between consumption and leisure in a labor supply decision.

A.1.5 Dynamic Consumption Decisions

Individuals often face decisions about how to trade off more consumption today at the cost of
additional debt and less consumption in the future, and how best to plan for consumption with various
contingencies with the future is uncertain. Among other applications, this provides a formal model
of how to best choose a mixture of financial assets—i.e., portfolios. Consequently, this subsection
tests intertemporal consumption choices, optimal portfolio choice—which involves selecting a mix
of assets that maximizes expected utility given the risks and returns associated with each asset.
Understanding portfolio choice helps explain how consumers manage risk and make investment
decisions, which is vital for financial planning and economic stability.
Element A.17 (Price of Risk with Mean-Variance Utility). The ability to calculate the price of risk
for a mean-variance utility function.
Element A.18 (State-Contingent Consumption). The ability to calculate the optimal consumption
given a utility function and a set of state-contingent consumption bundles.
Element A.19 (Arbitrage). The ability to recognize and execute arbitrage opportunities given two
goods and prices you can resell.
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Element A.20 (Optimal Portfolio Choice with Bid-Ask Spreads). The ability to calculate the
optimal portfolio given bid-ask spreads.
Element A.21 (Exponential Discounting). The ability to exponentially discount future rewards or
costs.
Element A.22 (Intertemporal Consumption Smoothing). The ability to calculate a smoothed
consumption path and determine whether it is preferred to a non-smoothed path.

A.2 DECISIONS ON PRODUCTION IN NON-STRATEGIC ENVIRONMENTS

In the previous section, we derived how an agent facing a set of prices would choose the quantity
demanded of each good or service to maximize their utility function. We also tested the amount of
time that an agent might choose to wok (i.e., the quantity of labor supplied) given market wages—
where the agent trades off the additional goods they might purchase against the lost leisure time
they must forgo. Here, we look at the other side of the market and test an agent’s ability to operate
a production technology to maximize profits. Facing market prices for all production factors (e.g.,
wages and the capital) and the market price of the good or service they produce, the agent chooses the
quantity of each factor of production and the total output. Parallel to DECISIONS ON CONSUMPTION
IN NON-STRATEGIC ENVIRONMENTS, in Properties of Production Functions we first test general
properties of production functions to ensure the agent can reason about substitution between factors,
economies of scale in production, etc. Then in Deriving Factor Demand we solve the firms optimal
profit maximization problem to determine the optimal choice of factors of production and output
given a set of market prices. Finally, in Comparative Statics with Production we test the agents ability
to reason about comparative statics on prices and their impact on factor demand and firm output.

A.2.1 Properties of Production Functions

Production functions in these environments take continuous inputs of each factor, which lets us test an
agent’s ability to conduct marginal thinking when choosing the composition of inputs. For example,
by knowing the hourly wage of hiring an additional worker, the additional output the worker might
produce using the particular production process, and the price they can sell the firm’s output, they
can decide whether hiring the additional worker is profitable. In the absence of prices, this section
tests basic decision making of the agent for understanding substitution between factor of production,
marginal products for each input, and the understanding of the returns to scale of a production process.
Element A.23 (Marginal Products). The ability to calculate separate marginal products for a
production function with multiple inputs (e.g., labor and capital).
Element A.24 (Input Price Elasticity). The ability to calculate the responsiveness of output to a
proportional change in a specific input’s cost, holding all other inputs constant.
Element A.25 (Output Elasticity). The ability to calculate the output elasticity of an input in a
production function.
Element A.26 (Elasticity of Substitution). The ability to calculate the marginal elasticity of substi-
tution between inputs in a production function.
Element A.27 (Diminishing Marginal Products). The ability to calculate the diminishing marginal
products for a production function with multiple inputs.
Element A.28 (Average and Marginal Costs). The ability to calculate average and marginal costs
given a production function and input prices, and use them to determine scale.
Element A.29 (Returns to Scale). The ability to determine the proportional change in output
resulting from a proportional change in all inputs in a production function.

A.2.2 Deriving Factor Demand

This module tests the agent’s ability to act in the role of a profit maximizer in non-strategic situations
where they take as given the price which they could sell goods they produce, and must pay for inputs
to their production process at market rates (e.g., a competitive wage). Whereas in Deriving Demand,
the agent was solving a utility maximization problem subject to a budget constraint, here they solve a
profit maximization problem constrained by a production function. We test decisions on the quantity
and composition of inputs, and the quantity of output for canonical production functions such as
Cobb-Douglas and Leontief production functions given the agent’s understanding of production
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functions from Properties of Production Functions. The agent is asked to derive the factor demand
functions from first principles from profit maximization and test their ability to reason with the dual
cost-minimization formulation—analogous to the Hicksian vs. Marshallian demand of Deriving
Demand.
Element A.30 (Profit Maximization). The ability to calculate the optimal input bundle for a firm
given a production function and input prices. Examples of given production functions: Cobb-Douglas,
Leontief, Perfect Substitutes, CES production, CRS production, fixed costs.
Element A.31 (Expenditure Minimization). The ability to calculate the optimal input bundle for a
firm given a production function and input prices.
Element A.32 (Duality of Profit Maximization and Expenditure Minimization). The ability to
recognize that profit maximization is dual to expenditure minimization in production decisions and
achieve consistent solutions.

A.2.3 Comparative Statics with Production

This module considers how agents reason about changes in the prices at which they can sell their
goods, as well as changes in the costs of producing those goods. In particular, we can test how
this affects their optimal choice of inputs to their production process (e.g., how many people to
hire or robots to lease). We test comparative statics on the prices of inputs to the production
function, changes to the underlying production technology, and substitution between goods for classic
production functions such as Cobb-Douglas and Leontief. Analogous to the relationship between
Deriving Demand and Comparative Statics of Demand, these tests involve comparative statics of the
argmax from the profit maximization of Deriving Factor Demand—i.e., using an Envelope theorem
and perturbing factor prices.
Element A.33 (Price Elasticity of Supply). The ability to calculate the price elasticity of supply for
a good given a production function and input prices.
Element A.34 (Shephard’s Lemma). The ability to calculate factor demands given a cost function
using the derivatives with respect to prices.
Element A.35 (Input Price Elasticity). The ability to calculate how the optimal input bundle changes
with changes in input prices for a given production function.
Element A.36 (Total Factor Productivity). The ability to calculate total factor productivity given a
production function and input prices

A.2.4 Dynamic Production Decisions

While Deriving Factor Demand tested the ability of agents to make static (i.e., within-period) decisions
on the mix of input factors to maximize profits, many producer problems are inherently dynamic.
For example, we can test if an agent can optimally choose the amount of capital to purchase given
forecasts of future consumer demand and prices or choose how much to adjust the labor force in
cases when labor is difficult to relocate due to frictions such as hiring and firing costs. Finally, agents
are tested on their ability to make optimal entry and exit decisions based on their forecasted profits in
an evolving market.
Element A.37 (Dynamic Profit Maximization). The ability to calculate the optimal investment
decision given a production function and input prices.
Element A.38 (Entry and Exit Decisions). The ability to calculate the optimal entry and exit
decisions given a production function and fixed costs.

A.3 DECISIONS IN MULTI-AGENT NON-STRATEGIC ENVIRONMENTS

This setting tests the core logic of the relationship between supply-and-demand and prices, building
on the tests of optimal behavior in appendix A.2 and appendix A.1. Economists refer to “general
equilibrium” as the process where equilibrium prices and quantities emerge with a large number
of non-strategic, price-taking market participants interact. Unlike the strategic models found in
STEER, the assumption is that the market interactions that lead to this equilibrium occur through an
unspecified process that clears markets (i.e., a “Walrasian auctioneer” or “invisible hand”).

In particular, for non-strategic settings, all market participants take prices as given and choose the
quantity demanded or supplied in each market. For example, consumers jointly decide on the quantity
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demanded of goods and services given relative prices, and the quantity of labor supplied given a wage.
Simultaneously, producers choose the quantity supplied of the good and the demand of each factor of
production. With a large number of non-strategic market participants we can test the agents ability
aggregate all of their supply and demand functions to calculate a market-level supply and demand.
Finally, given the aggregated supply and demand functions for each market, we can test whether an
agent can find the market clearing price where supply is equal to demand in equilibrium—given their
internal model of all the market participants.

In this section, we organize by markets rather than by the role of a decision maker, as in the previous
sections. For example, in the goods market we first ensure agents understand how individual demand
functions from Deriving Demand aggregate to a market demand function for the good given a price,
then that the agent understands how to aggregate the output from each producer at a given price from
Comparative Statics with Production, and finally that the agent is able to calculate the price which
would equate demand and supply and clear the market in a non-strategic setting. Factor markets are
treated similarly.

Finally, given a system of equations that defines an equilibrium price we can perturb primitives (e.g.,
technological factors, distortions on decisions such as tax rates, or exogenous prices not determined
in equilibrium) to see how the market clearing price would respond. That is an essential tool for
agents to be able to reason about the impact of interventions and distortions in Appendix A.4.

A.3.1 Consumer Goods Market Aggregation

The market clearing prices in general equilibrium arise from the separate market-level demand and
supply curves, which sums the demand or supply across all market participants at a given price. Here
we test the aggregation of demand functions derived from individual preferences, as in Deriving
Demand and Comparative Statics of Demand, to a market demand function that summarizes the total
quantity demanded across all agents at a given price. Central to the tests is to verify that the agent
can aggregate the demands of market participants with heterogeneous preferences. On the other side
of the market, we test if the agent can aggregate the “supply functions” resulting from the optimal
choice of factors in Deriving Factor Demand and Comparative Statics with Production.
Element A.39 (Aggregation of Consumer Demand). The ability to calculate the aggregate demand
for a good given primitives of demand into expenditure shares.
Element A.40 (Aggregation of Offer Curve for the Good). The ability to calculate the aggregate
supply of a good given primitives of supply into production functions.

A.3.2 Factor Market Aggregation

As with the case of the goods market in Consumer Goods Market Aggregation the market demand
and supply for factors of production are essential to find the market clearing price. For example,
we test whether the agent can aggregate the individual labor supply curve decisions from market
participants who work at a particular wage, following Labor Supply, into a market labor supply curve.
On the other side of the market, we test whether the agent can aggregate the labor demand in Deriving
Factor Demand from producers into a market labor demand curve. The same tests are essential for all
factors of production, including capital.
Element A.41 (Aggregation of Labor Demand). The ability to calculate the aggregate demand for
labor given primitives of demand into expenditure shares.
Element A.42 (Aggregation of Capital Demand). The ability to calculate the aggregate demand for
capital given primitives of demand into expenditure shares.
Element A.43 (Aggregation of Labor Supply). The ability to calculate the aggregate supply of
labor given primitives of supply into production functions.
Element A.44 (Aggregation of Fixed Factor Supply). The ability to calculate the aggregate supply
of capital given primitives of supply into production functions.

A.3.3 Prices in Static Market Equilibrium

In this setting we test the agent’s ability to reason about how prices emerge in non-strategic setting
as a process of equating supply and demand, which in turn relies on their ability to aggregate those
market demand functions from consumer and producer behavior.
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More specifically, the core logic of general equilibrium is to find the equilibrium price by taking the
aggregated demand and supply functions for each market and find the prices which would equate
demand and supply. For example, the supply and demand functions for the good, as a function of
the price, in Consumer Goods Market Aggregation; or the supply and demand functions for factors
of production, as a function of factor prices in Factor Market Aggregation. This is done market by
market, taking all other prices as given—which requires the agent reason through comparative statics
of the solution to a system of equations while keeping everything else fixed.
Element A.45 (Find Equilibrium Price). The ability to calculate the equilibrium prices given a
production function and a demand function.
Element A.46 (Factor Shares in Equilibrium). The ability to calculate the factor shares in a
competitive equilibrium given a production function and input prices.

A.3.4 Comparative Statics of Equilibrium Prices

Here, we test whether agents can reason about how prices and allocations (e.g., labor, capital, and
goods) would respond to changes in the environment. The canonical tests are to see how changes in
model primitives (e.g., productivity of the production process) or exogenous forces from outside the
model (e.g., impact of weather), change the equilibrium price and allocations of labor, capital, etc.
that would clear the market and equate demand and supply.
Element A.47 (Comparative Statics with Total Factor Production Shocks). The ability to calculate
how equilibrium prices change with changes in input prices for a Cobb-Douglas production function.
Element A.48 (Comparative Statics with Inelastic or Perfectly Elastic Supply). The ability to
calculate how equilibrium prices change with changes in input prices for a production function with
inelastic or perfectly elastic supply.

A.4 EVALUATING EQUILIBRIA AND EXTERNALITIES

In DECISIONS IN MULTI-AGENT NON-STRATEGIC ENVIRONMENTS, we tested an agents ability
to reason about equilibrium prices and quantities arising from supply and demand decisions in a
non-strategic setting. Although preferences were reflected in the underlying supply and demand
functions themselves (i.e., utility maximization in the consumption decisions of DECISIONS ON
CONSUMPTION IN NON-STRATEGIC ENVIRONMENTS and profit maximization in the production
decisions of DECISIONS ON PRODUCTION IN NON-STRATEGIC ENVIRONMENTS), the equilibria
in DECISIONS IN MULTI-AGENT NON-STRATEGIC ENVIRONMENTS do not necessarily reflect
broader social preferences.

However, we can still ask whether the resulting “allocations” (i.e., the physical goods produced and
how they are distributed to individuals, the amount of hours worked, and the physical capital installed)
from the “invisible hand” in DECISIONS IN MULTI-AGENT NON-STRATEGIC ENVIRONMENTS
compare to a alternative ways of allocating resources which may directly take social preferences
into account. A central result of economics in non-strategic settings is that absent market imperfec-
tions and market power (i.e., when self-interested agents cannot directly manipulate prices because
they are too small) the competitive equilibria of DECISIONS IN MULTI-AGENT NON-STRATEGIC
ENVIRONMENTS typically yields the same allocations a benevolent planner might choose.

In this section, we consider how a social planner would evaluate the underlying welfare, efficiency,
and inequality that comes about in non-strategic equilbria with prices derived from equating supply
and demand. This leads to testing the ability of the agent to evaluate Pareto efficiency, consider
the welfare theorems, evaluate Pigouvian externalities, and weigh the welfare impact of various
market interventions which change the equilibria derived in DECISIONS IN MULTI-AGENT NON-
STRATEGIC ENVIRONMENTS.

A.4.1 Welfare and Decentralization

In this section, we test whether the agent can determine cases where the the competitive equilibrium
they calculate would yield the same distribution of resources and consumer welfare as that of a
benevolent social planner directly making the consumption and production decisions of all agents
directly (also known as the “Welfare Theorems"). In cases where the supply-and-demand relationships
lead to the same results as those of a planner, the competitive equilibrium and its prices are said to
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“decentralize” the problem of a social planner. We then test that the agent recognizes cases where the
welfare theorems fail, and can calculate the degree of welfare loss due to the distortions.
Element A.49 (First Welfare Theorem). The ability to recognize that a competitive equilibrium is
Pareto efficient.
Element A.50 (Second Welfare Theorem). The ability to recognize that any Pareto efficient alloca-
tion can be achieved as a competitive equilibrium with prices.
Element A.51 (Consumer Surplus). The ability to calculate consumer surplus given a demand
curve and a price.
Element A.52 (Producer Surplus). The ability to calculate producer surplus given a supply curve
and a price.
Element A.53 (EFficient Surplus). The ability to calculate the total surplus in a competitive
equilibrium and recognize that it is maximized in the competitive equilibrium.
Element A.54 (Deadweight Loss of a Monopoly). The ability to calculate the deadweight loss of a
monopoly given a demand curve and a supply curve.

A.4.2 Welfare Analysis of Market Equilibrium

In this section, we focus on the agent’s ability to evaluate welfare implications of various forms of
market equilibrium, particularly how different policies and distortions impact overall efficiency and
resource allocation. The agent is tested on their understanding of how different interventions—such
as taxes, subsidies, and price controls—affect welfare outcomes, and their ability to distinguish
between distortionary and non-distortionary policies.
Element A.55 (Identify Non-Distortionary Taxes). The ability to identify taxes which do not distort
the allocation of resources.
Element A.56 (Irrelevance of Tax Incidence). The ability to recognize that the incidence of a tax
does not depend on who is legally responsible for paying the tax.
Element A.57 (Labor Supply Distortions). The ability to determine the extent that labor taxes will
distort labor supply and change aggregates and prices.
Element A.58 (Capital Market Distortions). The ability to identify that taxing a fixed factor is
non-distortionary, but distorts with dynamic accumulation.

B Mitigating Data Contamination with auto-STEER

Data contamination, where training data inadvertently includes information from test sets, poses
significant challenges in machine learning, leading to overestimated model performance and compro-
mised generalization capabilities. To address this, we implemented a structured dataset generation
methodology incorporating human oversight, controlled data generation, and style transfer techniques.
This appendix details our approach and its alignment with best practices in the literature.

The auto-STEER methodology provides a systematic approach to generating datasets that mitigates
the risk of data contamination, ensuring the integrity of benchmarks and the validity of results. Below,
we outline the key aspects of auto-STEER that address this issue:

B.1 Challenging Models with Rephrasings:

Rephrasings are known to cause significant variance in model performance, as demonstrated in the
GSM-Symbolic dataset Mirzadeh et al. [2024] and other studies [e.g., Zhu et al., 2024, Wang et al.,
2023] highlighting how syntactic or stylistic changes can challenge generalization. In Appendix G,
we also show that much of the observed variance in LLM performance arises from these rephrasings,
underscoring their role in robust evaluations. auto-STEER leverages this phenomenon to craft diverse
rephrased questions that test beyond rote learning.

B.2 Dynamic Question Generation:

auto-STEER generates new questions through a structured process that balances diversity and con-
sistency. Questions are systematically rephrased or style-transferred to ensure they are different
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enough from the original templates to prevent memorization while retaining the same core meaning.
This approach reduces the risk of overlap with pre-trained data while preserving the focus of the
assessment.

The rapid advancement of large language models necessitates benchmarks that can evolve just as
quickly. To address this, auto-STEER incorporates a user interface that allows users to regenerate
entire datasets with minimal effort. By modifying domains, seeds, or even resampling numerical
values, users can quickly produce an entirely new dataset with minimal effort. This adaptability
ensures that benchmarks remain fresh and resistant to contamination as models advance.

C Technical Descriptions of Metrics

C.1 Accuracy.

Accuracy is the most broadly used metric for evaluating LLMs. We define accuracy metrics as metrics
that only look at the top token that the LLM outputs.

C.1.1 Exact-match accuracy

This is the fraction of questions answered correctly. In the FTQA format, we deem a LLM’s response
correct if its final answer, when rounded to the same number of significant figures as the model’s
output, matches the correct answer.This ensures that models are not rewarded for being vaguely
correct at low precision, while also penalizing overprecision: if an LLM reports more significant
figures than necessary and is incorrect, that discrepancy is treated as an error. This evaluation aligns
correctness with both the accuracy and confidence implied by the LLM’s numerical output.

C.1.2 Normalized accuracy

Elements can differ in their number of multiple choice options, leading to differences in the exact-
match accuracy of random guessing. We can compensate for this by reporting the gap between the
LLM’s exact-match accuracy and random guessing [Budescu and Bar-Hillel, 1993]. We compute
normalized accuracy for an element as follows:

∑N
i=1 ai(ti) −

1−ai(ti)
|Oi|−1 , where ti is the top token

the LLM outputs for question i, ai is the indicator describing whether the top token is correct or not,
N the number of questions in the element, and |Oi| the number of options in the question. In other
words, normalized accuracy rewards an LLM with 1 point for every correct answer and penalizes an
LLM by 1 over the number of options minus 1 for each incorrect answer.

C.2 Calibration

It can also be useful to understand how confident an LLM is in its responses and the extent to which
these confidence levels align with accuracy.

C.2.1 Expected calibration error

We follow Liang et al. [2022] and Raman et al. [2024] in measuring the confidence of an LLM’s
response and computing the expected calibration error [ECE; Naeini et al., 2015, Guo et al., 2017].
ECE measures how closely the probability an LLM assigns to its top answer matches the actual
probability of the correct answer, which in our case is 1. ECE first splits the data into M equally
spaced bins, where each bin contains the probabilities the model assigned to their top token in that
range: e.g., let pmax be the set of most probable tokens for each question then if M = 2, then the first
bin B1 = {p | p ∈ pmax and p ∈ [0, 0.5]}. It is then defined as

∑
i∈[M ]

|Bi|/N ·|acc(Bi)−conf(Bi)|,
where conf(Bi) is the average probability the LLM assigned to its top token in bin Bi, and acc(Bi)
denotes the exact-match accuracy in bin Bi. We allow users to choose the number of bins, however,
we set M = 10 uniformly spaced over the interval [0, 1] as is standard.
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C.2.2 Brier score

The Brier Score of an element is defined as
N∑
i=1

1

|Oi|
∑
o∈Oi

(pi(o)− ai(o))
2,

where pi(o) is the probability the LLM assigns to option o in question i. Thus, if an LLM is overly
confident in an incorrect answer (e.g., assigns a probability of 0.9 to a wrong option), the Brier Score
will penalize it more heavily.

C.2.3 Expected probability assignment

EPA measures how much probability mass an LLM assigns to the correct answer option out of all
possible options. It is defined as: 1/N

∑
i∈[N ] p

∗
i , where p∗i is the predicted probability that the LLM

assigns to the correct option for question i.

D Technical Descriptions of Functional Families

In this section, we describe the functional forms that we use in testing economic concepts. Each
can be applied to consumer problems (as utility functions) or producer problems (as production
functions). We highlight the canonical mathematical form and note any technical differences in
interpretation when modeling consumers versus producers.

D.1 Cobb-Douglas

The Cobb-Douglas functional form is one of the most frequently used due to its tractable properties
and partial elasticities interpretation. Suppose there are n goods (or inputs). For a producer with
input vector x = (x1, x2, . . . , xn), a typical Cobb-Douglas production function can be written as:

f(x) = Axα1
1 xα2

2 · · · xαn
n ,

where A > 0 is a scale parameter and each αi ≥ 0. For a consumer’s utility function, the same
functional family looks like:

u(q) = qβ1

1 qβ2

2 · · · qβn
n ,

where q = (q1, q2, . . . , qn) are quantities of goods consumed, and βi ≥ 0. Economically, αi (or βi)
often reflect the relative importance (or expenditure share) of each input (or good).

D.2 Leontief

A Leontief functional form encodes strict complementarity. A producer’s Leontief production
function is described as:

f(x) = min

{
x1

a1
, x2

a2
, . . . , xn

an

}
,

where each ai > 0 captures a fixed proportion in which inputs must be combined. For a consumer,
their Leontief utility function is of the form:

u(q) = min

{
q1
γ1
, q2

γ2
, . . . , qn

γn

}
.

This implies goods are perfect complements: the consumer gains utility only when goods are
consumed in the specific ratio γ1 : γ2 : . . . : γn. In production, perfect complementarity imposes that
a shortage of any one input strictly limits total output.

D.3 Linear

The linear family is the simplest and assumes perfect substitutability. For a producer, the linear
production function with inputs x takes the form:

f(x) = b1x1 + b2x2 + · · ·+ bnxn,
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where bi ≥ 0. This means each input contributes additively (and independently) to output. A
consumer’s linear utility function with goods q is:

u(q) = θ1q1 + θ2q2 + · · ·+ θnqn,

where θi > 0 captures the marginal utility for good i. In both contexts, linear forms imply a constant
rate of technical (or preferential) substitution, reflecting strong substitutability among inputs (or
goods).

D.4 Non-Linear

Beyond the classic forms, we use low-degree polynomial specifications for both production and utility
functions. Such functions can capture nonlinearities without resorting to strictly Cobb-Douglas or
other functional families. For a producer with inputs x, a second-degree polynomial looks like:

f(x) = α0 +

n∑
i=1

αi xi +

n∑
i=1

n∑
j=1

αij xi xj ,

where α0, αi, αij are specified parameters. Similarly, for a consumer’s utility function, we write:

u(q) = β0 +

n∑
i=1

βi qi +

n∑
i=1

n∑
j=1

βij qi qj .

These forms allow more flexible curvature than linear or Cobb-Douglas, but remain computationally
tractable for low degrees. The main difference in interpretation is that producers typically focus on
return-to-scale questions or marginal products, while consumers focus on marginal utilities and
marginal rates of substitution.

E Examples

E.1 GPT-4o Aggregation of Consumer Demand (Shown)

User Message:

Q: As the owner of a premium bedding brand, I cater to a diverse group of customers. I’ve discovered
that there are 1204 potential buyers for my luxury bedding products. Out of these, 820 shoppers in urban
markets each follow the demand function 18.1− 1.51P , while 384 shoppers in suburban markets each
adhere to the demand function 75.44− 8.68P . How can I calculate the total demand for my bedding at a
price point of 8.4?
A. 2779.36
B. 1832.01
C. 5411.87 (Correct Answer)
D. 5050.03
Let’s think step by step. Explain your reasoning.
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GPT-4o Message:

To calculate the total demand for your luxury bedding products at a price point of 8.4, we need to evaluate
the demand functions for both urban and suburban markets separately and then sum the results.
Step 1: Calculate the demand in the urban market
The demand function for the urban market is given by:

Qu = 18.1− 1.51P

Substitute P = 8.4 into the urban demand function:

Qu = 18.1− 1.51× 8.4

Qu = 18.1− 12.684

Qu = 5.416

Since there are 820 shoppers in the urban market, the total demand in the urban market is:

Total Urban Demand = 820× 5.416

Total Urban Demand = 4441.12

Step 2: Calculate the demand in the suburban market
The demand function for the suburban market is given by:

Qs = 75.44− 8.68P

Substitute P = 8.4 into the suburban demand function:

Qs = 75.44− 8.68× 8.4

Qs = 75.44− 72.912

Qs = 2.528

Since there are 384 shoppers in the suburban market, the total demand in the suburban market is:

Total Suburban Demand = 384× 2.528

Total Suburban Demand = 970.88

Step 3: Calculate the total demand
Now, sum the total demand from both markets:

Total Demand = Total Urban Demand + Total Suburban Demand

Total Demand = 4441.12 + 970.88

Total Demand = 5412

Therefore, the total demand for your bedding at a price point of 8.4 is approximately 5411.87.
The correct answer is:
C. 5411.87

E.2 GPT-4o Aggregation of Consumer Demand (Hidden)

User Message:

Q: As the owner of a premium bedding brand, I cater to a diverse group of customers. I’ve discovered
that there are 1204 potential buyers for my luxury bedding products. Out of these, 820 shoppers in urban
markets each follow the demand function 18.1− 1.51P , while 384 shoppers in suburban markets each
adhere to the demand function 75.44− 8.68P . How can I calculate the total demand for my bedding at a
price point of 8.4?
Let’s think step by step. Explain your reasoning.
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GPT-4o Message:

To calculate the total demand for your luxury bedding at a price point of 8.4, we need to evaluate the
demand functions for both urban and suburban markets separately and then sum the results. Here’s a
step-by-step breakdown:
1. Identify the demand functions:
- Urban market demand function: Qu = 18.1− 1.51P
- Suburban market demand function: Qs = 75.44− 8.68P
2. Substitute the price point (P = 8.4) into each demand function:
- For the urban market:

Qu = 18.1− 1.51× 8.4

Calculate the value:
Qu = 18.1− 1.51× 8.4 = 18.1− 12.684 = 5.416

- For the suburban market:
Qs = 75.44− 8.68× 8.4

Calculate the value:

Qs = 75.44− 8.68× 8.4 = 75.44− 72.912 = 2.528

3. Sum the demands from both markets to get the total demand:

Qtotal = Qu +Qs = 5.416 + 2.528 = 7.944

Therefore, at a price point of 8.4, the total demand for your luxury bedding products from both urban and
suburban markets is approximately 7.944 units.

User Message:

A. 2779.36
B. 1832.01
C. 5411.87 (Correct Answer)
D. 5050.03
Answer by writing the option letter corresponding to the correct option. WRITE ONLY A SINGLE
LETTER.
A:

GPT-4o Message:

B

E.3 GPT-4o Profit Maximization

User Message:

Q: John manages a company that produces premium leather wallets. The production output depends
on the capital (K) he invests, represented by the function 3.97K0.45. At the moment, the wallets are
sold at a price of 3.64, and John has an initial capital of K1 = 3.3. He needs to decide how much
additional capital to invest for the next day’s market. John is aware of the potential price distribution for
his wallets for the next day, represented by price 2.7 with probability 0.24, price 2.14 with probability
0.42, price 3.52 with probability 0.34. There is also a cost associated with increasing his capital, given
by (K1 −K2)

2, and he applies a discount factor of 0.37 to future revenues. To maximize his profits, how
much additional capital should John invest?
A. 0.44
B. 0.14
C. 1.1
D. 0.09
Let’s think step by step. Explain your reasoning.
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GPT-4o Message:

To determine how much additional capital John should invest to maximize his profits, we need to consider
the expected revenue from the different potential prices, the cost of increasing capital, and the discount
factor applied to future revenues. Let’s break this down step by step.
Step 1: Calculate the Expected Revenue
First, we need to calculate the expected price of the wallets for the next day using the given probabilities.

Expected Price = (2.7× 0.24) + (2.14× 0.42) + (3.52× 0.34)

Expected Price = 0.648 + 0.8988 + 1.1968 = 2.7436

Step 2: Determine the Production Function
The production function is given by 3.97K0.45. We need to calculate the production output for different
levels of capital K.
Step 3: Calculate the Revenue for Different Capital Levels
Let’s denote the initial capital as K1 = 3.3. We need to consider the additional capital ∆K that John
might invest. The new capital K2 will be K1 +∆K.
The revenue function for a given capital K is:

Revenue = Expected Price × Production Output

Revenue = 2.7436× 3.97K0.45

Step 4: Calculate the Cost of Increasing Capital
The cost of increasing capital is given by (K1 −K2)

2. Since K2 = K1 +∆K, the cost becomes:

Cost = (∆K)2

Step 5: Calculate the Discounted Future Revenue
John applies a discount factor of 0.37 to future revenues. Therefore, the discounted future revenue is:

Discounted Revenue = 0.37× Revenue

Step 6: Calculate the Net Profit
The net profit is the discounted revenue minus the cost of increasing capital:

Net Profit = 0.37× (2.7436× 3.97K0.45
2 )− (∆K)2
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GPT-4o Message (Continued):

Step 7: Evaluate the Net Profit for Different Values of ∆K
We need to evaluate the net profit for the given options of additional capital investment:
Option A: ∆K = 0.44

K2 = 3.3 + 0.44 = 3.74

Production Output = 3.97× 3.740.45

Revenue = 2.7436× 3.97× 3.740.45

Discounted Revenue = 0.37× Revenue

Cost = (0.44)2 = 0.1936

Net Profit = 0.37× Revenue − 0.1936

Option B: ∆K = 0.14
K2 = 3.3 + 0.14 = 3.44

Production Output = 3.97× 3.440.45

Revenue = 2.7436× 3.97× 3.440.45

Discounted Revenue = 0.37× Revenue

Cost = (0.14)2 = 0.0196

Net Profit = 0.37× Revenue − 0.0196

Option C: ∆K = 1.1
K2 = 3.3 + 1.1 = 4.4

Production Output = 3.97× 4.40.45

Revenue = 2.7436× 3.97× 4.40.45

Discounted Revenue = 0.37× Revenue

Cost = (1.1)2 = 1.21

Net Profit = 0.37× Revenue − 1.21

Option D: ∆K = 0.09
K2 = 3.3 + 0.09 = 3.39

Production Output = 3.97× 3.390.45

Revenue = 2.7436× 3.97× 3.390.45

Discounted Revenue = 0.37× Revenue

Cost = (0.09)2 = 0.0081

Net Profit = 0.37× Revenue − 0.0081

Step 8: Compare the Net Profits
We need to compare the net profits for each option to determine which one maximizes John’s profit. After
calculating the net profits for each option, we find that:
- Option A: ∆K = 0.44 yields the highest net profit.
Therefore, the best option for John is to invest an additional capital of 0.44.
**Answer: A. 0.44**

User Message:

Answer by writing the option letter corresponding to the correct option. WRITE ONLY A SINGLE
LETTER.
A:

GPT-4o Message:

A
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Cobb Douglas Leontief Linear Non-Linear

Figure 5: Exact-match accuracy of all closed-source models across six elements and four functional
families (Cobb-Douglas, Leontief, Linear, and Non-Linear). The results demonstrate varying type
robustness, with Cobb-Douglas being a generally more challenging functional family but not con-
sistently harder for all elements. For instance, accuracy remains high for elements such as Output
Elasticity and Marginal Rate of Substitution, even on the Cobb-Douglas functions, while elements
like Input Price Elasticity and Returns to Scale show more variability across functional types. The
red dashed line indicates the random guessing baseline for comparison.
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Figure 6: This figure depicts exact-match MCQA performance on the Aggregation of Consumer
Demand element for the closed-source non-reasoning models against the number of digits of the
correct answer.

Figure 7: Scatter plot of calibrated performance on the Exponents element versus downstream
performance gap across LLMs. The x-axis shows the gap calculated as the quotient between a LLM’s
accuracy on real-valued exponent-based (Cobb–Douglas) tasks and its accuracy on the linear version
of those tasks for various downstream elements. The y-axis represents the LLM’s performance on
Exponents normalized by dividing by its average accuracy on the benchmark. Each point corresponds
to a specific (LLM, downstream element) pair, with colors distinguishing different LLMs.
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G Analysis of Rephrasing Variance

To understand the role of question rephrasings in our dataset, we conducted an analysis of variance
(ANOVA) on all other controllable features. These features include type, domain, and perspective.
The goal of this analysis was to quantify the variance in LLM performance attributable to these
features and, by exclusion, infer the contribution of rephrasings to the remaining unexplained variance.

The results for the top-performing models, summarized in Table 2 through Table 6, indicate that
the explained variance attributable to the controlled features is consistently low across all evaluated
models. This leaves approximately 56% (for claude-3-5-sonnet) and up to 91% (for o1-preview) of
the variance unexplained by the features included in the analysis. Given that question rephrasings
are a systematic element of our dataset design and were not included as a feature in this analysis,
we infer that the majority of this residual variance is due to differences in how models respond to
semantically equivalent but syntactically varied prompts.

Factor Sum of Squares Degrees of Freedom F-Statistic p-value

domain 7.5572 11.0000 3.0199 0.0823
perspective 3.4351 5.0000 3.0199 0.0823
CAR 21.1235 1.0000 92.8524 0.0000
element:type 178.6251 260.0000 3.0199 0.0823
Residual 2218.5356 9752.0000

R-squared 0.0941
Adjusted R-squared 0.0907

Table 2: ANOVA Results for o1-preview-2024-09-12

Factor Sum of Squares Degrees of Freedom F-Statistic p-value

domain 0.2619 11.0000 0.0928 0.7607
perspective 0.1190 5.0000 0.0928 0.7607
0-CoT 229.7295 1.0000 895.0635 0.0000
CAR 141.3015 1.0000 550.5338 0.0000
element:type 47.4945 1995.0000 0.0928 0.7607
Residual 16015.5015 62399.0000

R-squared 0.3368
Adjusted R-squared 0.3358

Table 3: ANOVA Results for gpt-4o-2024-05-13

Factor Sum of Squares Degrees of Freedom F-Statistic p-value

domain 0.4573 11.0000 0.1293 0.7191
perspective 0.2079 5.0000 0.1293 0.7191
0-Cot 34.0324 1.0000 105.8911 0.0000
CAR 159.1899 1.0000 495.3161 0.0000
element:type 82.9338 1995.0000 0.1293 0.7191
Residual 18642.5829 58006.0000

R-squared 0.2964
Adjusted R-squared 0.2953

Table 4: ANOVA Results for gpt-4o-mini-2024-07-18
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Factor Sum of Squares Degrees of Freedom F-Statistic p-value

domain 1.2389 11.0000 0.5004 0.6063
perspective 0.5032 5.0000 0.4472 0.5037
0-CoT 30.9486 1.0000 137.5118 0.0000
CAR 156.8135 1.0000 696.7577 0.0000
element:type 224.0990 1995.0000 0.4991 0.6071
Residual 18025.1941 80090.0000

R-squared 0.4436
Adjusted R-squared 0.4430

Table 5: ANOVA Results for claude-3-5-sonnet-20240620

Factor Sum of Squares Degrees of Freedom F-Statistic p-value

domain 1.4703 11.0000 0.3814 0.5369
perspective 0.6683 5.0000 0.3814 0.5369
0-Cot 0.2629 1.0000 0.7502 0.3864
CAR 0.4909 1.0000 1.4007 0.2366
element:type 266.6568 1995.0000 0.3814 0.5369
Residual 38842.9909 110826.0000

R-squared 0.2336
Adjusted R-squared 0.2330

Table 6: ANOVA Results for claude-3-haiku-20240307

H Models

Model Name Model Card Chat/
Instruction

Tuned
Closed-Source
OpenAI
o3 ✓
o1-preview ✓
gpt-4o ✓
gpt-4o mini ✓

Anthropic
claude-3-5-sonnet ✓
claude-3-haiku ✓
Open-Source
Google
gemma-3-4b-it google/gemma-3-4b-it ✓
gemma-3-12b-it google/gemma-3-12b-it ✓
gemma-3-27b-it google/gemma-3-27b-it ✓
Qwen
Qwen2.5-72B-Instruct Qwen/Qwen2.5-72B-Instruct ✓
Qwen2.5-7B-Instruct Qwen/Qwen2.5-7B-Instruct ✓
Qwen2.5-3B-Instruct Qwen/Qwen2.5-3B-Instruct ✓
Qwen2.5-0.5B-Instruct Qwen/Qwen2.5-0.5B-Instruct ✓
Qwen2.5-math-7B-Instruct Qwen/Qwen2.5-math-7B-Instruct ✓
Qwen2.5-math-1.5B-
Instruct

Qwen/Qwen2.5-math-1.5B-Instruct ✓

Continued on next page
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Model Name Model Card Chat/Instruction
Tuned

Meta Llama
Llama-3-8B-Instruct meta-llama/Meta-Llama-3-8B-Instruct ✓
Llama-3-70B-Instruct meta-llama/Meta-Llama-3-70B-Instruct ✓
Llama-3.1-8B meta-llama/Meta-Llama-3.1-8B ×
Llama-3.1-70B-Instruct meta-llama/Meta-Llama-3.1-70B-Instruct ✓
Mistral
Mixtral-8x7B-Instruct-v0.1 mistralai/Mixtral-8x7B-Instruct-v0.1 ✓
Mistral-7B-Instruct-v0.3 mistralai/Mistral-7B-Instruct-v0.3 ✓
AI21
AI21-Jamba-1.5-Mini ai21labs/AI21-Jamba-1.5-Mini ×

Table 7: Overview of the open- and closed-source LLMs we evaluated. The table includes their
names, their model card links, and whether they have been chat or instruction tuned. Models are
grouped by family and sorted by parameter size, with non-chat-tuned models listed first within each
group.
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I Extra Results

I.1 Performance on Elements Generated by Claude 3.5 Sonnet

To assess whether the performance on our dataset was influenced by the choice of the generation
LLM, we re-generated three elements from scratch using claude-3-5-sonnet. We selected Find
Equilibrium Price because it exhibited the largest performance gap between gpt-4o and claude-3-5-
sonnet, Diminishing Marginal Products was chosen as a random element with slight performance
variation across the models, and Price Elasticity of Demand served as a control where no significant
differences were expected.

Figure 8 shows the exact-match performance of both models on these three elements. We found no
significant differences in performance between any of the models.

0% 25% 50% 75% 100%
Exact Match

gpt-4o-2024-05-13

claude-3-5-sonnet-20240620

gpt-4o-mini-2024-07-18

claude-3-haiku-20240307

Find Equilibrium Price

0% 25% 50% 75% 100%
Exact Match

Diminishing Marginal Product

0% 25% 50% 75% 100%
Exact Match

Price Elasticity of Demand

GPT-4o Generated Sonnet 3.5 Generated

Figure 8: Exact-match performance comparison between closed-source models on three that were
generated by gpt-4o and claude-3-5-sonnet. The elements were selected based on the observed
performance differences across models, with Price Elasticity of Demand serving as a control. The
figure shows no significant differences in performance between the models on these elements. Note
that the red dotted line signifies random guessing performance.
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I.2 Intertemporal Consumption Smoothing

When optimizing intertemporal consumption, the consumer maximizes the discounted utility

T∑
t=0

βtu(ct)

subject to the intertemporal budget constraint. The first-order condition for an optimum leads to the
Euler equation:

u′(ct) = β(1 + r)u′(ct+1).

For our purposes, we tested models using a constant relative risk aversion (CRRA) utility function.
We used the following form:

u(c) =
c1−γ

1− γ
(γ ̸= 1),

where γ is the coefficient of relative risk aversion. This function exhibits diminishing marginal utility,
meaning that each additional unit of consumption adds less to utility when overall consumption
is high compared to when it is low. Due to diminishing returns, an agent is motivated to smooth
consumption over time, even with a discount factor of 1; spending too much in one period reduces
the marginal utility in that period, while having too little in another period results in a steep loss of
satisfaction.

For CRRA utility, the Euler equation is given by:

u′(ct) = β(1 + r)u′(ct+1),

where
u′(c) = c−γ .

Rearranging yields:
ct+1 = [β(1 + r)]

1
γ ct.

However, we found that LLMs would often use linear utility functions in their analysis. For a linear
utility function, the Euler equation—which equates the marginal benefit of consuming today with
that of consuming tomorrow—simplifies significantly. If u′(c) is constant (say, equal to 1), then aside
from the effects of discounting and interest, there is no curvature-driven motive to adjust consumption
levels across periods. The optimal allocation would then depend solely on the intertemporal budget
constraint and the returns on savings.

I.3 Deadweight Loss

To conduct our error analysis, we ran all closed-source models on the free-text QA adaptation of the
deadweight loss task. We began by inspecting a range of model outputs to identify distinct classes
of errors that were common across responses. Once these error categories were established, we
computed the answers corresponding to these errors and rescored the models based on whether their
outputs were within 98% of either the correct answer or any of the answers derived from specific
error assumptions. We also ensured that when there was any overlap in incorrect responses that we
chose the closest one to the model’s response. This approach allowed us to capture not only the
frequency of correct outputs but also the systematic nature of the models’ reasoning flaws. Below, we
provide a detailed breakdown of the primary error types:

• Incorrect Base for Deadweight Loss Type 1: This error incorrectly substitutes Pe − Pm (the
difference between the competitive equilibrium price and the monopolist’s price) in place of
the correct term Pm −MC(Qm) (the difference between the monopolist’s price and the
marginal cost at the monopolist’s quantity).

• Incorrect Base for Deadweight Loss Type 2: This error calculates the deadweight loss using
the difference between the monopoly price and the competitive equilibrium price as the base
of the triangle.

• Incorrect Base and Height Type 1: This error replaces the base of the DWL triangle
(Qe −Qm) with a miscalculated value for the equilibrium quantity and replaces the base
with the Type 1 variant.
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• Incorrect Base and Height Type 2: This error assumes that Pe = MC(Qm), leading to an
incorrect height calculation where the DWL triangle’s height becomes Pm − Pe.

• Treating Marginal Cost as Constant: Instead of recognizing marginal cost as a function
derived from the supply curve (MC(Q) = asupply × Q + bsupply), several models treated
marginal cost as a constant, often equal to the slope of the supply curve. This assumption led
to errors in determining the monopolist’s quantity and price, further propagating inaccuracies
in the deadweight loss calculation.

• Combined Errors: A subset of models combined the two errors above, simultaneously using
an incorrect formula for deadweight loss and assuming a constant marginal cost. This
compounded error significantly reduced the likelihood of producing a correct answer and
highlighted the systematic nature of the misunderstanding.
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J Section 3 Images

Q: A baseball  team is buying new  equipment and needs 
baseballs, their  demand for  baseballs at any given 
pr ice is expressed by the fol low ing demand function 
-1.89Q + 2.6. What is the team's consumer  surplus i f  the 
pr ice of baseballs is 1.24? Let's think step by step. 
Explain your  r easoning.

User Prompt

To calculate the consumer surplus for the baseball team, first, we need to find the quantity demanded at the price of $1.24 using the demand function given. Then we'll compute the consumer surplus, which is the area between the demand curve and the actual price paid, up to the quantity purchased.

The demand function is given as:

D(Q) = -1.89Q + 2.6

The price the team is willing to pay is:

P = 1.24

We need to set the demand function equal to the price to solve for the quantity demanded (Q):

-1.89Q + 2.6 = 1.24

Now, solve for Q:

-1.89Q = 1.24 - 2.6
-1.89Q = -1.36

Next, divide both sides by -1.89 to find the quantity Q:

Q = -1.36 / -1.89
Q = 0.719 (approx)

Now that we have the quantity demanded at that price, we can calculate the consumer surplus. Consumer surplus is the difference between what consumers are willing to pay (as represented by the demand curve) and what they actually pay, summed over the quantity they purchase. It's the area of the triangle formed beneath the demand curve and above the price level up to the quantity demanded.

On a graph, the demand curve intercepts the vertical price axis at the maximum price consumers are willing to pay when quantity demanded is zero. This is given by the demand function when Q = 0:

D(0) = -1.89(0) + 2.6
D(0) = 2.6

This is the maximum price consumers are willing to pay for the first unit. The actual price paid is $1.24, which is constant for all the units since we're dealing with a fixed price, not a changing one.

The formula for consumer surplus (CS) for a linear demand curve is:

CS = 0.5 * (Base * Height)

In this context:

- Base is the quantity (Q), which is 0.719.
- Height is the difference between what the team is willing to pay for the first unit (D(0) = 2.6) and the actual price they pay for each unit (P = 1.24).

CS = 0.5 * (0.719) * (2.6 - 1.24)
CS = 0.5 * (0.719) * (1.36)
CS ? 0.3595 * 1.36
CS ? 0.489 (approx)

So the consumer surplus for the baseball team, given the price of baseballs is $1.24, is approximately $0.489 per baseball. However, to find the total consumer surplus for all baseballs purchased, you would not multiply by the quantity since the consumer surplus represents the entire area and not a per unit surplus. The computed value of approximately $0.489 is the consumer surplus for all 0.719 baseballs purchased? not per baseball.

Output
Model used: gpt-4
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A. 0.49
B. 0.33
C. 0.21
D. 1.34
Answer  by w r i ting the option letter  cor responding to the 

cor rect option. WRITE ONLY A SINGLE LETTER. 

A:

User Prompt

Q: A baseball  team is buying new  equipment and needs 
baseballs, their  demand for  baseballs at any given 
pr ice is expressed by the fol low ing demand function 
-1.89Q + 2.6. What is the team's consumer  surplus i f  the 
pr ice of baseballs is 1.24? 
A. 0.49
B. 0.33
C. 0.21
D. 1.34
Let's think step by step. Explain your  r easoning.

User Prompt

Answer  by w r i ting the option letter  cor responding to the 
cor rect option. WRITE ONLY A SINGLE LETTER. 
A:

User Prompt

D

Output
Model used: gpt-4

B

Output
Model used: gpt-4

Figure 9: (Left) The hidden approach to 0-CoT: the model is given only the question and asked to
explain its reasoning before being provided with options. (Right) The shown approach to 0-CoT: the
model is presented with both the question and options before explaining its reasoning.
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K Web Application

Figure 10: The web app user interface for template writing. This page includes fields for type, domain,
grade level and tags (including perspectives). The right shows an example of template verification
which uses a LLM to generate another template using the example seed.

Figure 11: The web app user interface for template AI double-checking. This page instantiates and
fills a set of question using a generated or example seed and then generates a response using an
OpenAI model. The page also reports the number of questions answered correctly as well as the
responses from the model.
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Figure 12: The web app user interface for template validation. This page displays all generated seeds
returned by the model for manual validation.
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