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ABSTRACT

In-Context Learning (ICL) emerges as a key feature for Large Language Models
(LLMs), allowing them to adapt to new tasks by leveraging task-specific exam-
ples without updating model parameters. However, ICL faces challenges with
increasing numbers of examples due to performance degradation and quadratic
computational costs. In this paper, we propose Logit Arithmetic Reweighting
Approach (LARA), a novel framework that enhances ICL by using logit-based
ensembling of multiple demonstrations. Our approach divides long input demon-
strations into parallelizable shorter inputs to significantly reduce memory require-
ments, and then effectively aggregate the information by reweighting logits of
each group via a non-gradient optimization approach. We further introduce Bi-
nary LARA (B-LARA), a variant that constrains weights to binary values to sim-
plify the search space and reduces memory usage by filtering out less informative
demonstration groups. Experiments on BBH and MMLU demonstrate that LARA
and B-LARA outperform all baseline methods in both accuracy and memory effi-
ciency. We also conduct extensive analysis to show that LARA generalizes well to
scenarios of varying numbers of examples from limited to many-shot demonstra-
tions. Our codes can be found in https://anonymous.4open.science/
r/LARA-F55B.

1 INTRODUCTION

In-Context Learning (ICL) (Brown et al.| [2020)) is one of the emergent abilities of Large Language
Models (LLMs) as they are scaled to billions of parameters (Wei et al.|[2022). ICL enables LLMs to
adapt to new tasks by utilizing task-specific examples within the input context (Dong et al., [2023)),
and does not require any updates to or access to model parameters. While ICL has achieved impres-
sive performance across various domains, it encounters significant challenges when dealing with an
increasing number of examples. Longer context window size often leads to performance degrada-
tion (Xiong et al.L|2023). This is due to the low density of useful information within longer prompts,
and the reduced sensitivity to positional information, both of which diminish the capability of the
model to effectively capture and utilize key content. Additionally, the quadratic growth of computa-
tional cost with the input length makes it particularly expensive for large-scale models.

Previous works primarily focus on two directions to address these challenges. The first direction is
input compression, which aims to shorten the input length (Jiang et al., [2023b; [Pan et al., |[2024; Xu
et al., [2023a; Wingate et al., [2022) or selectively retrieve relevant portions of demonstrations to be
included in the prompt (an Luo et al.,[2024)). However, these methods risk losing critical information,
which may negatively impact model performance. The second direction involves aggregating hidden
states within LLMs to simulate the effect of in-context demonstrations (Hao et al., |2022; [L1 et al.}
2023b; |[Hendel et al., 2023). These methods, however, are not applicable to closed-source models
like GPT-4, as they require direct access to the model internal weights. Additionally, they contradict
the core advantage of in-context learning, which is the ability to operate without modifications to
hidden states or model parameters.

In this study, we propose a novel framework, Logit Arithmetic Reweighting Approach (LARA),
which aims to combine the strengths of both input compression and hidden state approaches. Our
method first divides demonstrations into subgroups to allow LLMs to focus on shorter inputs and re-
duce computational requirements. We then design a weighted sum aggregation approach to combine
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Figure 1: Illustration of the differences between few-shot in-context learning and LARA (ours)
during inference. Unlike few-shot in-context learning, which concatenates all demonstrations as
a prefix to the input, our method splits the in-context examples into different groups. The next
token is then generated based on a weighted average of logits, with weights precomputed using the
framework described in Sec.

the output logits from the language model given each subgroup of examples. This ensures that the
relevant information from each subgroup could potentially be captured by the language model. One
key innovation in LARA is that we use a non-gradient approach to optimize the weights of logits for
each subgroup. We employ the Covariance Matrix Adaptive Evolution Strategy (CMA-ES) (Hansen
& Ostermeier, [1996) to efficiently explore the weight vector space via resampling based on best-
performing candidates. This allows us to optimize the contribution of each subgroup without any
gradient updates. We further develop Binary-LARA (B-LARA) by constraining the weight values
to {0, 1}, which can be interpreted as a process of subgroup selection. This not only reduces the
computational cost but more importantly, leads to better performance due to the simplified search
space for the binary weight vector.

Our experiments on BBH and MMLU benchmarks show that both LARA and B-LARA consistently
outperform direct in-context learning and simple retrieval-based demonstration selection across var-
ious models, with the additional benefit of lower GPU memory usage. Further analysis reveals that
the method excels in both low-resource scenarios with few examples and settings with abundant
demonstrations, consistently delivering superior performance. Moreover, our ablation study high-
lights the critical role of the reweighting steps, although even logit averaging alone outperforms
standard in-context learning.

To summarize, our main contributions are as follows:

* To the best of our knowledge, we are the first to propose ensembling information through
logit arithmetic from different ICL demonstrations. We introduce LARA, a non-gradient
optimization framework that reweights the information of different demonstration groups
to improve ICL performance.

* We conduct extensive experiments on Llama3.1-8B (Dubey et al.|[2024), Mistral-7B (Jiang
et al., 2023a), and Gemma-7B (Mesnard et al., 2024) on BBH [Srivastava et al.|(2022) and
MMLU |Hendrycks et al|(2021), and show that LARA outperforms all baseline methods
across all three models.

* Our comprehensive analysis reveals the broad applicability and efficiency of LARA and B-
LARA. We demonstrate that our methods consistently outperform baselines across a wide
range of example quantities, from fewer than 5 to more than 200. We also demonstrate the
applicability of our methods to black-box LLMs.

2 PRELIMARIES

In-Context Learning. Traditional In-Context Learning leverages N labeled examples in the input
prompt, represented as Dyyin = { (x4, ¥s) }1L, to provide hints for language model generation. Each
pair (x;,vy;) is converted into a semantically meaningful demonstration d; = 7(x;,y;) using a
predefined template 7. These demonstrations are then concatenated to form a comprehensive context
C=dy ®ds ®--- ® dy, with appropriate separators (e.g., newlines or special tokens) between
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Figure 2: Illustration of the LARA framework. The input demonstration set Dy, is divided into
subsets S1,Sa, . . ., Sk, which are further split into two groups: one for candidate examples and the
other for validation examples. For each token, logits are generated using Logit- Arithmetic Decoding,
which aggregates the output logits from all subsets. After generating all tokens, the cross-entropy
loss is computed based on the weighted-average logits and the ground truth from the validation
subset. The subset weights are then resampled and adjusted to minimize the loss. This process of
token generation, loss calculation, and weight resampling is repeated iteratively. After optimizing
the weights for the first group of candidate examples, the roles of the candidate and validation
examples are swapped.

each demonstration. For each test input @, the language model receives the concatenated prompt
C D Ty tO generate a response.

Logit-based Generation. We consider decoding approaches for language generation, where the
language model receives an input prompt C @ @5 and produces coherent and logical responses. The
term “logit” refers to the raw, unnormalized scores output by the model before they are converted
into probabilities by a softmax function. These logits are generated by passing the input sequence
through the LLM. Formally, given the logit z, the probability of the next token x; given the previous
tokens x1.;—1 is computed using the softmax function:

exp(zz,) 0

P(wt | $1:t71) = Z exp(z )
z' eV z’

where z, is the logit corresponding to the token z;, and V is the vocabulary set.

3 METHODOLOGY

In this section, we provide an overview of LARA. Figure 2]illustrates the overall framework of our
approach. Unlike directly concatenating D, into a single sequence, we first divide the N examples
into subgroups, which are used as inputs to the LLM. The output logits from these subgroups are
then aggregated, and we assign weights to each subgroup using a non-gradient search algorithm.
During inference, the precomputed weights are used to combine the logits from each group.
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In Sec. [3.1] we explain the partition strategy to divide examples into subgroups. Then we introduce
how the outputs are aggregated across different subgroups in Sec. and the reweighting strategy
for optimal combination in Sec.[3.3] Furthermore, we show in Sec. [3.4] that imposing a hard con-
straint for our reweighting strategy could further reduce memory usage and computational resources.
Finally, we discuss in Sec. [3.3]the inference efficiency brought by our proposed approach.

3.1 PARTITION STRATEGY

Given N-shot in-context examples, we first split Dy, into k disjoint subsets each containing L in-
context examples, such that Dy = S US2 U ... U S, with |S;| = Lforalli € {1,...,k}. When
inputting a subgroup S; to an LLM, we concatenate all of its elements to get C; = d(;_1)r41 ®
d(i—1)L4+2 D - - D d;L, and the complete input for the i-th subgroup to LLM is C; @ Xes. We assume
that V is divisible by & in our experiments, so that L = N/k. In practice, in cases where NN is not
divisible by k, we could truncate the last subset and only retain L(k — 1) examples.

3.2 LOGIT-ARITHMETIC DECODING

Previous studies (Li et al.|[2022; [Liu et al., 2024} Dekoninck et al.,[2023)) have utilized logit offsets to
control the outputs of large language models for better generation quality or instruction following.
Inspired by these work, we propose a novel method that combines information from multiple in-
context demonstrations through logit-arithmetic decoding. Specifically, our approach focuses on
aggregating the logits produced by the language model outputs for various contextual inputs. With
the input query xy and the example subset being S;, we can compute the logit outputs of the
language model, denoted as fy(S;, Tiest) = log p(y | Si, Trest).- We then combine these logits using
a weighted sum to get the generation probability over the output token:

k
P(y | Lesty w) = softmax <Z wy - f0 (Su mtest)) (2)

i=1
where k is the number of example subsets, and w; are weights that indicate the importance of the

contribution of each subset, with Zle w; = 1. As a baseline approach, we could set uniform
weighting, where w; = 1/k. However, this may not be optimal for all tasks, as the quality and
relevance of different subgroups may vary. In the following section, we introduce a reweighting
strategy to optimize these weights to enhance model performance.

3.3 REWEIGHTING LOGITS BY NON-GRADIENT OPTIMIZATION

To further enhance the model performance, we employ non-gradient optimization methods to opti-
mize the weights w; based on the loss calculated from p(y | @y,). Given the combined probability
p(y | Tva), our objective is to minimize a cross-entropy loss function £(w) over the predicted prob-
abilities and the ground truth. Specifically, we utilize the following cross-entropy loss function for
the generation model:

T
Lw)=— > > logpy: | Ty, w)

(@val, Yva ) €D t=1

where D represents the validation dataset, T is the length of the sequence, y; is the true word at time
step t, @y is the input sequence, w denotes the weight vector, and p(y; | @va, w) represents the
predicted probability of the true word y, at time step ¢, given the input sequence x, and the weight
vector w.

To avoid introducing additional labeled data, we employ a cross-validation strategy. We partition the
demonstration set S into two subsets: S4 = S1US2U...US /2] and Sp = 8|1 /2)+1US|x/2/4+2U
... USk. When optimizing weights for S; € S4, we use Sp as the validation set, and vice versa.
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We choose non-gradient optimization methods over gradient-based alternatives due to two key fac-
tors: (1) The loss function £(w) is non-differentiable, since updating the weight vector w affects
the logits of subsequent tokens, leading to possibly different decoding results of subsequent tokens.
(2) The dimensionality of the weight vector w is relatively low, specifically equalled to the number
of groups k.

In our empirical experiments, we refer to [Liu et al| (2020) and employ the Covariance Matrix
Adaptive Evolution Strategy (CMA-ES) (Hansen & Ostermeier} [1996). CMA-ES is a stochastic,
derivative-free optimization algorithm. During each iteration, CMA-ES samples a set of candidates
in the space of the weight vector w from a multivariate normal distribution, evaluates £(w) for
each candidate, and then updates the mean and covariance matrix of the distribution based on the
best-performing candidates. This allows for an efficient exploration over the weight space.

3.4 BINARY CONSTRAINTS FOR LARA

We further propose a variant of LARA, named as B-LARA, by imposing a hard constraint on the
weight vector w to binary values {0, 1}. This binary constraint offers two key advantages: first, it
simplifies the search space and potentially leads to faster convergence; second, it allows for direct
elimination of demonstration groups with zero weight, thereby improving inference efficiency. In-
tuitively, the binary optimization of w can be seen as a form of subset selection to identify the most
relevant demonstrations in Dy, benefitting model performance on specific tasks.

To solve this binary optimization problem, we employ the simplest evolution strategy (1+1)-
ES (Rechenberg, [1973). It involves a simple cycle: a single parent produces one offspring per
generation through mutation—adding a small, random change. If this offspring performs as well
or better than the parent based on a predefined fitness criterion, it becomes the new parent for the

next generation. Otherwise, the original parent remains. The overall sampling procedure is shown
in Algorithm

The simplicity of this method in repeated mutation and selection makes it particularly suitable for
our binary optimization scenario.

3.5 COMPUTATIONAL COMPLEXITY

We analyze the computational complexity of LARA and B-LARA compared to standard ICL. Dur-
ing inference, the self-attention mechanism in Transformer models is the primary bottleneck for
GPU memory requirement, with the memory complexity being O(n?), where n is the input se-
quence length. This quadratic scaling is due to the pairwise interactions between tokens in the
attention matrix.

By splitting the input sequence into k groups, each of length around 7, LARA and B-LARA
can leverage parallel computing resources more effectively. The complexity for LARA becomes

O(%2 x k)= O(%z) B-LARA further reduces computational complexity by selecting only a subset

of groups. If m out of k subgroups are assigned non-zero weights, then the complexity of B-LARA

becomes O( "};22 ). We show the empirical GPU memory usage in Sec.

4 EXPERIMENTS

In this section, we provide details of our main experiments. We first give an overview of the exper-
imental setup and implementation details in Sec. 4.1} and then present our findings along with the
results in Sec. L2

4.1 EXPERIMENTAL SETUP

Datasets and Evaluation. We evaluate our methods using two well-established benchmarks:
Big-Bench Hard (BBH) (Srivastava et al., 2022) and Massive Multitask Language Understanding
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(MMLU) (Hendrycks et al., [2021). BBH tests models on challenging reasoning tasks across do-
mains including arithmetic reasoning, commonsense reasoning, and linguistics. MMLU measures
generalization across 57 diverse subjects, covering both humanities and STEM fields, offering a
comprehensive evaluation of knowledge and problem-solving abilities of LLMs. For both bench-
marks, we use exact match (EM) as our evaluation criterion, which requires model predictions to
perfectly match the correct answers. We report the accuracy scores in our experiment results. The
details about dataset analysis and prompts can be found in Appendix [A]

Models. Our proposed LARA for in-context learning is applicable to any LLM. To demonstrate its
generality, we evaluate it on three open-source, decoder-only models: Llama3.1-8B (Dubey et al.,
2024), Mistral-7B (Jiang et al.| [2023a), and Gemma-7B (Mesnard et al., 2024). Llama-3.1-8B is
known for strong performance across various NLP tasks, Mistral-7B is optimized for efficiency and
is balanced between computational cost and accuracy. Gemma-7B focuses on advanced reasoning
and language comprehension. These models represent diverse architectures and training strategies,
allowing us to test the adaptability of our methods. By using open-source models in evaluation,
we ensure the reproducibility of our proposed method and validate its broad applicability across
state-of-the-art model architectures.

Hyperparameter Setting. In our main experiment, we use Dy, consisting of N = 32 in-context
examples for our methods. For each task, Dy, is split into subsets of size L € {2,4, 8}, and for
each L we perform up to J = 20 iterations for weight optimization. We compare the minimum
validation loss across different settings of L to determine the optimal configuration, including L and
corresponding w, for the final inference phase. The baseline methods also use the same Dy, as
input. For our method and all baselines, we set the temperature to O to enforce greedy decoding.
Our experiments are conducted on a single A100 80GB GPU.

Compared Methods. We introduce several primary baseline methods: Direct In-Context Learn-
ing (ICL), KNN-Augmented In-ConText Example Selection |[Liu et al.| (2022) (KATE), Rationale-
Augmented Ensembles (RAE) (Wang et al.|[2022)) and In-context Vector (ICV) (Liu et al.|[2023) and
StructICL (Hao et al.| [2022)) as the representative of parameter access methods. We use the same 32
in-context examples as inputs to all baseline methods as our proposed method. For Direct ICL, all
32 examples are concatenated with the prompt. For KATE, we apply the Top-K selection from [Liu
et al.| (2022) that uses a smaller mode‘ﬁ to retrieve the most similar input-output pairs from Dy,
as in-context demonstrations. We evaluate KATE with 2, 4, and 8 demonstrations as baselines. For
RAE, we divide the examples into different groups and use each group as in-context examples to
generate separate results. The final output is determined by applying majority voting across these
individual group-based results. For StructICL, we also present the results with varying numbers of
groups: 2, 4, and 8. In ICV, we follow the original paper to set A = 0.1 and average the ICV given
by all 32 examples. We report results with group sizes of 2, 4, and 8 to ensure the same memory
usage as our method.

4.2 MAIN RESULTS

Results from Tableﬂ]demonstrate the effectiveness of our proposed methods, LARA, and B-LARA,
across BBH and MMLU benchmarks. B-LARA consistently outperforms most of baseline methods
across three model architectures. Notably, B-LARA achieves the highest accuracy and improves
over direct ICL by 2.05, 5.67, and 2.12 points on BBH dataset across three models respectively.
Moreover, our methods and can consistently outperform retrieval or simple ensemble baselines like
KATE and RAE, indicating that our method is more effective in combining information from mul-
tiple demonstration subgroups. Compared to the ICV and StructICL baseline, which has the advan-
tage of access to model parameters, our methods still achieve better performance without access to
the hidden state, which further demonstrates the efficacy of our methods in aggregating information
without direct access to model internal parameters.

An interesting finding is that B-LARA performs better than LARA despite a more constrained search
space for the weight vector. We believe this is because we only use 20 iterations for weight opti-

'"https://huggingface.co/sentence-transformers/all-distilroberta-vl
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Table 1: Accuracy of all methods on BBH and MMLU. The results shown are the average perfor-
mance across datasets within each benchmark. Please refer to appendix [D.2] for breakdown results
of each dataset. The subscript of KATE indicates the number of selected ICL demonstrations as
input to LLMs.

BBHaverage MMLUG/UETG.QC
Llama3.1-8B  Gemma-7B  Mistral-7B  Llama3.1-8B  Gemma-7B  Mistral-7B

Black-Box Method:
ICL 45.64 37.08 4291 65.63 61.44 62.84
KATE, 43.60 37.07 43.16 66.62 56.28 63.99
KATE,4 44.03 38.83 43.16 66.75 55.78 63.48
KATEg 44.47 37.03 42.96 67.19 54.13 63.93
RAE, 44.59 40.24 43.95 66.88 65.18 62.99
RAE, 45.23 40.44 44.49 66.40 65.01 62.99
RAEg 44.06 39.85 44.07 67.09 64.80 63.61
LARA (ours) 47.46 41.77 44.77 66.54 64.36 63.93
B-LARA (ours) 47.69 42.75 45.03 67.80 65.56 64.12

White-Box Method.:
ICV 45.93 42.16 44.50 66.97 64.99 64.02
StructICL> 46.64 39.54 44.68 66.78 64.34 63.52
StructICL4 46.98 40.53 44.89 66.97 64.46 63.99
StructICLsg 46.57 41.46 43.99 66.56 65.16 63.46

mization, and the binary constraint brings more benefits by introducing a simplified optimization
landscape and providing a regularization effect to prevent overfitting.

5 ANALYSIS
In this section, we present a deep analysis of our proposed method LARA under various conditions.

5.1 How DOES LARA EXTEND TO Table 2: Accuracy across different models on
GENERATION TASKS? Gsm8k.

Llama-3 LongChat Vicuna

In previous experiments, we mainly focus on the

classification or single token generation tasks. Here ICL 66.64 9.93 16.30
we extended our experiments to generation tasks EarlyStop ~ 71.21 11.14 17.44
like GSM8K (Cobbe et al} [2021) for math rea- StructCL— 69.43 1125 17.12
soning. We follow the experiment setting used FocusICL  71.89 12.28 17.74
in FocusICL (Yuan et al. 2024) and evaluate our B-LARA 73.86 12.23 18.12

method against Llama-3-8B-Instruct, LongChat-7B-
V1.5-32K (L1 et al., 2023a) and Vicuna-7B-V1.5-
16K (Dong et al} [2023). Following FocusICL, we randomly select 80 examples from the training
set and split them into 10 groups for our methods.

The results in Table 2] show B-LARA outperforms FocusICL, which is the previous state-of-the-art
method, in 2 out of 3 models. Notably, this is achieved without relying on hidden states, highlighting
the simplicity and efficiency of our method on generation task.

5.2 CAN LARA PERFORM WELL WITH MORE EXAMPLES?

We investigate the performance of LARA with an increased number of demonstrations, leveraging
the LongICLBench (Li et al.| 2024), a benchmark tailored for addressing challenges in long in-
context learning. For our experiments, we select two datasets: GoEmotion and TacRED. Following
the LongICLBench setup, we employ multiple rounds of examples, where each round includes sev-
eral examples, each labeled with a distinct class. To align with the input limit constraints of ICL,
we sampled 8 rounds (224 examples) of examples for GoEmotions and 4 rounds (164 examples)
for TacRED. For LARA and B-LARA, we choose 4, 8, and 16 as the potential candidate number of
groups. We report the accuracy of different methods on these datasets in Table 3]



Under review as a conference paper at ICLR 2025

Table 3: Accuracy of methods on GoEmotion and TacRED. The subscript of RAE means the number

of groups in RAE.

GoEmotion

TacRED

Llama3.1-8B  Gemma-7B  Mistral-7B  Llama3.1-8B  Gemma-7B  Mistral-7B

Black-Box Method:

ICL 18.60 15.60 17.80 38.20 43.80 55.40
RAE, 22.20 22.20 21.60 43.80 45.40 55.40
RAE, 21.00 22.40 21.40 45.60 45.00 52.40
RAEjg 21.20 19.00 20.40 36.20 39.00 49.20
LARA (ours) 21.00 20.80 19.20 48.60 47.40 54.20
B-LARA (ours) 24.00 22.80 23.80 48.60 49.00 59.00
White-Box Method:
ICcv 18.80 20.80 18.40 44.40 46.80 54.40
StructICL» 19.00 21.00 18.60 46.60 47.60 55.80
StructICL4 19.80 21.40 19.00 47.60 48.00 56.40
StructICLg 20.60 22.00 19.80 44.80 48.60 56.20

The experimental results clearly highlight the advantages of LARA, which demonstrates consistent
improvements over baseline methods across both GoEmotion and TacRED datasets, showcasing
its effectiveness in diverse tasks. Notably, the B-LARA variant further amplifies this performance,
outperforming all competing approaches on both datasets and across various models. This suggests
that B-LARA can work well in many shot settings.

5.3 CAN LARA PERFORM WELL WITH LIMITED IN-CONTEXT EXAMPLES?

In previous experiments, we primarily explore the many-shot in-context learning (ICL) setting. In
this subsection, we focus on a more constrained scenario, where only a limited number of in-context
examples are available. This analysis aims to understand the relationship between the number of
demonstrations and the performance of LARA compared to baseline methods with limited examples.

We set the number of examples N within
{2,4, 8,16} and compare our proposed method
with ICL on the BBH dataset with Mistral-

—e— ICL
LARA
—<  B-LARA (Train)

N
[V

/

. —+— B-LARA (Inference)
7B. Figure [3] demonstrates that both LARA .|~ taa worewsning
and B-LARA consistently outperform the base- §
line ICL, and the performance gap increases & 3

with the number of examples used. Note that
we do not plot the performance of LARA and
B-LARA under N = 2. This is because 42, 5 10 15
LARA and B-LARA are simplified to our non- Total Examples Used

reweighting ablation when the size of each sub- Figure 3: Accuracy of LARA on BBH using dif-
group becomes 1 and no reweighting is re-  forone numbers of examples. B-LARA uses dif-
quired. We .also show t.he .performance of Per- ferent settings due to differences in example usage
formance without reweighing here. We set the during training and inference. We use two lines to

number of group k as 2 in this experiment. highlight this difference. The accuracy means the
While there is a significant gap between the average accuracy on BBH dataset.

non-reweight version and B-LARA, the non-
reweight version still demonstrates effective-
ness compared to ICL.

Since B-LARA has a weight constraint of {0, 1}, subgroups with zero-weights are pruned during
inference for efficiency. As shown in Figure [3] the real number of examples used by B-LARA
in inference is substantially lower than other methods. In the 32-shot setting, only about 45% of
subgroups of B-LARA are assigned non-zero weights, reducing more than half of the computational
load without compromising performance. Additionally, as the total number of examples increases,
the proportion of examples used in inference decreases, indicating that B-LARA is particularly
suitable for resource-constrained environments.
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5.4 Is LARA APPLICABLE TO BLACK-Box LLMS?

Table 4: Average performance of various methods
of GPT-40-mini on the BBH benchmark.
ICL LARA B-LARA

53.17  56.06 57.41

One advantage of our method is that it could
also be applied to LLM APIs, since it only uses
output logits for example reweighting or selec-
tion. In these scenarios, techniques such as in-
context vector or task vector, which often rely
on internal state visibility, cannot be applied.

We evaluate our method with GPT-40-mini Z] on BBH dataset. The results in Table [4 demonstrate
that LARA and B-LARA outperform ICL. We note that the OpenAl API only provides top 20 logits
for each output token, while our methods are still able to achieve competitive results. This indicates
that our method generalizes well to black-box LLMs, and can be applied to situations where internal
weights of models are restricted and only output logits are available.

5.5 How DOES LARA ENHANCE MEMORY EFFICIENCY ?

We empirically evaluate the computational g

efficiency of LARA by measuring GPU 760 /
memory usage with different input se- g

quence lengths and subgroup configura- 35 _—
tions. We set the number of groups k with 2‘40 Number of Group
1,2,4,8. Specifically, when k is set as 1, £ — 1(CL) —— 4
LARA will degrade to ICL. g / 2 — 8
Results in Figure ] demonstrate that 5k 10k 15k 20k 25k

LARA is more memory-efficient com- Sequence Length

pared to standard ICL, especially when
handling long sequences. Standard ICL
results in Out-of-Memory (OOM) errors

Figure 4: GPU Memory usage of LARA in gigabytes
on a single A100 80GB GPU with different input se-
quence lengths and number of subgroups. Note that

when the input length exceeds 10k tokens
on a Mistral-7B model with a batch size of
4 on an A100 80GB GPU. In contrast, our
method handles input lengths over 25k to-
kens with 4 and 8 subgroups, demonstrat-

when the number of subgroups equals to 1, the setting
is the same as ICL. The sequence length is denoted in
thousands of tokens. We set the batch size equal to
4. Data points indicating Out-Of-Memory (OOM) are
omitted.

ing that LARA efficiently utilizes larger
amounts of training data.

5.6 HOW DOES THE REWEIGHTING STEP
AFFECT MODEL PERFORMANCE?

Table 5: Average performance of Llama3.1-8B
our methods without reweighting. For the abla-
tion “w/o reweight”, the subscript means the size
L of each group of demonstrations. The results
for other models are shown in Appendix

We conduct an ablation study to assess the ef-
fectiveness of the reweighting step, denoted
as “w/o reweight” which simply averages over

> . Method BBH MMLU
the output logits of the LLM across different
demonstration groups. LARA 4746  66.54
. ) L B-LARA 47.69 67.80
In our ablation study, removing the reweighting wlo reweight,  43.33  67.23
step used in LARA also demonstrated its value w/o reweight, 44.50  67.58
by outperforming traditional baseline methods. wlo reweights  43.02  67.43

For instance, it achieved a notable 67.58 with
Llama3.1-8B in the MMLU benchmark, which
is better than directly ICL (65.63). This perfor-
mance highlights that logit-arithmetic can successfully combine the information in different groups
of demonstrations.

The results further emphasize the importance of the reweighting step in LARA. LARA outperforms
the non-reweight version in most settings. This underscores the reweighting process as critical for

2 gpt-40-mini-2024-07-18
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enhancing model accuracy. The worse performance of non-reweight offers clear evidence of how
significant reweighting is to optimizing the model’s contextual handling.

6 RELATED WORK

6.1 LONG IN-CONTEXT LEARNING

Recent studies on long-context learning problems in LLMs can be categorized into two main strate-
gies: enhancing the impact of in-context examples and compressing input sequences. Structured
prompting leverages rescaled attention mechanisms to effectively integrate grouped examples (Hao
et al., |2022). Methods such as task vectors (Hendel et al., [2023)) and function vectors (Todd et al.,
2023) further refine this strategy by generating vectors that assess the contribution of each example
based on the offset of hidden state, which improves model adaptability. [Liu et al.| (2023)) generate
task-specific vectors that steer model behavior in latent space based on the in-context examples.
Regarding input compression, methods like prompt pruning (Jiang et al.l [2023bj |Pan et al.| [2024)
and additional summarization models (Xu et al.| 2023a; |Gilbert et al., [2023) directly shorten in-
puts while maintaining essential content. Soft prompt-based compression (Wingate et al., 2022; Mu
et al.| 2023)) intends to generate a soft-prompt that includes most of the information. For many-shot
in-context learning problems, previous studies have proposed group-based methods, such as Struc-
tICL (Hao et al., [2022)) and FocusICL (Yuan et al., [2024)), which refine attention maps by utilizing
subgroup structures within the demonstrations.

6.2 LOGIT ARITHMETIC

Several works have employed logit arithmetic across various domains and downstream tasks. Con-
trastive decoding (Li et al., 2022) improves performance by utilizing the difference in logits from
models of different sizes. Proxy tuning (Liu et al.l |2024) enhances a larger model’s capabilities by
adding the logit differences of a smaller model, recorded before and after training, to simulate train-
ing effects. In model arithmetic (Dekoninck et al., 2023)), logits adjusted with various prompts steer
the generation processes of large language models. [Huang et al.|(2024) propose using logit subtrac-
tion to facilitate the selective forgetting of knowledge in LLMs. Additionally, logit arithmetic has
been leveraged to enhance the safety of generated outputs (Xu et al., 2024).

6.3 NON-GRADIENT OPTIMIZATION OF LLMS

Due to the high memory requirements associated with gradient-based optimization methods, recent
research has shifted towards non-gradient techniques for neural network optimization. [Zhang et al.
(2024); Malladi et al.| (2023) propose training large language models (LLMs) using non-gradient
methods to mitigate these memory constraints. These approaches have also been applied in federated
learning, exploring their effectiveness in distributed settings (Xu et al., [2023b)). Additionally, a
gradient-free method has been used to optimize manifold neural networks (Zhang et al., [2022).
Similarly, LoraHub (Huang et al., 2023) utilizes non-gradient techniques to dynamically reweight
different LoORA modules, enhancing adaptation to new downstream tasks. |Guo et al.| (2023) also
introduces non-gradient methods to prompt engineering to search for better prompts.

7 CONCLUSION

We proposed LARA, a novel framework that enhances in-context learning by ensembling logits
from multiple demonstrations, improving performance without requiring parameter updates. Our
method reduces computational complexity while achieving better accuracy. Additionally, Binary
LARA further optimizes efficiency by selectively removing less informative demonstrations. Ex-
periments on BBH and MMLU benchmarks show that both LARA and B-LARA outperform tra-
ditional ICL methods in terms of efficiency and performance. Future research directions include
extending our study to combine logits from different sources beyond just in-context learning (ICL)
examples—such as different models or varying instructions—and building a distributed inference
system based on LARA.
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REPRODUCIBILITY STATEMENT

We provide detailed information on the dataset we used in Appendix [Al The codes for our main
experiment can be found in https://anonymous.4open.science/r/LARA-F55B!

REFERENCES

an Luo, Xin Xu, Yue Liu, Panupong Pasupat, and Mehran Kazemi. In-context learning with retrieved
demonstrations for language models: A survey. ArXiv preprint, abs/2401.11624, 2024. URL
https://arxiv.org/abs/2401.11624.

Tom B. Brown, Benjamin Mann, Nick Ryder, Melanie Subbiah, Jared Kaplan, Prafulla Dhari-
wal, Arvind Neelakantan, Pranav Shyam, Girish Sastry, Amanda Askell, Sandhini Agar-
wal, Ariel Herbert-Voss, Gretchen Krueger, Tom Henighan, Rewon Child, Aditya Ramesh,
Daniel M. Ziegler, Jeffrey Wu, Clemens Winter, Christopher Hesse, Mark Chen, Eric Sigler,
Mateusz Litwin, Scott Gray, Benjamin Chess, Jack Clark, Christopher Berner, Sam McCan-
dlish, Alec Radford, Ilya Sutskever, and Dario Amodei. Language models are few-shot
learners. In Hugo Larochelle, Marc’ Aurelio Ranzato, Raia Hadsell, Maria-Florina Balcan,
and Hsuan-Tien Lin (eds.), Advances in Neural Information Processing Systems 33: Annual
Conference on Neural Information Processing Systems 2020, NeurlPS 2020, December 6-12,
2020, virtual, 2020. URL https://proceedings.neurips.cc/paper/2020/hash/
1457c0dobfcb4967418bfb8acld2f6da-Abstract.html.

Karl Cobbe, Vineet Kosaraju, Mohammad Bavarian, Mark Chen, Heewoo Jun, Lukasz Kaiser,
Matthias Plappert, Jerry Tworek, Jacob Hilton, Reiichiro Nakano, Christopher Hesse, and John
Schulman. Training verifiers to solve math word problems. arXiv preprint arXiv:2110.14168,
2021.

Jasper Dekoninck, Marc Fischer, Luca Beurer-Kellner, and Martin T. Vechev. Controlled text gen-
eration via language model arithmetic. ArXiv preprint, abs/2311.14479, 2023. URL https:
//arxiv.org/abs/2311.14479.

Qingxiu Dong, Lei Li, Damai Dai, Ce Zheng, Zhiyong Wu, Baobao Chang, Xu Sun, Jingjing Xu,
Lei Li, and Zhifang Sui. A survey for in-context learning. ArXiv, abs/2301.00234, 2023. URL
https://api.semanticscholar.org/CorpusID:263886074.

Abhimanyu Dubey, Abhinav Jauhri, Abhinav Pandey, Abhishek Kadian, Ahmad Al-Dahle,
Aiesha Letman, Akhil Mathur, Alan Schelten, Amy Yang, Angela Fan, Anirudh Goyal, An-
thony Hartshorn, Aobo Yang, Archi Mitra, Archie Sravankumar, Artem Korenev, Arthur
Hinsvark, Arun Rao, Aston Zhang, Aurelien Rodriguez, Austen Gregerson, Ava Spataru, Bap-
tiste Roziere, Bethany Biron, Binh Tang, Bobbie Chern, and etc. The llama 3 herd of
models. ArXiv, abs/2407.21783, 2024. URL https://api.semanticscholar.org/
CorpusID:271571434.

Henry Gilbert, Michael Sandborn, Douglas C. Schmidt, Jesse Spencer-Smith, and Jules White. Se-
mantic compression with large language models. 2023 Tenth International Conference on Social
Networks Analysis, Management and Security (SNAMS), pp. 1-8, 2023.

Qingyan Guo, Rui Wang, Junliang Guo, Bei Li, Kaitao Song, Xu Tan, Guoqging Liu, Jiang Bian,
Yujiu Yang, Tsinghua University, and Microsoft Research. Connecting large language models
with evolutionary algorithms yields powerful prompt optimizers. ArXiv preprint, abs/2309.08532,
2023. URL https://arxiv.org/abs/2309.08532.

Nikolaus Hansen and Andreas Ostermeier. Adapting arbitrary normal mutation distributions in evo-
lution strategies: the covariance matrix adaptation. Proceedings of IEEE International Conference
on Evolutionary Computation, 1996.

Yaru Hao, Yutao Sun, Li Dong, Zhixiong Han, Yuxian Gu, and Furu Wei. Structured prompting:
Scaling in-context learning to 1, 000 examples. ArXiv, abs/2212.06713, 2022. URL https:
//api.semanticscholar.org/CorpusID:254591686.

11


https://anonymous.4open.science/r/LARA-F55B
https://arxiv.org/abs/2401.11624
https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://proceedings.neurips.cc/paper/2020/hash/1457c0d6bfcb4967418bfb8ac142f64a-Abstract.html
https://arxiv.org/abs/2311.14479
https://arxiv.org/abs/2311.14479
https://api.semanticscholar.org/CorpusID:263886074
https://api.semanticscholar.org/CorpusID:271571434
https://api.semanticscholar.org/CorpusID:271571434
https://arxiv.org/abs/2309.08532
https://api.semanticscholar.org/CorpusID:254591686
https://api.semanticscholar.org/CorpusID:254591686

Under review as a conference paper at ICLR 2025

Roee Hendel, Mor Geva, and Amir Globerson. In-context learning creates task vectors. ArXiv
preprint, abs/2310.15916, 2023. URL |https://arxiv.org/abs/2310.15916.

Dan Hendrycks, Collin Burns, Steven Basart, Andy Zou, Mantas Mazeika, Dawn Song, and Jacob
Steinhardt. Measuring massive multitask language understanding. In Proc. of ICLR. OpenRe-
view.net, 2021. URL https://openreview.net/forum?id=d7KBjmI3GmQ.

Chengsong Huang, Qian Liu, Bill Yuchen Lin, Tianyu Pang, Chao Du, and Min Lin. Lorahub:
Efficient cross-task generalization via dynamic lora composition. ArXiv preprint, abs/2307.13269,
2023. URLhttps://arxiv.org/abs/2307.132609.

James Y. Huang, Wenxuan Zhou, Fei Wang, Fred Morstatter, Sheng Zhang, Hoifung Poon, and
Muhao Chen. Offset unlearning for large language models. ArXiv preprint, abs/2404.11045,
2024. URL https://arxiv.org/abs/2404.11045.

Albert Qiaochu Jiang, Alexandre Sablayrolles, Arthur Mensch, Chris Bamford, Devendra Singh
Chaplot, Diego de Las Casas, Florian Bressand, Gianna Lengyel, Guillaume Lample, Lucile
Saulnier, L’elio Renard Lavaud, Marie-Anne Lachaux, Pierre Stock, Teven Le Scao, Thibaut
Lavril, Thomas Wang, Timothée Lacroix, and William El Sayed. Mistral 7b. ArXiv preprint,
abs/2310.06825, 2023a. URL https://arxiv.org/abs/2310.06825,

Huiqgiang Jiang, Qianhui Wu, Chin-Yew Lin, Yuqing Yang, and Lili Qiu. Llmlingua: Compressing
prompts for accelerated inference of large language models. In Conference on Empirical Methods
in Natural Language Processing, 2023b.

Dacheng Li, Rulin Shao, Anze Xie, Ying Sheng, Lianmin Zheng, Joseph Gonzalez, Ion Stoica,
Xuezhe Ma, and Hao Zhang. How long can context length of open-source LLMs truly promise? In
NeurIPS 2023 Workshop on Instruction Tuning and Instruction Following, 2023a. URL https:
//openreview.net/forum?id=LywifFNXV5.

Mukai Li, Shansan Gong, Jiangtao Feng, Yiheng Xu, Jinchao Zhang, Zhiyong Wu, and Lingpeng
Kong. In-context learning with many demonstration examples. ArXiv preprint, abs/2302.04931,
2023b. URL https://arxiv.org/abs/2302.04931.

Tianle Li, Ge Zhang, Quy Duc Do, Xiang Yue, and Wenhu Chen. Long-context llms struggle with
long in-context learning. ArXiv preprint, abs/2404.02060, 2024. URL https://arxiv.org/
abs/2404.02060.

Xiang Lisa Li, Ari Holtzman, Daniel Fried, Percy Liang, Jason Eisner, Tatsunori Hashimoto, Luke
Zettlemoyer, and Mike Lewis. Contrastive decoding: Open-ended text generation as optimization.
In Annual Meeting of the Association for Computational Linguistics, 2022.

Alisa Liu, Xiaochuang Han, Yizhong Wang, Yulia Tsvetkov, Yejin Choi, and Noah A. Smith. Tuning
language models by proxy. ArXiv preprint, abs/2401.08565, 2024. URL https://arxiv.
org/abs/2401.08565.

Jiachang Liu, Dinghan Shen, Yizhe Zhang, Bill Dolan, Lawrence Carin, and Weizhu Chen. What
makes good in-context examples for GPT-3? In Proceedings of Deep Learning Inside Out (Dee-
LIO 2022): The 3rd Workshop on Knowledge Extraction and Integration for Deep Learning Ar-
chitectures, pp. 100-114, Dublin, Ireland and Online, 2022. Association for Computational Lin-
guistics. doi: 10.18653/v1/2022.deelio-1.10. URL https://aclanthology.org/2022.
deelio-1.10.

Jialin Liu, A. Moreau, Mike Preuss, Baptiste Roziere, Jérémy Rapin, Fabien Teytaud, and Olivier
Teytaud. Versatile black-box optimization. Proceedings of the 2020 Genetic and Evolutionary
Computation Conference, 2020.

Sheng Liu, Haotian Ye, Lei Xing, and James Y. Zou. In-context vectors: Making in context learning
more effective and controllable through latent space steering. ArXiv preprint, abs/2311.06668,
2023. URL https://arxiv.org/abs/2311.06668.

Sadhika Malladi, Tianyu Gao, Eshaan Nichani, Alexandru Damian, Jason D. Lee, Dangi Chen,
and Sanjeev Arora. Fine-tuning language models with just forward passes. ArXiv preprint,
abs/2305.17333, 2023. URL https://arxiv.org/abs/2305.17333.

12


https://arxiv.org/abs/2310.15916
https://openreview.net/forum?id=d7KBjmI3GmQ
https://arxiv.org/abs/2307.13269
https://arxiv.org/abs/2404.11045
https://arxiv.org/abs/2310.06825
https://openreview.net/forum?id=LywifFNXV5
https://openreview.net/forum?id=LywifFNXV5
https://arxiv.org/abs/2302.04931
https://arxiv.org/abs/2404.02060
https://arxiv.org/abs/2404.02060
https://arxiv.org/abs/2401.08565
https://arxiv.org/abs/2401.08565
https://aclanthology.org/2022.deelio-1.10
https://aclanthology.org/2022.deelio-1.10
https://arxiv.org/abs/2311.06668
https://arxiv.org/abs/2305.17333

Under review as a conference paper at ICLR 2025

Gemma Team Thomas Mesnard, Cassidy Hardin, Robert Dadashi, Surya Bhupatiraju, Shreya
Pathak, L. Sifre, Morgane Riviere, Mihir Kale, J Christopher Love, Pouya Dehghani Tafti,
L’eonard Hussenot, Aakanksha Chowdhery, Adam Roberts, Aditya Barua, Alex Botev, Alex
Castro-Ros, Ambrose Slone, Am’elie H’eliou, and et al. Gemma: Open models based on gemini
research and technology. ArXiv preprint, abs/2403.08295, 2024. URL https://arxiv.org/
abs/2403.08295.

Jesse Mu, Xiang Lisa Li, and Noah D. Goodman. Learning to compress prompts with gist tokens.
ArXiv preprint, abs/2304.08467, 2023. URL https://arxiv.org/abs/2304.08467.

Zhuoshi Pan, Qianhui Wu, Huiqiang Jiang, Menglin Xia, Xufang Luo, Jue Zhang, Qingwei Lin,
Victor Riihle, Yuqing Yang, Chin-Yew Lin, H. Vicky Zhao, Lili Qiu, and et al. Llmlingua-
2: Data distillation for efficient and faithful task-agnostic prompt compression. ArXiv preprint,
abs/2403.12968, 2024. URL https://arxiv.org/abs/2403.12968.

Ingo Rechenberg. Evolutionsstrategie : Optimierung technischer systeme nach prinzipien der bi-
ologischen evolution. 1973. URL https://api.semanticscholar.org/CorpusID:
60975248\

Aarohi Srivastava, Abhinav Rastogi, Abhishek Rao, Abu Awal Md Shoeb, Abubakar Abid, Adam
Fisch, Adam R. Brown, Adam Santoro, Aditya Gupta, and et al. Beyond the imitation
game: Quantifying and extrapolating the capabilities of language models. ArXiv preprint,
abs/2206.04615, 2022. URL https://arxiv.org/abs/2206.04615.

Eric Todd, Millicent Li, Arnab Sen Sharma, Aaron Mueller, Byron C. Wallace, and David Bau.
Function vectors in large language models. ArXiv preprint, abs/2310.15213, 2023. URL https:
//arxiv.org/abs/2310.15213.

Xuezhi Wang, Jason Wei, Dale Schuurmans, Quoc Le, Ed Huai hsin Chi, and Denny Zhou.
Rationale-augmented ensembles in language models. ArXiv preprint, abs/2207.00747,2022. URL
https://arxiv.org/abs/2207.00747.

Jason Wei, Yi Tay, Rishi Bommasani, Colin Raffel, Barret Zoph, Sebastian Borgeaud, Dani Yo-
gatama, Maarten Bosma, Denny Zhou, Donald Metzler, Ed Huai hsin Chi, Tatsunori Hashimoto,
Oriol Vinyals, Percy Liang, Jeff Dean, and William Fedus. Emergent abilities of large language
models. ArXiv preprint, abs/2206.07682, 2022. URL https://arxiv.org/abs/2206.
07682.

David Wingate, Mohammad Shoeybi, and Taylor Sorensen. Prompt compression and contrastive
conditioning for controllability and toxicity reduction in language models. In Findings of the As-
sociation for Computational Linguistics: EMNLP 2022, pp. 5621-5634, Abu Dhabi, United Arab
Emirates, 2022. Association for Computational Linguistics. URL https://aclanthology.
org/2022.findings—emnlp.412.

Wenhan Xiong, Jingyu Liu, Igor Molybog, Hejia Zhang, Prajjwal Bhargava, Rui Hou, Louis Martin,
Rashi Rungta, Karthik Abinav Sankararaman, Barlas Oguz, Madian Khabsa, Han Fang, Yashar
Mehdad, Sharan Narang, Kshitiz Malik, Angela Fan, Shruti Bhosale, Sergey Edunov, Mike Lewis,
Sinong Wang, and Hao Ma. Effective long-context scaling of foundation models. ArXiv preprint,
abs/2309.16039, 2023. URL https://arxiv.org/abs/2309.16039.

Fangyuan Xu, Weijia Shi, and Eunsol Choi. Recomp: Improving retrieval-augmented Ims with
compression and selective augmentation. ArXiv preprint, abs/2310.04408, 2023a. URL https:
//arxiv.orqg/abs/2310.04408.

Mengwei Xu, Donggqi Cai, Yaozong Wu, Xiang Li, and Shangguang Wang. Fwdllm: Efficient fedllm
using forward gradient. arXiv preprint arXiv:2308.13894, 2023b.

Zhangchen Xu, Fengqing Jiang, Luyao Niu, Jinyuan Jia, Bill Yuchen Lin, and Radha Poovendran.

Safedecoding: Defending against jailbreak attacks via safety-aware decoding. ArXiv preprint,
abs/2402.08983, 2024. URL https://arxiv.org/abs/2402.08983.

13


https://arxiv.org/abs/2403.08295
https://arxiv.org/abs/2403.08295
https://arxiv.org/abs/2304.08467
https://arxiv.org/abs/2403.12968
https://api.semanticscholar.org/CorpusID:60975248
https://api.semanticscholar.org/CorpusID:60975248
https://arxiv.org/abs/2206.04615
https://arxiv.org/abs/2310.15213
https://arxiv.org/abs/2310.15213
https://arxiv.org/abs/2207.00747
https://arxiv.org/abs/2206.07682
https://arxiv.org/abs/2206.07682
https://aclanthology.org/2022.findings-emnlp.412
https://aclanthology.org/2022.findings-emnlp.412
https://arxiv.org/abs/2309.16039
https://arxiv.org/abs/2310.04408
https://arxiv.org/abs/2310.04408
https://arxiv.org/abs/2402.08983

Under review as a conference paper at ICLR 2025

Peiwen Yuan, Shaoxiong Feng, Yiwei Li, Xinglin Wang, Yueqi Zhang, Chuyi Tan, Boyuan Pan,
Heda Wang, Yao Hu, and Kan Li. Focused large language models are stable many-shot
learners. ArXiv, abs/2408.13987, 2024. URL https://api.semanticscholar.org/
CorpusID:271957090.

Liang Zhang, Bingcong Li, Kiran Koshy Thekumparampil, Sewoong Oh, and Niao He. Dpzero:
Private fine-tuning of language models without backpropagation. In Forty-first International Con-
ference on Machine Learning, 2024.

Rui Zhang, Ziheng Jiao, Hongyuan Zhang, and Xuelong Li. Manifold neural network with non-
gradient optimization. IEEE Transactions on Pattern Analysis and Machine Intelligence, PP:1-1,
2022.

14


https://api.semanticscholar.org/CorpusID:271957090
https://api.semanticscholar.org/CorpusID:271957090

Under review as a conference paper at ICLR 2025

A  DATASET DETAILS

A.1 PROMPTS FOR INFERENCE

Table 6: Prompt examples for each dataset in One-shot learning.

Dataset Prompt

BBH Question: {question}
Answer: {answer}

Question: {question}
Answer:

MMLU The following are multiple choice questions (with answers) about {subject}.
Question: {question} Answer: {answer}

Question: {question} Answer:

GoEmotion  Given a comment, please predict the emotion category of this comment. The predict
answer must come from the demonstration examples with the exact format.
The examples are as follows:
comment: {question}
emotion category: {answer}
comment: {question}
emotion category:

TacRED Given a sentence and a pair of subject and object entities within the sentence, please
predict the relation between the given entities.
You can only select from the following words: {potential relation}
sentence: {question}
the relation between the two entities is: {answer}
sentence: {question}
the relation between the two entities is:

A.2 DATASET STATISTICS

Table 7: Dataset Statistics.

Dataset #Tokens/Shot Description

BBH 55 A collection of challenging tasks from the BIG-Bench Hard benchmark.
MMLU 65 Multiple-choice questions across various subjects.

GoEmotion 28 Annotated Reddit comments for emotion classification.

TacRED 80 A dataset for relation extraction tasks.
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Table 8: Performance Comparison Across Models and Methods

Model Llama-3-8B-Instruct LongChat-7B-V1.5-32K Vicuna-7B-V1.5-16K
ARC GSMSK ARC GSMSK ARC GSMSK
ICL 90.00 66.64 62.43 9.93 77.11 16.30
EarlyStop  90.47 71.21 62.43 11.14 78.14 17.44
StructICL  90.70 69.43 64.05 11.25 78.05 17.12
FocusICL  91.02 71.89 64.55 12.28 78.51 17.74
B-LARA  90.89 73.86 64.27 12.23 78.79 18.12

Algorithm 1 B-LARA Optimization Algorithm with Updated Index

Input: Dyyip: In-context examples Dygin = { (x4, ¥i) }Y ;.
Parameter: k: Number of subgroups. J: Number of iterations.
Output: w*: Optimized binary weight vector.
Split Dypin into k groups: {81,82, e ,Sk} Sp {81, R 7S|_]€/2J} Sp + {SLk/2J+1’ ce ,Sk}
forr € {A, B} do
Initialize w(®) as a random binary vector of length |S, |
for j =11 Jdo
for m = 1 to dim(wU~") do
Uy, — Uniform(0, 1)
wh wi™ @ I(ty, < 1/dim(w=1))
end
Compute £(w’) using S, where 1’ # r
if L(w') < L(wY~Y) then
| wl) — w
else
| w@ — wl-1D
end

end
wy w()

end
w* < [w}, wg]
return w*

B COMPARISION TO PREVIOUS METHODS
C ALGORITHM

D FULL RESULTS

D.1 FULL ABLATION STUDY
D.2 FULL MAIN RESULTS
Here we will show the full results of our three models in BBH and MMLU benchmark. The methods

include LARA, B-LARA, KATE, ICL, LAG(logit-average-generation which is the ablation study in
our paper, together with RAE and ICV.
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Table 9: Ablation Study Results

BBHaUerage MMLUGUCT‘QQE
Llama3.1-8B  Gemma-7B  Mistral-7B  Llama3.1-8B  Gemma-7B  Mistral-7B
ICL 45.64 37.08 4291 65.63 61.44 62.84
KATE, 43.60 37.07 43.16 66.62 56.28 63.99
KATE, 44.03 38.83 43.16 66.75 55.78 63.48
KATEjg 44.47 37.03 42.96 67.19 54.13 63.93
RAE, 44.59 40.24 43.95 66.88 65.18 62.99
RAE, 45.23 40.44 44.49 66.40 65.01 62.99
RAEg 44.06 39.85 44.07 67.09 64.80 63.61
ICV 45.93 42.16 44.50 66.97 64.99 64.02
LARA 47.46 41.77 44.77 66.54 64.36 63.93
B-LARA 47.69 42.75 45.03 67.80 65.56 64.12
w/o reweights 43.33 43.56 42.83 67.23 65.61 62.95
w/o reweighty 44.50 41.98 44,78 67.58 65.87 63.32
w/o reweightg 43.02 39.35 44.84 67.43 65.04 63.55
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