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Abstract

Despite their promising performance across001
various tasks, recent studies reveal that Large002
language models (LLMs) still exhibit signifi-003
cant deficiencies in handling several word-level004
and character-level tasks, e.g., word unscram-005
bling and sentence editing, indicating urgent006
needs for substantial improvements in basic007
language understanding and manipulation. To008
address these challenges, it is crucial to develop009
large-scale benchmarks that can comprehen-010
sively assess the performance of LLMs in basic011
language tasks. In this paper, we introduce a012
bilingual benchmark, CWUM, to investigate013
the capabilities and limitations of LLMs in un-014
derstanding and manipulating natural language015
at both character and word levels. CWUM con-016
sists of 15 simple text editing tasks, e.g., letter017
counting, word reversing, Chinese character in-018
serting, etc. We conduct extensive experiments019
on eight advanced LLMs, including base mod-020
els and instruction-tuned (chat) variants. The021
experimental results highlight significant fail-022
ures of existing LLMs on CWUM tasks that hu-023
mans can solve perfectly with 100% accuracy.024
On English tasks of CWUM, the average accu-025
racy of GPT-4, LLaMA-3-70B, and Qwen-72B026
is 66.64%, 39.32%, and 33.16%, respectively,027
which lags far behind human performance.028
Instruction-tuning the base model does not lead029
to a distinct performance improvement, as the030
average accuracy of LLaMA-3-70B-Instruct on031
English tasks is only 1.44% higher than that of032
the base LLaMA-3-70B. Ultimately, we show033
that supervised fine-tuning (SFT) can enhance034
model performance on CWUM without com-035
promising its ability to generalize across gen-036
eral tasks.037

1 Introduction038

Recently, large language models (LLMs) have039

demonstrated significant capabilities across a wide040

range of applications, including general natural lan-041

guage processing (NLP) and domain-specific tasks042

(Bommasani et al., 2021; Wei et al., 2022a; Zhao043

et al., 2023). Reports indicate that LLMs have 044

matched or even surpassed human performance 045

in several areas. For example, LLMs outperform 046

humans in specific language translation tasks, stan- 047

dardized reading comprehension tests, and logical 048

reasoning assessments. Additionally, LLMs ex- 049

cel at solving complex algebra and calculus prob- 050

lems in standardized mathematics tests and compe- 051

titions. 052

Despite the promising performance across var- 053

ious tasks, recent studies propose that LLMs still 054

exhibit significant deficiencies in handling several 055

word-level and character-level tasks, e.g., word un- 056

scrambling and sentence editing (Srivastava et al., 057

2022). In simple tasks such as writing a sentence 058

containing a specific word or choosing which of 059

two words is longer, model performance is worse 060

than that of elementary school students (Efrat et al., 061

2023). This disparity indicates that while LLMs 062

have made breakthroughs in higher-level language 063

understanding and generation, substantial improve- 064

ments are still needed for basic language under- 065

standing and manipulation. 066

To address these challenges, it is crucial to de- 067

velop large-scale benchmarks that can comprehen- 068

sively assess the performance of LLMs in basic lan- 069

guage tasks. A bilingual benchmark is particularly 070

important as it allows for the evaluation of LLMs 071

across different languages, revealing language- 072

specific deficiencies and providing a more com- 073

prehensive understanding of their capabilities and 074

limitations. To this end, we propose a bilingual 075

benchmark CWUM, to evaluate the capacities and 076

limitations of LLMs in understanding natural lan- 077

guage at both character and word levels. Specifi- 078

cally, CWUM comprises 15 tasks focusing on text 079

edition, including identification, insertion, rever- 080

sal, and counting. In addition to evaluating model 081

performance on each task of CWUM, we investi- 082

gate how model performance varies with increasing 083

model size and shots. We also examine the impact 084
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Figure 1: This figure shows the accuracy comparison between base LLMs (left), and the accuracy comparison
between chat LLMs (right), on CWUM. GPT-4 performance for each task is computed on 100 uniformly distributed
test examples owing to its cost and usage limit. Other model performance is calculated on the full test examples.

of instruction tuning on model performance. To085

boost the confidence of model predictions, we em-086

ploy a few-shot Chain-of-Thought (CoT) prompt087

(Wei et al., 2022b), which encourages the model088

to follow demonstrations that provide intermediate089

steps, such as identifying the letters constituting090

the input word or the words constituting the input091

sentence, before generating the final output.092

We evaluate the performance of eight advanced093

LLMs including both base models and instruction-094

tuned (chat) variants, on the CWUM benchmark.095

These models include LLaMA-2 and LLaMA-3096

(Touvron et al., 2023), Qwen (Bai et al., 2023),097

Mistral (Jiang et al., 2023), Baichuan2 (Baichuan,098

2023), ChatGLM3 (Zeng et al., 2023), Yi (AI et al.,099

2024), DeepSeek (DeepSeek-AI, 2024), and GPT-4100

(OpenAI, 2023). Overall, we observe the follow-101

ing phenomena by comparing the testing accuracy102

of different models. (1) The tasks in the CWUM103

benchmark pose a huge challenge to all evaluated104

models, resulting in a significant performance gap105

compared to human performance. As illustrated106

in Figure 1, human performance on the CWUM107

benchmark is perfect (measured at 100%). Even108

the best-performing model, GPT-4, achieves only109

66.64% accuracy on English tasks and 78.20% on110

Chinese tasks, respectively. The performance of111

representative open-source LLaMA-3-70B on the112

English and Chinese tasks is 39.92% and 30.02%,113

respectively, significantly lower than human per- 114

formance. (2) Instruction tuning does not lead 115

to substantial performance improvement, e.g., the 116

average accuracy of LLaMA-3-70B-Instruct and 117

the base LaMA-3-70B on English tasks is 40.76% 118

and 39.92%, respectively. (3) While model perfor- 119

mance improves with increasing size, it remains 120

unsatisfactory compared to human performance. 121

Additionally, by analyzing model predictions, we 122

attribute the failures of LLMs on CWUM to the 123

following reasons. 124

• We suggest that the factors contributing to 125

the failure of LLMs in word-level tasks in- 126

clude: 1) limited capacity to understand and 127

process absolute positions, 2) proficiency in 128

handling continuous linguistic information but 129

lacking specialized mechanisms for dealing 130

with discrete data, such as precise numbers 131

and positions, 3) misinterpretation of complex 132

structures or special symbols in a sentence, 133

such as punctuation marks, abbreviations, and 134

numbers. 135

• The primary factor contributing to the fail- 136

ure of LLMs in character-level tasks is the 137

widespread utilization of the Byte-Pair En- 138

coding (BPE) algorithm to construct vocabu- 139

lary, which results in the model having never 140

seen individual characters but rather opaque 141
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word fragments. These fragments change142

chaotically based on specific words or the sur-143

rounding context, causing the model to strug-144

gle with tasks that require precise manipu-145

lation of individual characters within words.146

This is consistent with the study in GPT-147

3 Creative Fiction 1, which proposes that148

the BPE encodings result in models bad at149

phonetic/character-level tasks.150

Finally, we conduct experiments to explore151

whether supervised fine-tuning (SFT) can improve152

model performance on CWUM while maintain-153

ing its generalization ability on general tasks. We154

collect 160,000 training examples for eight En-155

glish tasks from CWUM and combine them with156

520,000 general-purpose instruction-response pairs157

to construct the final SFT dataset. Fine-tuning158

Qwen-7B on this mixed dataset results in an 86%159

average accuracy improvement on all 10 English160

CWUM tasks. Additionally, on unseen general161

tasks including MMLU (Hendrycks et al., 2021a),162

HellaSwag (Zellers et al., 2019), WinoRrande (Sak-163

aguchi et al., 2020), and Arc (Clark et al., 2018),164

the performance of the model fine-tuned on mixed165

data is comparable to that of the model fine-tuned166

on instruction data alone.167

2 Related Works168

Large language models (LLMs) are increasingly169

significant in both research and daily life, making170

the evaluation of their capabilities a crucial issue.171

Recently, substantial efforts have been made to172

develop benchmarks that assess LLMs from var-173

ious perspectives. LLMs are originally designed174

to improve performance in natural language pro-175

cessing (NLP) tasks, including understanding, gen-176

eration, reasoning, multilingual capabilities, fac-177

tual knowledge, etc. Most evaluation research fo-178

cuses on specific NLP tasks using datasets such as179

CommonsenseQA for common sense knowledge180

(Talmor et al., 2019), SQuAD for reading compre-181

hension (Rajpurkar et al., 2016), and MATH and182

GSM8K for mathematical reasoning (Hendrycks183

et al., 2021b; Cobbe et al., 2021). Beyond single-184

task datasets, large-scale benchmarks like MMLU185

(Hendrycks et al., 2021a), GLUE (Wang et al.,186

2019), and C-Eval (Huang et al., 2023) cover a187

wide range of tasks to provide a comprehensive188

evaluation. Furthermore, as LLMs are increasingly189

1https://gwern.net/gpt-3#bpes

integrated into everyday activities, studies have be- 190

gun to examine their robustness (Wang et al., 2021; 191

Nie et al., 2020), ethical considerations and biases 192

(Cao et al., 2023), and trustworthiness (Wang et al., 193

2023). These evaluations are vital to understand- 194

ing the broader implications of LLMs and ensuring 195

their reliable and ethical deployment. 196

In addition to the work mentioned above, sev- 197

eral studies focusing on the limitations of LLMs 198

are drawing attention from the research commu- 199

nity. Berglund et al. (2023) investigates the Re- 200

versal Curse of LLMs, i.e., LLMs trained on “A 201

is B” failing to learn “B is A”. Pezeshkpour and 202

Hruschka (2023) aims to study the order sensitiv- 203

ity of LLMs against options of multiple-choice 204

questions and two approaches are presented to cal- 205

ibrate LLMs’ predictions including majority vote 206

and multiple evidence calibration (MEC). To ex- 207

plore the limitations and predict the future behavior 208

of LLMs, the Beyond the Imitation Game bench- 209

mark (BIG-bench) (Srivastava et al., 2022) com- 210

piles 204 tasks believed to exceed current models’ 211

capabilities. Similar to our work, LMentry (Efrat 212

et al., 2023) highlights substantial failures of LLMs 213

on 25 tasks that are trivial for humans, e.g., writing 214

a sentence containing a specific word or choosing 215

which of two words is longer. Unlike LMentry, 216

we introduce CWUM, a bilingual benchmark con- 217

sisting of 15 character and word editing tasks, to 218

evaluate the capabilities and limitations of existing 219

LLMs in understanding and manipulating natural 220

language at both character and word levels. This 221

comprehensive approach aims to identify specific 222

areas where LLMs fall short and provide insights 223

for future model improvements. 224

3 CWUM 225

CWUM is a bilingual benchmark designed to as- 226

sess the basic natural language comprehension abil- 227

ities of current LLMs. It consists of 15 straightfor- 228

ward character-editing and word-editing tasks such 229

as counting characters, reversing words, and identi- 230

fying specific characters, which are tasks that an el- 231

ementary student is generally expected to perform 232

perfectly. Each task consists of a training set and 233

a test set. The simplicity of these tasks highlights 234

the basic language understanding and manipulation 235

capabilities of LLMs, providing a clear measure of 236

their proficiency in handling fundamental linguistic 237

operations. 238
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Language Task Samples Description

Engilish

Count Letters in Word 1000 Count the number of letters comprising the input word

Count Letters in Sentence 5000
Count the number of letters comprising the word at the
specified position in the input sentence

Count Words in Sentence 1000 Count the number of words comprising the input sentence
Insert Letters in Word 5000 Insert letters at the specified position in the input word

Insert Letters in Sentence 5000
Insert letters at the specified position of the word at the
specified position in the input sentence

Insert Words in Sentence 5000 Insert words at the specified position in the input sentence
Identify Letter in Word 5000 Identify the letter at the specified position in the input word

Identify Letter in Sentence 5000
Identify the letter at the specified position of the word at the
specified position in the input sentence

Reverse Word 1000 Arrange all the characters of the input word in reverse order

Reverse Word in Sentence 5000
Arrange all the characters of the word at the specified position
in the input sentence in reverse order

Chinese

Count Chinese Characters
in Sentence

1000
Count the number of Chinese characters comprising the input
sentence

Reverse Chinese Sentence 1000
Arrange all characters comprising the input sentence in reverse
order

Insert Blank after Each
Chinese Characters

1000 Insert blank after each Chinese character in the input sentence

Insert Chinese Characters
in Sentence

5000
Insert Chinese characters at the specified position in the input
sentence

Identify Chinese Character
in Sentence

5000
Identify the Chinese character at the specified position in the
input sentence

Table 1: An introduction to each task of the CWUM benchmark.

3.1 Task Creation239

Our tasks primarily revolve around four types of240

text-editing operations, including counting, inser-241

tion, identification, and reversal. Each task is sub-242

ject to the following criteria: (1) the answer is243

readily obtainable, ensuring clear and straightfor-244

ward solutions; (2) no external tools are neces-245

sary, making the tasks accessible and easily im-246

plementable; and (3) automatic evaluation is fea-247

sible, allowing for efficient and objective assess-248

ment. Following these guidelines, we have curated249

a total of 15 tasks, as depicted in Table 1. Specifi-250

cally, for the English language, we have designed251

four single character-editing tasks, four complex252

character-editing tasks, and two word-editing tasks.253

For the Chinese language, we have devised five254

single character-editing tasks.255

3.2 Data Construction256

In this section, we provide a detailed description257

of constructing the data of the CWUM benchmark.258

Each task in CWUM is formulated as an open-259

ended question, with the input typically consisting260

of an instruction and a text input. The instruction261

outlines the task guidelines, providing a foundation262

for the model’s operations. The text input speci-263

fies the object for editing operations, which could264

be an English word (word), an English sentence 265

(sentence), or a Chinese sentence. The answer for 266

each question includes a golden answer and an ac- 267

companying natural language rationale. Figure 2 268

presents the examples for four representative tasks, 269

with additional examples illustrated in Appendix 270

Figures 5 and 6. 271

Source of input text: For English tasks, we 272

construct a sentence corpus consisting of 100,000 273

English sentences derived from CommonCrawl 274

dumps from 2020, the C4 Dataset, and Wikipedia 275

dumps (June to August 2022), and a word corpus 276

consisting of 22,000 common words available in 277

the Natural Language Toolkit (NLTK) (Hardeniya 278

et al., 2016) library. For each corpus, 1,000 sam- 279

ples are used as text inputs for the test set, and the 280

remaining sentences are used for the training set. 281

For Chinese tasks, 100,000 Chinese sentences de- 282

rived from the C4 Dataset and Wikipedia dumps 283

(June to August 2022) are divided into 1,000 for 284

the text inputs of the test data and 99,000 for the 285

training data. 286

Design the questions: For each task, we meticu- 287

lously craft 8-10 instructions covering both simple 288

and complex scenarios. The input for a question 289

consists of a randomly sampled instruction. For 290

tasks requiring a specific position in the instruc- 291
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Count Letters in Sentence 
Instruction: Examine the 4th word in the following sentence and provide the number of letters it contains. Code 
prohibited.
Input: In July 2023, they planned to embark on their journey across Europe.
Golden Answer: 7
Rationale: The words contained in the sentence are: ['In', 'July', 'they', 'planned', 'to', 'embark', 'on', 'their', 'journey', 
'across', 'Europe']. The 4th word of the given sentence is 'planned'. The letters contained in 'planned' are: ['p', 'l', 'a', 'n', 
'n', 'e', 'd']. The total number of letters is 7. Therefore, the answer is 7

Insert Words in Sentence 
Instruction: Examine the following sentence and demonstrate the outcome when 'test sample' is added immediately 
after the last word. Code prohibited.
Input: In July 2023, they planned to embark on their journey across Europe.
Golden Answer: In July 2023, they planned to embark on their journey across Europe test sample.
Rationale: The words contained in the given sentence are:  ['In', 'July', 'they', 'planned', 'to', 'embark', 'on', 'their', 
'journey', 'across', 'Europe']. The last word of the given sentence is 'Europe'. Therefore, the answer is: In July 2023, they 
planned to embark on their journey across Europe test sample.

Identify Chinese Character in Sentence 
Instruction: 从给定的句子中识别第十个汉字并提供结果。代码被禁止使用。
Input: 2024年9月，他们计划去欧洲旅行，感受这里的独特魅力和风土人情。
Golden Answer: 旅
Rationale:  给定句子包含的汉字列表为：['年', '月', '他', '们', '计', '划', '去', '欧', '洲', '旅', '行', '感', '受', '这', '里', '的', '
独', '特', '魅', '力', '和', '风', '土', '人', '情']。其中第十个汉字是“旅”。因此答案是：旅 

Reverse Chinese Sentence 
Instruction: 请把下列句子的字符顺序颠倒过来并提供结果。代码被禁止使用。
Input: 2024年9月，他们计划去欧洲旅行，感受这里的独特魅力和风土人情。
Golden Answer: 。情人土风和力魅特独的里这受感，行旅洲欧去划计们他，月9年4202
Rationale: 给定句子包含的字符列表为：['2', '0', '2', '4', '年', '9', '月', '，', '他', '们', '计', '划', '去', '欧', '洲', '旅', '行', '，
', '感', '受', '这', '里', '的', '独', '特', '魅', '力', '和', '风', '土', '人', '情', '。']。倒着输出该句子包含的字符得到的答案
是：。情人土风和力魅特独的里这受感，行旅洲欧去划计们他，月9年4202

Figure 2: Several examples of the benchmark CWUM.

tion, such as the Identify Letter in Word task, we292

randomly sample a position ranging from 0 to the293

length of the input text. Each input text is used at294

five different positions, creating five examples. For295

insertion tasks, we randomly select combinations296

of 1 to 10 letters from the lowercase English alpha-297

bet (‘a’ to ‘z’) or combinations of 1 to 10 words298

from a set of 20 common words generated by GPT-299

4 (OpenAI, 2023) as the target for insertion.300

Design the answers: For each input, the golden301

answer is generated using tools and rules, e.g.,302

Python code. For example, the golden answer for303

the Reverse Word task is simply the reversed word.304

The rationale provides a detailed breakdown of the305

input text, e.g., the list of words constituting the306

input sentence or the list of letters constituting the307

input word.308

In summary, CWUM consists of 51,000 exam-309

ples designed to evaluate a model’s ability to un-310

derstand natural language at both character and 311

word levels. Each example includes an instruction, 312

an input text, and a golden answer accompanied 313

by the rationale. This diverse and representative 314

benchmark allows for a comprehensive assessment 315

of model performance in various text manipulation 316

tasks. 317

4 Experiment 318

In this section, we perform comprehensive eval- 319

uation experiments on the proposed benchmark 320

CWUM to achieve the following objectives: evalu- 321

ate the capability of representative LLMs encom- 322

passing both base and chat variants, explore how 323

model performance varies with increasing sizes, 324

increasing shots, and different prompts, and inves- 325

tigate whether supervised fine-tuning (SFT) can 326

improve model performance on CWUM. 327
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4.1 Baselines328

We test CWUM on eight models from two families329

including open-source LLMs and closed-source330

LLMs. When evaluated on CWUM, all models are331

prohibited from using codes.332

Open-source LLMs include both base and333

chat ones. For base LLMs, we use Qwen334

(7B and 72B) (Bai et al., 2023), LLaMA-2 (7B335

and 70B) and LLaMA-3 (8B and 70B) (Tou-336

vron et al., 2023), DeepSeek-67B (DeepSeek-AI,337

2024), Mistral-7B (Jiang et al., 2023), Yi (6B and338

34B) (AI et al., 2024), Baichuan2-7B (Baichuan,339

2023), ChatGLM3-6B (Zeng et al., 2023), and340

Mixtral-8x7B (Jiang et al., 2024). For chat LLMs,341

we utilize Qwen-72B-Chat, LLaMA-2-70B-Chat,342

LLaMA-3-70B-Instruct, Yi-34B-Chat, DeepSeek-343

67B-Chat, and Mixtral-8x7B-Instruct. For all open-344

source models, we use the Hugging Face (Wolf345

et al., 2020) implementation and greedy decoding346

to generate deterministic answers.347

Closed-source LLMs include representative348

GPT-42 (OpenAI, 2023). We set the temperature to349

0.2 for generating quality responses.350

4.2 Evaluation Metrics351

We conduct an automatic evaluation on the CWUM352

benchmark using the exact string match as the eval-353

uation metric. In addition, a team of human raters354

is hired to establish a human baseline. Three hu-355

man annotators, all sixth-grade students, are tasked356

with generating answers following the instructions357

provided for each sample. Detailed guidelines are358

introduced to ensure consistency and clarity before359

the evaluation process begins. Due to cost con-360

siderations, we randomly select a subset of 100361

samples from each task. Notably, all annotators362

achieve a 0% failure rate across all tasks of the363

CWUM benchmark when evaluated using the au-364

tomatic evaluation metric. This demonstrates the365

high proficiency of humans in successfully solving366

tasks within the CWUM benchmark.367

4.3 Overview of Model Performance and368

Human Rater Performance on CWUM369

Although scaling up model sizes leads to notice-370

able performance enhancements, it remains low371

in absolute terms compared with human rater372

performance. Table 2 and Figure 1 display the373

average accuracy of automatic evaluation results374

across different LLMs. Notably, on both English375

2We use gpt4-1106-preview.

Model English Tasks Chinese Tasks

LLaMA-2-7B 7.70 -
LLaMA-3-8B 25.13 8.32
Qwen-7B 16.87 4.24
Mistral-7B 12.15 3.17
Baichuan2-7B 12.47 2.30
ChatGLM3-6B 10.54 2.03
Yi-6B 13.87 3.22

LLaMA-2-70B 25.76 -
LLaMA-3-70B 39.32 30.02
Qwen-72B 33.16 17.15
Mixtral-8x7B 30.04 11.56
DeepSeek-67B 29.24 9.96

GPT-4 66.64 78.20

Human Performance 100 100

Table 2: Comparison of average model accuracy on
all English and all Chinese tasks of CWUM. GPT-4
performance for each task is computed on 100 uniformly
distributed test examples owing to its cost and usage
limit. Other model performance is calculated on the full
test examples.

and Chinese tasks, average model performance im- 376

proves with model size (refer to Tables 3 and 6 377

for a more granular examination of how individ- 378

ual task contributes to the overall performance). 379

Despite these advancements, the top-performing 380

model, GPT-4, achieves an average accuracy of 381

only 66.64% on English tasks and 78.20% on Chi- 382

nese tasks, falling significantly short of the esti- 383

mated 100% accuracy of human raters. Instruction- 384

tuning the model does not yield significant perfor- 385

mance gains. As illustrated in Figure 1, the average 386

accuracy of Qwen-72B-Chat is 31.99%, slightly 387

lower than that of the base Qwen-72B (33.16%), 388

on English tasks. 389

All open-source LLMs perform worse on Chi- 390

nese tasks than on English tasks. For example, 391

on all Chinese tasks, DeepSeek-67B and Mixtral- 392

8x7B achieve average accuracies of only 11.56% 393

and 9.96%, respectively, markedly lower than their 394

performance on all English tasks (30.04% and 395

29.24%, respectively). 396

The failures in character-level tasks are pri- 397

marily due to the widespread adoption of Byte- 398

Pair Encoding (BPE), and the shortcomings in 399

word-level tasks are attributed to the models’ in- 400

adequate capacity to handle absolute positions, 401

discrete data, and special symbols. Detailed anal- 402

ysis of failure cases of the tested LLMs is presented 403

in Appendix B. 404

6
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Task
LLaMA-2

-70B
LLaMA-3

-70B
Qwen-72B

Mixtral
-8x7B

DeepSeek
-67B

Avg Yi-34B GPT-4

Count Words in Sentence 12.80 20.10 12.60 15.90 15.20 15.32 6.80 41.00
Count Letters in Word 69.40 99.70 97.60 95.60 91.90 90.84 74.50 100
Count Letters in Sentence 25.20 42.52 34.06 25.66 30.38 31.56 21.00 61.00
Insert Words in Sentence 10.14 29.14 15.26 8.66 11.60 14.96 9.92 48.00
Insert Letters in Sentence 4.72 18.72 2.74 6.02 5.76 7.59 3.62 46.00
Insert Letters in Word 19.72 32.66 27.6 20.84 18.82 23.93 18.62 72.00
Identify Letter in Word 57.62 58.14 83.98 56.48 57.54 62.75 39.00 100
Identify Letter in Sentence 19.74 36.42 21.30 19.22 21.56 23.65 12.36 56.00
Reverse Word 6.10 26.20 2.30 11.80 5.80 10.44 4.00 73.00
Reverse Word in Sentence 7.34 29.56 10.18 10.16 8.12 13.07 3.82 49.00

Avg 25.76 39.32 33.16 30.04 29.24 - 22.36 66.64

Count Chinese Characters
in Sentence

- 23.30 15.80 12.60 11.80 15.86 13.40 54.00

Insert Chinese Characters
in Sentence

- 21.78 15.88 10.06 7.88 13.90 7.36 73.00

Insert Blank after Each
Chinese Characters

- 45.20 12.60 19.00 8.70 21.38 17.50 90.00

Reverse Chinese Sentence - 30.10 10.00 1.90 4.96 11.74 0.70 77.00
Identify Chinese Character
in Sentence

- 29.72 31.46 14.26 16.44 22.97 15.26 97.00

Avg - 30.02 17.15 11.56 9.96 - 9.56 78.20

Table 3: Comparison of testing accuracy by advanced LLMs on each task of CWUM.

4.4 Performance Analysis on Individual Task405

of CWUM406

Models exhibit significant performance differ-407

ences across various tasks. Table 3 provides a408

detailed accuracy comparison of different LLMs409

on each task of CWUM. Focusing on the average410

accuracy across base models with 56B to 72B pa-411

rameters, models perform best in the single letter-412

counting task, achieving the highest average accu-413

racy of 90.84%. In contrast, they exhibit the worst414

performance in the Insert Letters in Sentence task,415

achieving the lowest average accuracy of 7.59%.416

All tested open-source models perform poorly on417

input-reversing tasks including Reverse Word, Re-418

verse Word in Sentence, and Reverse Chinese Sen-419

tence, with average accuracies of 10.44%, 13.07%,420

and 11.84%, respectively. Also, LLMs emerge421

with the ability to reverse the input word at specific422

scales. For example, Yi-6B and Yi-34B achieve423

accuracies of 0.00% and 4.00% on the task of Re-424

verse Word, respectively. More evaluation results425

for LLMs with sizes ranging from 5B to 7B and426

for instruction-tuned LLMs ranging from 56B to427

72B are presented in Appendix C and Appendix D,428

respectively.429

Designing different CoT prompts or further430

increasing the number of shots does not result431

in distinct performance improvements. Specifi-432

cally, experiments are conducted to analyze model 433

performance with increasing sizes, increasing shots, 434

and different prompts. Two representative English 435

tasks (Count Letters in Word and Reverse Word), 436

and two representative Chinese tasks (Identify Chi- 437

nese Character in Sentence and Reverse Chinese 438

Sentence) are taken as examples. As shown in 439

Appendix A Table 5, CoT prompting significantly 440

improves model performance on most tasks, with 441

minimal performance improvements across differ- 442

ent CoT prompts. Additionally, model performance 443

shows an overall upward trend as the shot count in- 444

creases from 0 to 10, but further increases in shots 445

do not yield additional gains, as demonstrated in 446

Appendix A Figure 4. 447

4.5 Improving model performance on CWUM 448

by Supervised Fine-tuning 449

In this subsection, we investigate the impact of 450

supervised fine-tuning (SFT) on the performance 451

of the base Qwen-7B model across the 10 English 452

tasks of CWUM. Our analysis aims to answer the 453

following questions: 454

(1) Can fine-tuning on target training data 455

maintain generalization within in-domain (IND) 456

tasks? We tune the base model on four represen- 457

tative tasks covering four text manipulation opera- 458

tions and incrementally increase the SFT training 459
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Figure 3: This figure shows the accuracy of the SFT
model on the target test set varying with increasing
training samples.

data from 10,000 to 80,000 for each task. The re-460

sults, illustrated in Figure 3, show that each SFT461

model achieves over 90% testing accuracy when462

the training data size reaches 80,000. For example,463

the model accuracy on the Reverse Word in Sen-464

tence task improves from 60.18% to 90.36% as the465

training data increases from 10,000 to 80,000 in-466

stances. These results confirm the effectiveness of467

SFT in enhancing model performance on CWUM.468

Considering both performance and training costs,469

the training data size for each task is set to 20,000.470

(2) Can multi-task fine-tuning on the part of471

CWUM tasks generalize to all CWUM tasks?472

To explore this, we create a mixed training dataset473

from six tasks (20,000 instances each) covering474

all types of word-level and character-level tasks475

(identify letters, insert letters, insert words, reverse476

words, count words, and count letters). As shown477

in Table 4, the tuned model achieves an average478

accuracy of 82.74% on CWUM. Specifically, its479

average accuracy on six IND tasks is 91.94%, but480

only 68.94% on four out-of-domain (OOD) tasks481

from CWUM. This disparity arises because spe-482

cific task abilities, such as reversing a word within483

a sentence, do not transfer well to reversing a single484

word, and inserting letters in a sentence does not485

transfer to inserting letters in a single word. Ex-486

tending the training mix to eight CWUM tasks re-487

sults in an average accuracy of 94.30% on CWUM.488

However, the performance of the tuned model on489

four general OOD tasks remains poor, which is490

significantly worse than that of the base Qwen-7B.491

(3) Can comprehensive fine-tuning enhance492

performance on CWUM tasks while preserv-493

ing generalization on unseen general tasks? To494

Training Data BIBench
General Task

MMLU HellaSwag WinoGrange ARC
0 Task 7.70 45.30 77.20 70.20 45.90

6 Tasks 82.74 26.10 28.33 51.95 0.00
8 Tasks 94.30 25.07 28.56 50.67 0.00

8 Tasks +
General Data

93.71 50.43 75.65 72.30 47.78

General Data - 50.93 76.37 70.24 48.90

Table 4: Testing accuracy of the SFT model by fine-
tuning Qwen-7B on different training data. 0 Task rep-
resents the base Qwen-7B without additional tuning on
our constructed training data.

enhance the model’s ability to adhere to general 495

instructions, we merge 520,000 general-purpose 496

instruction-response pairs from Orca (Mukherjee 497

et al., 2023) with the 160,000 training data from 498

step (2) to create the final SFT training dataset. Ac- 499

cording to Table 4, the fine-tuned model achieves 500

an average accuracy of 93.71% on CWUM, which 501

is 86% higher than the base Qwen-7B. Additionally, 502

its performance on four general OOD tasks aver- 503

ages 61.54%, comparable to the model fine-tuned 504

solely on the 520,000 general-purpose instruction 505

data, which scores 61.61%. 506

These findings demonstrate that SFT can sig- 507

nificantly improve the performance of LLMs on 508

CWUM tasks while maintaining their generaliza- 509

tion capability on unseen general tasks. 510

5 Conclusion 511

In this study, we introduce CWUM, a novel bilin- 512

gual benchmark designed to evaluate the capabili- 513

ties and limitations of LLMs in understanding and 514

manipulating natural language at both word and 515

sentence levels. CWUM comprises 15 text-editing 516

tasks, including 10 in English and five in Chinese, 517

which are simple for humans but challenging for 518

current LLMs. Our comprehensive evaluation of 519

eight advanced LLMs, including both base and 520

instruction-tuned (chat) models, reveals significant 521

deficiencies in their performance on these tasks. 522

These findings suggest that while LLMs have made 523

considerable progress, there is still a substantial 524

gap to bridge in terms of achieving human-like pro- 525

ficiency in language understanding and manipula- 526

tion. Overall, CWUM provides a valuable tool for 527

assessing and guiding the development of future 528

LLMs, emphasizing the need for more sophisti- 529

cated mechanisms to handle the complexities of 530

natural language at both character and word levels. 531
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Limitations532

CWUM primarily focuses on character and word-533

level editing tasks. Future work should include534

more complex language understanding tasks, such535

as paragraph comprehension, text generation, and536

semantic analysis, to comprehensively evaluate the537

capabilities and limitations of LLMs. This will pro-538

vide a more holistic assessment of the language un-539

derstanding and generation capabilities of LLMs.540
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ble ethical standards. This article does not contain547
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the task of Count Letters in Word demonstrates the 839

highest gains in average model accuracy, reaching 840

50.00% as the model size increases from 6-7B to 841

56-72B. Conversely, the task of Insert Letters in 842

Sentence exhibits the least gains, with accuracy 843

improvements of merely 6.48%. 844

LLMs emerge with the ability to reverse the 845

input word at specific scales. Most small-sized 846

LLMs in the range of 6-7B parameters achieve 847

nearly 0.00% accuracy, while larger LLMs with 848

around 34B parameters attain an accuracy of about 849

4.00%. For example, Yi-6B and Yi-34B achieve 850

accuracies of 0.00% and 4.00%, respectively, on 851

the task of reversing a word. 852

Model performance tends to stabilize at 10 853

shots, with further increases in shots not yield- 854

ing additional gains. We conduct experiments on 855

two representative English tasks (Count Letters in 856

Word and Reverse Word) and two representative 857

Chinese tasks (Identify Chinese Character in Sen- 858

tence and Reverse Chinese Sentence), to analyze 859

the sensitivity of model performance to increased 860

shots. Using Qwen-72B as the evaluated model, 861

Figure 4 illustrates the model performance with 862

increasing shots. We observe a noticeable perfor- 863

mance improvement across three tasks, excluding 864

the Reverse Word task, as the shot increases from 865

0 to 3. With the shot increasing from 3 to 10, the 866

model performance shows a slow upward trend. 867
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Figure 4: This figure shows the test accuracy of Qwen-
72B varying with increasing shots on four representative
tasks of CWUM.

When the shot count reaches 10, performance stabi-868

lizes. Notably, the Reverse Word task displays the869

slowest growth trend with increasing shots, with the870

accuracy consistently below 3%, highlighting the871

inadequacy of LLMs in handling input-reversing872

tasks. Subsequently, we conduct experiments on873

these four tasks to investigate the influence of dif-874

ferent prompts on model performance.875

Task CoT1(Ours) CoT2 Prefix-CoT1 No-CoT

Count Letters
in Word

97.60 78.5 100 38.50

Reverse Word 2.43 3.30 2.50 1.00
Identify Chinese
Character in Sentence

31.46 30.58 40.34 8.46

Reverse Chinese
Sentence

10.00 10.90 9.20 0.00

Table 5: Comparison of testing accuracy of Qwen-72B
under different prompts on four representative tasks of
CWUM.

CoT prompting can bring huge performance876

gains on most tasks. As shown in Table 5, CoT2877

requires the model to describe the task and ex-878

plain the answer, while CoT1 (ours) encourages the879

model first to output the characters or words com-880

prising the input text. Prefix-CoT1 provides the881

characters or words comprising the queried input882

text at the end of the prompt. CoT prompting leads883

to noticeable performance improvements compared884

to no CoT prompting for tasks excluding Reverse885

Word. The performance gap led by different CoT886

prompts for most tasks is minimal, except for the887

task of Count Letters in Word. Providing the list of888

letters composing the queried input word enables889

the model to achieve 100% accuracy in the Count890

Letters in Word task. However, providing the list891

of letters comprising the queried input word does892

not enhance the model performance on the Reverse 893

Word task. Similarly, providing the characters com- 894

prising the queried input sentence does not lead to 895

distinct performance improvement in the Reverse 896

Chinese Sentence task. 897

B Failure Cases 898

On word-level tasks, we have identified major fail- 899

ure cases of LLMs: 900

(1) Incorrect word count and positioning: 901

LLMs often underestimate the word count of input 902

sentences and inaccurately position words within 903

specified locations. These issues stem from LLMs’ 904

limited capacity to understand and process abso- 905

lute positions. Additionally, LLMs lack specialized 906

mechanisms for accurately handling discrete data, 907

such as precise numbers and positions. 908

(2) Inaccurate predictions of word lists: LLMs 909

often produce inaccurate predictions of the word 910

list constituting the input sentence. This inaccu- 911

racy arises from the misinterpretation of LLMs to 912

complex structures or special symbols within the 913

sentence, including punctuation marks, abbrevia- 914

tions, numbers, etc. 915

These failure cases underscore the necessity for 916

enhanced mechanisms within LLMs to better man- 917

age absolute positioning and interpret discrete data, 918

thereby ensuring more precise processing of word- 919

level tasks. 920

On character-level tasks, we have identified ma- 921

jor failure cases of LLMs: 922

(1) Incomplete reversal of common word frag- 923

ments: Common word fragments within the in- 924

put word are not correctly reversed. For example, 925

given the input word ‘though’, the model predicts 926

‘hguoth’ instead of the correct reversal ‘hguoht’, 927

where the fragment ‘th’ remains unreversed. 928

(2) Incorrect insertion after common word 929

fragments: The model incorrectly inserts letters 930

after common word fragments. For instance, giving 931

the input word ‘though’ and a requirement to insert 932

‘abc’ after the third character, the model predicts 933

‘thabcough’ instead of the correct insertion pattern 934

‘thoabcugh’. 935

These issues stem from the wide utilization of 936

the Byte-Pair Encoding (BPE) algorithm to con- 937

struct vocabulary, which results in the model hav- 938

ing never seen individual characters but rather 939

opaque word fragments. Consequently, the model 940

struggles with tasks that require precise manipula- 941

tion of individual characters within words. 942
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C Accuracy Comparison between943

Different Small Base LLMs944

Table 6 provides a detailed overview of the perfor-945

mance of six base LLMs with sizes ranging from946

6B to 7B on each task of the CWUM benchmark.947

For each task, based on the average accuracy of948

the six tested models, we observe that the model949

performs best on the Count Letters in Word task950

and Identify Chinese Character in Sentence task,951

with an accuracy of 40.84% and 8.70%, respec-952

tively. Conversely, they perform worst on the Insert953

Letters in Sentence and Reverse Chinese Sentence954

tasks, with an accuracy of 1.11% and 0.12%, re-955

spectively. Additionally, based on the average ac-956

curacy on 10 English tasks and five Chinese tasks957

for each model, it can be seen that LLaMA-3-8B958

performs best on both English and Chinese tasks.959

LLaMA-2-7B performs worst on English tasks,960

while ChatGLM3-6B performs worst on Chinese961

tasks.962

D Accuracy Comparison between963

Different Instruction-tuned LLMs964

Table 7 provides a detailed overview of the perfor-965

mance of five instruction-tuned LLMs on each task966

of the CWUM benchmark. We focus on LLMs967

with sizes ranging from 56B to 72B. Based on968

the average accuracy on 10 English tasks and five969

Chinese tasks for each model, it can be seen that970

LLaMA3-70B-Instruct performs best on both En-971

glish and Chinese tasks. LLaMA-2-70B-chat per-972

forms worst on English tasks, while Mixtral-8x7B-973

chat performs worst on Chinese tasks. In particular,974

LLaMA-2-70B-chat performs worse than Yi-34B-975

Chat, on English tasks.976
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Task
LLaMA-2

-7B
LLaMA-3

-8B
Qwen
-7B

Mistral
-7B

Baichuan2
-7B

ChatGLM3
-6B

Yi-6B Avg

Count Words in Sentence 5.10 11.10 2.60 3.80 8.30 4.10 9.30 6.33
Count Letters in Word 7.60 94.5 55.00 24.00 40.90 19.00 44.90 40.84
Count Letters in Sentence 15.12 23.94 17.92 13.86 15.00 9.24 12.82 15.41
Insert Words in Sentence 3.88 10.56 6.28 5.50 2.62 1.80 3.60 4.89
Insert Letters in Sentence 0.70 3.90 1.36 0.94 0.22 0.26 0.42 1.11
Insert Letters in Word 8.50 20.94 9.42 10.26 5.94 4.76 8.06 9.70
Identify Letter in Word 13.24 56.34 39.72 38.62 27.88 28.56 28.42 33.25
Identify Letter in Sentence 4.04 15.44 12.18 12.36 9.46 10.16 9.56 10.46
Reverse Word 0.00 8.70 0.30 0.00 0.00 0.00 0.00 1.29
Reverse Word in Sentence 0.50 5.90 2.10 0.42 1.10 1.38 0.48 1.70

Avg 7.70 25.13 16.87 12.15 12.47 10.54 13.87 -

Count Chinese Characters
in Sentence

- 11.40 6.30 3.00 0.00 2.70 4.50 4.65

Insert Chinese Characters
in Sentence

- 6.90 3.76 1.78 1.48 1.22 2.38 2.92

Insert Blank after Each
Chinese Characters

- 10.80 2.00 2.10 1.50 0.20 1.50 3.02

Reverse Chinese Sentence - 0.70 0.00 0.00 0.00 0.00 0.00 0.12
Identify Chinese Character
in Sentence

- 11.78 9.16 8.96 8.52 6.04 7.74 8.70

Avg - 8.32 4.24 3.17 2.30 2.03 3.22 -

Table 6: Comparison of testing accuracy by small LLMs with sizes ranging from 6B to 7B on each task of CWUM.

Task
LLaMA-2
-70B-Chat

LLaMA-3
-70B-Instruct

Qwen-72B
-Chat

Mixtral-
8x7B-Instruct

DeepSeek
-67B-Chat

Avg
Yi-34B
-Chat

Count Words in Sentence 26.60 12.50 14.00 11.30 13.60 15.60 12.40
Count Letters in Word 68.30 99.50 97.00 76.80 81.10 84.54 57.10
Count Letters in Sentence 16.42 40.04 29.04 29.88 30.36 19.15 26.30
Insert Words in Sentence 1.98 31.66 22.70 8.78 14.64 15.95 5.98
Insert Letters in Sentence 1.64 10.72 4.98 5.04 7.16 5.91 3.26
Insert Letters in Word 14.84 36.94 16.48 21.02 18.62 21.58 17.72
Identify Letter in Word 26.12 97.82 76.82 63.60 54.66 63.80 59.86
Identify Letter in Sentence 12.16 23.36 27.20 20.40 23.92 21.41 17.60
Reverse Word 2.00 32.70 1.70 5.20 2.50 8.82 2.50
Reverse Word in Sentence 1.14 22.34 6.64 12.78 9.78 10.54 4.60

Avg 18.92 40.76 31.99 28.07 28.93 - 24.07

Count Chinese Characters
in Sentence

- 19.20 9.80 9.90 13.10 13.00 11.00

Insert Chinese Characters
in Sentence

- 25.22 13.60 8.76 11.42 14.75 6.22

Insert Blank after Each
Chinese Characters

- 19.90 6.50 13.00 4.00 10.85 1.20

Reverse Chinese Sentence - 15.30 2.80 0.70 0.80 4.90 0.00
Identify Chinese Character
in Sentence

- 36.66 27.76 16.46 23.12 26.00 17.74

Avg - 23.26 12.09 9.76 10.49 - 7.23

Table 7: Comparison of testing accuracy by advanced instruction-tuned LLMs on each task of CWUM.
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Count Words in Sentence
Instruction: Please count the words in the following sentence. Code prohibited.
Input: In July 2023, they planned to embark on their journey across Europe.
Golden Answer: 11
Rationale: The words contained in the sentence are: ['In', 'July', 'they', 'planned', 'to', 'embark', 'on', 'their',
'journey', 'across', 'Europe']. The total number of words is 11. Therefore, the answer is 11

Count Letters in Word
Instruction: Please count the letters in the following word and provide the exact number. Code
prohibited.
Input: investor
Golden Answer: 8
Rationale: The letters contained in 'investor' are: ['i', 'n', 'v', 'e', 's', 't', 'o', 'r']. The total number of letters
is 8. Therefore, the answer is 8

Insert Letters in Word
Instruction: Please add 'abcdef' before the first letter in the given word. Code prohibited.
Input: investor
Golden Answer: abcdefinvestor
Rationale: The letters contained in 'investor' are: ['i', 'n', 'v', 'e', 's', 't', 'o', 'r']. Inserting 'abcdef' before the
first letter get 'abcdefinvestor'. Therefore, the answer is abcdefinvestor

Insert Letters in Sentence
Instruction: Perform the task of inserting 'abcdef' right after the last letter of the 4th word in the
following sentence and provide the modified sentence. Code prohibited.
Input: In July 2023, they planned to embark on their journey across Europe.
Golden Answer: In July 2023, they plannedabcdef to embark on their journey across Europe.
Rationale: The words contained in the sentence are: ['In', 'July', 'they', 'planned', 'to', 'embark', 'on', 'their',
'journey', 'across', 'Europe']. The 4th word of the given sentence is 'planned'. The letters contained in
'planned' are: ['p', 'l', 'a', 'n', 'n', 'e', 'd']. Inserting 'abcdef' after the last letter of 'planned' get
'plannedabcdef'. Therefore, the answer is: In July 2023, they plannedabcdef to embark on their journey
across Europe.

Identify Letter in Word
Instruction: Employ lexical investigation to identify the 8th letter of the given word. Code prohibited.
Input: investor
Golden Answer: r
Rationale: The letters contained in 'investor' are: ['i', 'n', 'v', 'e', 's', 't', 'o', 'r']. The 8th letter is 'r'.
Therefore, the answer is r

Identify Letter in Sentence
Instruction: Retrieve the first letter of the last word in the given sentence. Code prohibited.
Input: In July 2023, they planned to embark on their journey across Europe.
Rationale: The words contained in the given sentence are: [‘In’, ‘July’, ‘they’, ‘planned’, ‘to’, ‘embark’,
‘on’, ‘their’, ‘journey’, ‘across’, ‘Europe’]. The last word of the given sentence is ‘Europe’. The letters
contained in ‘Europe’ are: [‘E’, ‘u’, ‘r’, ‘o’, ‘p’, ‘e’]. The first letter of ‘Europe’ is ‘E’. Therefore, the
answer is E
Golden Answer: E

Figure 5: Several examples of the benchmark CWUM.
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Identify Letter in Sentence
Instruction: Retrieve the first letter of the last word in the given sentence. Code prohibited.
Input: In July 2023, they planned to embark on their journey across Europe.
Golden Answer: E
Rationale: The words contained in the given sentence are: ['In', 'July', 'they', 'planned', 'to', 'embark', 'on', 'their', 'journey',
'across', 'Europe']. The last word of the given sentence is 'Europe'. The letters contained in 'Europe' are: ['E', 'u', 'r', 'o', 'p',
'e']. The first letter of 'Europe' is 'E'. Therefore, the answer is E

Reverse Word
Instruction: Perform the task of reversing the following word and provide the modified word. Code prohibited.
Input: investor
Golden Answer: rotsevni
Rationale: The chars contained in 'investor' are: ['i', 'n', 'v', 'e', 's', 't', 'o', 'r']. Putting the chars in reverse order get 'rotsevni'.
Therefore, the answer is rotsevni.

Reverse Word in Sentence
Instruction: Your assignment is to reverse the last word of the following word and furnish the resulting word. Code
prohibited.
Input: In July 2023, they planned to embark on their journey across Europe.
Golden Answer: eporuE
Rationale: The words contained in the given sentence are: ['In', 'July', 'they', 'planned', 'to', 'embark', 'on', 'their', 'journey',
'across', 'Europe']. The last word of the given sentence is 'Europe'. The chars contained in 'Europe' are: ['E', 'u', 'r', 'o', 'p',
'e']. Putting the chars in reverse order get 'eporuE'. Therefore, the answer is eporuE.

Count Chinese Characters in Sentence
Instruction: 针对给定的句子，仔细分析它包含的汉字个数。确保你的回答准确无误。代码被禁止使用。
Input: 2024年 9月，他们计划去欧洲旅行，感受这里的独特魅力和风土人情。
Golden Answer: 25
Rationale: 给定句子包含的汉字列表为：['年', '月', '他', '们', '计', '划', '去', '欧', '洲', '旅', '行', '感', '受', '这', '里', '的', '独
', '特', '魅', '力', '和', '风', '土', '人', '情']。其中总共有 25个汉字。因此，答案是：25

Insert Blank after Each Chinese Characters
Instruction: 执行在下列句子的每个汉字后插入' '的任务，并提供修改后的句子。代码被禁止使用。
Input: 2024年 9月，他们计划去欧洲旅行，感受这里的独特魅力和风土人情。
Golden Answer: 2024年 9月 ，他 们 计 划 去 欧 洲 旅 行 ，感 受 这 里 的 独 特 魅 力 和 风 土 人 情 。
Rationale: 给定句子包含的汉字列表为：['年', '月', '他', '们', '计', '划', '去', '欧', '洲', '旅', '行', '感', '受', '这', '里', '的', '独
', '特', '魅', '力', '和', '风', '土', '人', '情']。在每个汉字后插入' '后的答案是：2024年 9月 ，他 们 计 划 去 欧 洲 旅
行 ，感 受 这 里 的 独 特 魅 力 和 风 土 人 情 。

Insert Chinese Characters in Sentence
Instruction: 你的任务是通过第二个汉字后面插入“测试”来修改下面的句子。在你的回答中展示完整的修改后的句
子。代码被禁止使用。
Input: 2024年 9月，他们计划去欧洲旅行，感受这里的独特魅力和风土人情。
Golden Answer: 2024年 9月测试，他们计划去欧洲旅行，感受这里的独特魅力和风土人情。
Rationale: 给定句子包含的汉字列表为：['年', '月', '他', '们', '计', '划', '去', '欧', '洲', '旅', '行', '感', '受', '这', '里', '的', '独
', '特', '魅', '力', '和', '风', '土', '人', '情']。其中第二个汉字是“月”。在第二个汉字后插入“测试”后的答案是：2024年 9
月测试，他们计划去欧洲旅行，感受这里的独特魅力和风土人情。

Figure 6: Several examples of the benchmark CWUM.
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