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Abstract

The prevalence of half-truths, which are state-001
ments containing some truth but that are ulti-002
mately deceptive, has risen with the increasing003
use of the internet. To help combat this prob-004
lem, we have created a comprehensive pipeline005
consisting of a half-truth detection model and a006
claim editing model. Our approach utilizes the007
T5 model for controlled claim editing; "con-008
trolled" here means precise adjustments to se-009
lect parts of a claim. Our methodology achieves010
an average BLEU score of 0.88 (on a scale of 0-011
1) and a disinfo-debunk score of 85% on edited012
claims. Significantly, our T5-based approach013
outperforms other Language Models such as014
GPT3, RoBERTa, ChatGPT, and Tailor, with015
average improvements of 82%, 57%, 12%, and016
23% in disinfo-debunk scores, respectively. By017
extending the LIAR-PLUS dataset, we achieve018
an F1 score of 82% for the half-truth detec-019
tion model, setting a new benchmark in the020
field. While previous attempts have been made021
at half-truth detection, our approach is, to the022
best of our knowledge, the first to attempt to023
debunk half-truths.024

1 Introduction025

The dissemination of disinformation, especially in026

the form of half-truths, can have significant and027

negative implications as it has the potential to dis-028

rupt social and economic harmony (Allcott and029

Gentzkow, 2017; Su et al., 2020). A recent example030

of this was seen during the COVID-19 vaccination031

drive, where the spread of disinformation led to032

widespread fear and skepticism among the public033

regarding the efficacy and safety of the vaccine (He034

et al., 2021; Shahi and Nandini, 2020).035

Our work tackles half-truths by utilizing the036

LIAR-PLUS dataset (Alhindi et al., 2018) for half-037

truth detection. There are many forms of half-truth038

such as deception, exaggeration, propaganda, and039

intentionally hidden facts, etc. In this work, we040

only deal with half-truths related to deception and041

intentionally hidden facts. To improve upon the 042

LIAR-PLUS dataset, we added a new column to 043

it, called shortened justification, using the concept 044

of textual entailment. This shortened justification 045

is referred to as support when the label is true or 046

mostly-true, and counter when the label is half- 047

true, false, barely-true, or pants-on-fire. Supports 048

or counters, in our context, are explanations for 049

the label associated with each claim. We refer to 050

these explanations as evidence in our work. Our 051

approach not only detects half-truths but also aims 052

to debunk the claim by editing and transforming 053

it into a truthful statement. ‘Claim’, as coined by 054

(Toulmin, 2003), is ‘an assertion that deserves our 055

attention’. In our study, a claim is defined as a 056

textual statement that can be made by individuals, 057

news websites, political parties, and other sources. 058

This research is a significant advancement in 059

the field of natural language processing (NLP) and 060

has the potential to contribute to fact-checking and 061

computational journalism, ultimately helping to 062

prevent people from falling prey to disinformation. 063

A half-truth is a statement that is partially true 064

but intentionally omits important details that would 065

significantly alter its meaning. This type of state- 066

ment is deceptive as it can lead to misunderstand- 067

ings or false impressions. Even if a statement is 068

technically true, it cannot be considered entirely 069

truthful if it excludes crucial information. Half- 070

truths are lies of omission. 071

For instance, an example of a half-truth is the 072

statement "Electronic gadgets mandatory for e- 073

census in 2023", which contains a hidden piece 074

of information that people need not buy the gad- 075

gets since the government will provide them. The 076

statement is partially accurate, but also misleading 077

because it fails to disclose a crucial detail that could 078

cause confusion for the reader. 079
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Figure 1: Picture depicting the half-truth detection and debunking pipeline

1.1 Motivation080

Generating sensational or misleading content can081

attract viewership, engagement, and advertising082

revenue. Some individuals and groups exploit this083

for personal gain, including political, financial, or084

ideological motivations. However, traditional fact-085

checking methods rely on human fact-checkers and086

can be time-consuming (Hassan et al., 2015), which087

limits their effectiveness in responding to the con-088

stant stream of disinformation. This is where auto-089

mated fact-checking (Guo et al., 2022) and disinfor-090

mation debunking systems become crucial, as they091

can quickly detect (Monti et al., 2019) and respond092

to disinformation in real-time, which can help limit093

its reach (Cohen et al., 2011). Our detection and094

debunking pipeline is a powerful tool that can help095

detect half-truths and false claims faster, thus sav-096

ing valuable person-hours that would otherwise be097

spent on manual fact-checking. Additionally, our098

pipeline is equipped with an evidence extraction099

tool that allows us to collect evidence faster, which100

can then be used to debunk half-truths and false101

claims faster. Overall, our system is an important102

step toward helping combat the spread of disinfor-103

mation on digital platforms.104

1.2 Problem Definition105

In this work, we have implemented a half-truth de-106

tection model to detect half-truths. Given a claim C107

and the corresponding evidence E as input, the half-108

truth detection model predicts whether the given109

claim is true, half-true, or false. It is a three-class110

classification problem. 111

In addition to that, we have implemented a claim 112

editing model to edit half-true and false claims. 113

Given a half-true or false claim C and the corre- 114

sponding evidence E as input, our claim editing 115

pipeline uses the evidence to edit the half-true or 116

false claim and tries to generate an edited true claim 117

C∗ with control over editing the selected parts of 118

input claim. The overall task is depicted in Figure 119

1. 120

1.3 Contributions 121

Our contributions are: 122

1. Extending the LIAR-PLUS dataset by adding 123

an extra column called shortened justifica- 124

tion, using textual entailment, and achieving a 125

benchmark accuracy of 82% for the half-truth 126

detection model. 127

2. Devising a novel claim editing technique, 128

which aided the T5 model, to outperform 129

cutting-edge systems such as GPT by 82%, 130

Roberta by 57%, ChatGPT1 by 12%, and Tai- 131

lor by 23% with a success rate of 85% in the 132

task of debunking claims and achieving an av- 133

erage content preservation score of 0.88 (on a 134

scale of 0-1) on the edited claims. 135

1.4 Roadmap 136

The paper is structured as follows: In section 2, 137

we have discussed the related works. Section 3 138

1ChatGPT
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presents a model for detecting half-truths, while139

section 4 proposes a technique for editing half-true140

claims. The experiments and results are discussed141

in 5 and the conclusion and future work are outlined142

in section 6.143

2 Related Work144

Automated fact-checking is a process that involves145

the detection of the veracity of claims by extract-146

ing relevant evidence and validating the claim147

against the evidence. This has become a topic148

of immense interest and research in recent years,149

resulting in numerous works in the domain of150

fact-checking. Alhindi et al. (2018) introduced151

the LIAR-PLUS dataset and implemented a verac-152

ity prediction model using LSTM. The authors’153

work involved training the LSTM model to classify154

statements into six different categories based on155

their truthfulness, thereby demonstrating the effec-156

tiveness of deep learning approaches in this field.157

FEVER (Thorne et al., 2018) is a popular dataset158

in the domain of fact-checking.159

The idea of detecting veracity using the emotion160

of the claim was proposed in Guo et al. (2019).161

The authors used sentiment analysis to detect the162

emotion conveyed by a claim and then used this to163

infer the claim’s veracity. Estornell et al. (2019)164

discusses the computational complexity of decep-165

tion by half-truth. The authors demonstrated that166

half-truths can be computationally more challeng-167

ing to detect than other forms of deception, thus168

emphasizing the need for specialized approaches169

to identify and address this issue. Building on this170

idea, Monteiro et al. (2018) filtered out half-truths171

during fake news detection and expressed their idea172

of detecting half-truths in the future. Motivated by173

this idea, our work attempts to address the half-174

truth detection problem.175

Along with half-truths, there are other forms176

of disinformation, such as fake news and exagger-177

ated and sensationalized news. Wright and Augen-178

stein (2021) focuses on detecting exaggeration in179

the claims made by press releases. The authors180

propose a supervised learning approach that uti-181

lizes sentence-level features to detect exaggerated182

claims. Li et al. (2017) conducted an analysis and183

inspection of exaggerated claims in the domain of184

scientific news. The authors proposed a framework185

that leverages natural language processing tech-186

niques to detect exaggerated claims in scientific187

news articles.188

In addition to detecting half-truths, debunk- 189

ing them is necessary to keep a check on the 190

spread of disinformation. Popat et al. (2018) dis- 191

cusses debunking fake news using external evi- 192

dence. Atanasova et al. (2020) discusses generating 193

explanations along with detection. Schuster et al. 194

(2021) discusses about robust fact verification using 195

evidence that changes with time. Counterfactuals 196

called contrast sets (Gardner et al., 2020) can be 197

created to debunk half-truths. Moreover, structural- 198

level properties of a claim can be used to edit it by 199

semantically controlling the text generation (Ross 200

et al., 2021). Building on these ideas, we have de- 201

veloped a controlled claim editing technique that 202

makes minimum edits to a half-true claim to make 203

it true. Our approach leverages the structural-level 204

properties of a claim to identify the necessary edits 205

and then uses semantically controlled text genera- 206

tion to make the claim true. 207

Overall, our work attempts to address the chal- 208

lenging problem of half-truth detection and debunk- 209

ing by utilizing a combination of techniques, in- 210

cluding contrast sets and controlled claim editing. 211

By detecting and debunking half-truths, we can 212

take a step toward combating disinformation and 213

promoting the spread of accurate information. 214

3 Half-truth detection model 215

For half-truth detection, the task is to build a model 216

that takes a claim and evidence and predicts one 217

of the three labels: true, half-true, or false for the 218

given input. Given a claim C and evidence E, and 219

y is the generated label, we can mathematically 220

formulate the task as follows: 221

y∗ = argmax
y∈{true,false,half−true}

P (y|C;E) (1) 222

3.1 LIAR-PLUS-PLUS Dataset 223

The LIAR-PLUS dataset (Alhindi et al., 2018) is a 224

benchmark dataset for fact-checking research, ex- 225

tended from the LIAR dataset (Wang, 2017). It 226

has 12,000+ human-labeled statements classified 227

into six categories: true, mostly-true, half-true, 228

barely-true, false, or pants-on-fire. The dataset 229

was collected from the Politifact2. We extended 230

LIAR-PLUS by adding the shortened justification 231

column and called it LIAR-PLUS-PLUS dataset. 232

This column was created by using textual entail- 233

ment technique on the extracted justification col- 234

umn of the LIAR-PLUS dataset. An excerpt from 235

2Politifact: Website
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Statement: “Says Rick Scott cut education to pay for even
more tax breaks for big, powerful, well-connected corpora-
tions.”
Speaker: Florida Democratic Party
Context: TV Ad
Label: half-true
Extracted Justification: A TV ad by the Florida Demo-
cratic Party says Scott "cut education to pay for even more
tax breaks for big, powerful, well-connected corporations."
However, the ad exaggerates when it focuses attention
on tax breaks for "big, powerful, well-connected corpo-
rations." Some such companies benefited, but so did many
other types of businesses. And the question of whether the
tax cuts and the education cuts had any causal relationship
is murkier than the ad lets on.
Shortened Justification: However, the ad exaggerates
when it focuses attention on tax breaks for "big, power-
ful, well-connected corporations." Some such companies
benefited, but so did many other types of businesses.

Figure 2: An excerpt from the LIAR-PLUS-PLUS
dataset

the LIAR-PLUS-PLUS dataset is presented in Fig236

2. The composition of LIAR-PLUS-PLUS data for237

training, validation, and test split is 10240, 1284,238

and 1283 instances respectively. The average num-239

ber of sentences in the extracted justification is 6.240

The shortened justification is at max 2 sentences241

and a minimum of one sentence. We this technique,242

we there by reduce the number of sentences and try243

to obtain the relevant sentences.244

3.1.1 Creation of shortened justification245

To extract shortened justifications, we utilized a nat-246

ural language inference (NLI) model that assigns247

entailment scores to pairs of sentences. Our algo-248

rithm employs this NLI model to generate supports249

and counters for each claim in the LIAR-PLUS250

dataset. A support is a statement that strength-251

ens the claim, while a counter is a statement that252

challenges it. This is accomplished by calculat-253

ing the entailment scores between each sentence in254

the claim and its corresponding justification. Each255

sentence is classified into one of three labels: en-256

tailment, contradiction, or neutral.257

The rationale behind employing textual entail-258

ment is as follows. True and mostly-true claims259

typically have supporting text, which aligns with260

the entailment label. False and pants-fire claims,261

on the other hand, tend to have text that contradicts262

them, similar to a contradiction label. Half-true263

and barely-true claims often contain text that men-264

tions hidden information or the deceptive aspect of265

the claim, which cannot be directly entailed or con-266

tradicted and thus corresponds to a neutral label.267

With this idea, we can have sufficient information 268

in the evidence to detect these labels. 269

In our approach, we calculate the entailment 270

scores on a sentence-by-sentence basis between the 271

claim and each piece of evidence. Among all the 272

sentences predicted as entailment or contradiction, 273

we select the sentence with the highest confidence 274

or probability score as the first part of the shortened 275

justification. For sentences predicted as neutral, we 276

choose the sentence with the highest confidence as 277

the second part of the shortened justification. If no 278

sentences are predicted as neutral, we have only 279

one sentence in the shortened justification, and vice 280

versa. As a result, the shortened-justification con- 281

sists of a maximum of two sentences and a mini- 282

mum of one sentence. We refer to this shortened 283

justification as evidence, which serves as an expla- 284

nation for the label associated with each claim. The 285

details of our NLI model are discussed in section 286

A.1 of the appendix. 287

We have performed a manual evaluation of the 288

extracted shortened-justification using 2 evaluators. 289

We selected 100 claims from each label and asked 290

the annotators to check if the shortened justification 291

contains the required information to predict the la- 292

bel of the claim. Out of 600 claims, for 568 claims, 293

the annotators found sufficient information in the 294

shortened-justification. This amounts to around 295

94.6% of successful extraction of evidence. 296

We created a network with BERT ((Devlin et al., 297

2018) based classifier model. We call this model, 298

the half-truth detection model. We used the LIAR- 299

PLUS dataset and the LIAR-PLUS-PLUS dataset 300

separately to train different versions of the model. 301

The two versions are called J(model trained on 302

LIAR-PLUS dataset) and SJ (model trained on 303

LIAR-PLUS-PLUS dataset). For version J, the 304

input is claim and justification, and for version 305

SJ, the input is the claim and shortened justifica- 306

tion. We trained the models for the task of tri-class 307

classification; true, false, and half-truth by group- 308

ing claims with half-true and barely-true labels 309

into half-true, true, and mostly-true labels as true 310

and false and pants-on-fire as false. This group- 311

ing has been done based on the annotation policy 312

of the Politifact website and truth-o-meter3 defini- 313

tions. According to the definitions of truth-o-meter, 314

barely-true statements are claims that have hidden 315

information. Since, this falls into the category of 316

half-truths, we have grouped barely-true and half- 317

3The Principles of Truth-O-Meter: Webpage
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Label Train Test Validation
true 3649 460 420
half-true 3780 481 485
false 2840 342 379

Table 1: The composition of train, test, and validation
split of the LIAR-PLUS-PLUS dataset after grouping
the labels.

true claims into a single label. The composition of318

the LIAR-PLUS-PLUS dataset after grouping the319

labels is shown in Table 1.320

We tested both models on the test set of the321

LIAR-PLUS-PLUS dataset. We obtained an F1322

score of 0.82, which is considered a benchmark323

accuracy, for the SJ version of our model. On324

the other hand, for the J version of the model, we325

achieved an F1 score of 0.72. The SJ version of the326

model outperformed the J version because it was327

presented with only the pertinent information in the328

justification. Therefore, we can confidently assert329

that the textual entailment task assisted in enhanc-330

ing the accuracy of the half-truth detection model.331

By extracting solely the relevant information from332

the justification, the model is internally inferring if333

the statement is entailing or contradicting the short-334

ened justification. As a result, the model can dis-335

cern that half-truths are lies of omission, whereas336

truthful news entails and fake news contradicts the337

shortened justification. Logistic Regression and338

SVM models were used as baseline models, and339

they were trained on GloVe embeddings (Penning-340

ton et al., 2014) using both datasets (after grouping341

labels). The F1 scores of all these models are pre-342

sented in Table 2. All these models are tested on the343

test set of the LIAR-PLUS-PLUS dataset. The con-344

fusion matrix and per-label macro averages of the345

best-performing model, BERT-based sequence clas-346

sifier, trained using the LIAR-PLUS-PLUS dataset347

is presented in the Tabel 3. The macro average348

precision, recall, and F1 scores are 0.811, 0.831,349

and 0.82 respectively.350

4 Claim Editing Model351

The claim editing model is useful to edit a half-true352

or false claim. We can perform controlled claim353

editing using our technique. By control, we mean,354

we can make precise adjustments to the selected355

parts of the claim. We mask the tokens that need356

replacement and use the objective of masked lan-357

guage modeling to fill those masks. Thus, an edited358

Model Data F1 P R

SVM J 67.5 76 60.7
LR J 66.8 74 60.8
BERT J 72 74.8 69.2

SVM SJ 72.6 71 74.1
LR SJ 71.4 69 73.7
BERT SJ 82 81.1 83.1

Table 2: Performance of Half-Truth detection mod-
ule with various model-data combinations. Abbrevia-
tions F1:= F1-accuracy score %, P:= Precision %, R:=
Recall %, J:= Model trained using the LIAR-PLUS
dataset, SJ:= Model trained using the LIAR-PLUS-
PLUS dataset, LR:= Logistic Regression Classifier.

claim is generated. Our objective is to convert false 359

or half-true claims into true claims. If we find the 360

contradicting part or the deceptive part in the claim 361

and mask it, we can replace it with the correct part 362

from the evidence. By making this adjustment to 363

the false and half-true claims, they can be converted 364

to true claims. So, firstly, we need a model to fill 365

masked tokens using the context provided to the 366

model. 367

4.1 TAPACO Dataset 368

We utilized the TAPACO paraphrase dataset (Scher- 369

rer, 2020) and augmented it. The TAPACO dataset 370

is a paraphrase corpus consisting of 73 languages 371

that were extracted from Tatoeba4, which is a 372

crowdsourcing project primarily for language learn- 373

ers. We have selected 60,000 instances from the 374

TAPACO dataset to augment our dataset, where 375

each instance consists of an original sentence and 376

its corresponding paraphrased sentence. 377

Original sentence: Many people respect you. Do 378

not disappoint them. 379

Paraphrased sentence: A lot of people look up to 380

you. Do not let them down. 381

4.1.1 Dataset Augmentation: 382

We have obtained Semantic Role Labeling (SRL) 383

tags for all paraphrased sentences and appended 384

an additional column to the TAPACO dataset. Our 385

approach involved utilizing the SRL generator pro- 386

vided by Allen AI 5 to extract SRL tags for each 387

sentence. In some cases, the SRL generator pro- 388

duced multiple outputs for a single paraphrased 389

sentence. We selected the output that contained the 390

4Tatoeba: Website
5Allen AI: Website
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Gold Labels
true false half-true per-label precision

true 364 0 96 0.791
Model Outputs false 2 272 68 0.795

half-true 31 42 408 0.848
per-label recall 0.916 0.866 0.713

Table 3: Confusion matrix and per-label precision and recall of the best-performing model, BERT-based sequence
classifier, trained using the LIAR-PLUS-PLUS dataset

highest number of semantic roles (tags) to resolve391

this issue. The augmented dataset, which now con-392

tains three columns, as shown below, was utilized393

to train the claim editing model.394

Original sentence: Many people respect you. Do395

not disappoint them.396

Paraphrased sentence: A lot of people look up to397

you. Do not let them down.398

SRL tagged Paraphrased sentence: [ARG0: A399

lot of people] [V: look] [ARG1: up to you] . Don’t400

let them down.401

We use the augmented TAPACO dataset to train402

the T5 model for the task of claim editing. T5 is403

a text-text transformer model from Google. T5 is404

used for a variety of purposes, including machine405

translation, summarization, and masked language406

modeling. We took 50000 instances from the aug-407

mented dataset as a training split with a validation408

and test split of 5000 instances each. We have given409

the SRL tags of the paraphrased sentence and the410

original sentence with a few masked tokens as in-411

put to T5 and expect the original sentence as output.412

413

Input: [[ARG0: A lot of people] [V: look] [ARG1:414

up to you] . Don’t let them down .] Many people415

extra_id_0 you. Don’t extra_id_1 them.416

Output: Many people respect you. Don’t disap-417

point them.418

During training, we have masked only nouns, adjec-419

tives, and verbs in the original claim to make sure420

that the model is not only learning the structural421

properties of the language but also semantics. That422

is the main motivation for us to use SRL-tagged423

paraphrased sentences in the input. This idea of424

using SRL tags to perturb and edit sentences have425

been used by Ross et al. (2022). With this mecha-426

nism of training, the model learns to fill the masked427

tokens by using the SRL-tagged paraphrased sen-428

tence. Hence, it maximizes the context (the para-429

phrased sentence) to fill only the masked tokens430

thereby minimizing the reconstruction loss. Now 431

that our objective of filling masked tokens with 432

the SRL-tagged context provided in the header (en- 433

closed in []) is achieved by T5, we can adapt this 434

to our task of claim editing. 435

For the task of claim editing, we can provide the 436

SRL-tagged evidence in the header and the masked 437

half-true or false claim as input to the T5 model. 438

The model will fill the masked tokens using the 439

SRL-tagged evidence. For editing half-true and 440

false claims in the LIAR-PLUS-PLUS dataset, we 441

use the ’shortened justification’ as evidence. We 442

call it the counter. We used the Allen AI SRL tag 443

generator to extract SRL tags of counters. If we 444

have multiple outputs from the SRL generator, we 445

take the one with the maximum number of tags as 446

the SRL-tagged counter. In addition to that, we 447

need to mask the deceptive and contradicting part 448

of the claim. We use the below strategy to mask a 449

false or half-true claim. 450

Masking false or half-true claim: 451

To ensure accurate editing of the claim, it is neces- 452

sary to mask specific tokens rather than selecting 453

them randomly. To identify the appropriate tokens 454

for masking, we employ the concepts of textual en- 455

tailment and cosine similarity. Using an AllenNLP 456

constituency parser, we divide the claim into multi- 457

ple segments. Only those segments that contradict 458

the evidence or exhibit lower similarity are consid- 459

ered for replacement with a mask. By utilizing an 460

NLI model, we calculate scores indicating the de- 461

gree of contradiction. If no contradictory segments 462

are found, we mask the segment that exhibits lower 463

similarity with the counter. This strategy facilitates 464

the T5 model in accurately filling the masked to- 465

kens using the counter, thereby ensuring precise 466

editing of the relevant tokens. 467

The T5 model trained by us is capable of gen- 468

erating claims where the number of edits will be 469

less and original content is preserved. We have 470

given the SRL-tagged counter (as header) and the 471
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masked claim as input to the T5 model. The model472

generates a list of edited claims. In our case, we473

have limited the generations to five in number. We474

used Constrained Beam Search for text generation.475

Unlike ordinary beam search, constrained beam476

search allowed us to exert control over the output477

of text generation.478

Example of claim editing:479

Original claim- The Dolphins stadium renovation480

will create more than 4,000 new local jobs.481

Masked claim- The Dolphins stadium renovation482

will create extra_id_0.483

Counter- The key omission here is that these are484

jobs associated with the 25-month stadium renova-485

tion project and include temporary positions.486

Input to T5- [The key omission here is that [ARG2:487

these] are jobs associated with the 25-month sta-488

dium renovation project and [V: include] [ARG1:489

temporary positions] .] The Dolphins stadium ren-490

ovation will create extra_id_0.491

Output from T5- List of edited claims (For ex-492

ample, one of the edited claims is "The Dolphins493

stadium renovation will create temporary jobs.")494

Claim Filtering:495

One edited claim among the list of edited claims496

will be filtered out as the best claim. We employed497

a filtering technique that filters out the best-edited498

claim using the reward mechanism of a claim be-499

ing true, maximizing the word overlap between the500

original claim and the edited claim. For the reward501

mechanism, we have used the SJ version of the502

half-truth detection model (0.82 F1 accuracy). For503

a set of edited claims, we find the label predicted504

by the half-truth detection model. For this model,505

we give the edited claim and the counter as input.506

The edited claims that are predicted as true by the507

half-truth detection model are rewarded highly. Be-508

cause, now after editing, we have a validation that509

the half-true or false claims have been converted to510

true. If none of the edited claims is true, we filter511

all the edited claims to the next stage. These fil-512

tered claims are checked for maximum word over-513

lap with the original claim and the one with the514

highest overlap is considered the best-edited claim.515

We give importance to word overlap because we516

want to edit the claim minimally. The motivation517

behind this minimal edit was taken from Gardner518

et al. (2020).519

5 Experiments and Results 520

In this section, we have presented the experiments 521

performed on the task of claim editing task and our 522

findings. 523

5.1 Baselines 524

We have used different language models for the 525

task of claim editing to compare these results with 526

our technique. We compare our claim editing tech- 527

nique with various language models such as GPT 528

(Radford and Narasimhan, 2018), RoBERTa (Liu 529

et al., 2019), ChatGPT6 and Tailor (Ross et al., 530

2022). Please refer to section A.2 of the appendix 531

for the usage of LLMs for claim editing. 532

5.2 Evaluation Metrics 533

We have evaluated the edited claims on two evalua- 534

tion metrics to make sure the quality of the edits is 535

not compromised in our technique. The two met- 536

rics are content preservation and disinfo-debunk 537

(disinformation debunk). A minimally edited sen- 538

tence must maintain its content. In this paper, con- 539

tent preservation was evaluated using the BLEU 540

score (Papineni et al., 2002). Content preservation 541

is not a similarity metric, it is a metric to mea- 542

sure overlap. The content preservation score is the 543

BLEU score between the edited claim and the orig- 544

inal claim. This metric measures how overlapped 545

the edited claim and original claim are since we 546

wanted to edit the claim minimally. The end goal of 547

claim editing is to debunk false and half-true claims. 548

Hence, we should evaluate how many claims have 549

been converted to true after editing them using our 550

technique and also the other language models. The 551

disinfo-debunk metric measures the percentage of 552

claims that have been converted to true after edit- 553

ing them. We have used the BERT(SJ) model to 554

detect the label of the edited claim and compute 555

the disinfo-debunk metric. The computation of the 556

disinfo-debunk metric is limited by the accuracy of 557

the BERT(SJ) model in predicting the labels. 558

5.3 Evaluation 559

We have used the LIAR-PLUS-PLUS dataset as 560

our evaluation dataset. We have edited the half- 561

true and false claims after grouping the six labels 562

into three labels. We have 7433 half-true and false 563

claims in total. 564

6ChatGPT
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Model CP Disinfo-debunk

Tailor 0.76 4243 / 6844 (62%)
GPT 0.52 223 / 7433 (3%)
RoBERTa 0.82 2081 / 7433 (28%)
ChatGPT 0.78 5426 / 7433 (73%)
Our Technique (T5) 0.88 6318 / 7433 (85%)

Table 4: Evaluation of Language models vs. our tech-
nique on the LIAR-PLUS-PLUS dataset for the task of
claim editing. Abbreviations CP:= Content Preservation

5.3.1 Quantitative565

Our technique has the highest average content566

preservation score (BLEU score) of 0.88 (on a567

scale of 0-1). The average content preservation568

score is the average of BLEU scores between all569

the edited claims and the corresponding original570

claim. We found that our technique can debunk571

half-true and false claims with a disinfo-debunk572

score of 85%. Clearly, our technique outscores573

cutting-edge systems such as GPT by 82%, Roberta574

by 57%, ChatGPT by 12%, and Tailor by 23%. Out575

of 7433 claims, we obtained edited claims for 6844576

claims using Tailor. The reason is that Tailor has a577

perplexity cutoff threshold. If the perplexity of the578

generated claim is lesser than this cutoff, we don’t579

get any output from Tailor. Hence, for Tailor, the580

metrics are computed on 6844 claims. The results581

can be found in Table 4.582

5.3.2 Qualitative583

In addition to the qualitative evaluation of edited584

claims, we performed the human evaluation of the585

edited claims on two metrics, fluency, and edit-586

correctness.587

Fluency (On a scale of 1-3):588

Less fluent and incorrect grammar- score of 1589

Medium level fluency- score of 2590

Fluent and grammatically correct- score of 3591

Edit-correctness (On a scale of 1-3):592

Incorrect edit- score of 1 (Edited the incorrect part)593

Partially correct edit- score of 2 (Edited the right594

part but not correctly edited)595

Correctly edited- score of 3596

We have manually annotated 7433 claims edited597

by the T5 model. Two annotators annotated for598

fluency and edit-correctness. The inter-annotator599

agreement, Cohen’s Kappa ((Artstein and Poesio,600

2008), was found to be 74.86 for fluency and 66.28601

for edit-correctness. The average fluency was 2.75602

and the average edit-correctness is 2.3.603

We also wanted to compare our technique with 604

Tailor. We randomly picked 5000 instances and 605

the corresponding edited claims edited using Tailor 606

and T5. We did not mention which claim is edited 607

by which model. Hence, we avoid biased responses. 608

We shared the annotation guideline with the 4 users 609

and asked them to rate the edited claims for two 610

metrics, fluency and edit-correctness. For claims 611

edited by the T5 model, we found the average flu- 612

ency was 2.68 and the average edit-correctness 613

was 2.42. For claims edited by Tailor, we found 614

the average fluency was 2.28 and the average edit- 615

correctness was 1.36. Our technique performs bet- 616

ter than Tailor in human evaluation too. 617

6 Conclusion and Future work 618

Our study demonstrates that T5 surpasses sophis- 619

ticated techniques like Tailor and ChatGPT in ef- 620

fectively debunking half-truths through controlled 621

claim editing. T5’s ability to accurately fill in 622

the necessary information with minimal edits con- 623

tributes to its superior performance. Accurate de- 624

tection of half-truths can be achieved with good 625

accuracy, aided by the creation of a shortened jus- 626

tification column. The utilization of textual en- 627

tailment and SRL-tagged evidence highlights the 628

significance of NLP models in understanding lin- 629

guistic properties. 630

Moving forward, our future plans involve creat- 631

ing and annotating a dataset specifically for gath- 632

ering a larger quantity of high-quality data on half- 633

truths from news articles. We aim to develop a 634

novel algorithm using reinforcement learning to 635

select and rank phrases within a claim for editing 636

purposes. Additionally, we aspire to build a reli- 637

able and trustworthy real-time evidence extraction 638

module to facilitate the detection and debunking 639

of disinformation. While we have successfully de- 640

bunked half-true and false claims using evidence 641

from the LIAR-PLUS-PLUS dataset, the same can- 642

not be said for real-time half-truths. To address this, 643

we have developed a real-time evidence extraction 644

module that retrieves results from Google News 645

and extracts article summaries. Summaries from 646

reputable sources can serve as valuable evidence. 647

However, further large-scale testing is ongoing. 648

7 Limitations 649

One of the major challenges that we have come 650

across is the lack of adequate data in the LIAR- 651

PLUS dataset. The NLI model used for creating the 652

8



shortened justification column in the LIAR-PLUS-653

PLUS dataset is not 100% accurate. Hence, we654

performed manual evaluation of the newly created655

column. The masking algorithm needs improve-656

ment since we are using only the NLI model and657

similarity score to mask claims. We would like to658

train a model to mask half-true part of the claim659

instead of the masking algorithm.660
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A Appendix 836

A.1 NLI model 837

We have used the NLI (Natural Language Infer- 838

ence) model for extending the LIAR-PLUS dataset. 839

For the details related to the usage of this model, re- 840

fer to section 3.1.1. We have trained a BERT-based 841

NLI model using SNLI (Glockner et al., 2018) 842

and MNLI (Williams et al., 2017) datasets. We 843

took a combination of 300,000 instances from both 844

datasets as a training split to train the NLI model 845

for the task of producing entailment scores with val- 846

idation and a test split of 5000 instances each. The 847

average F1 score is 0.91. The model can predict the 848

textual entailment label with 91% accuracy. The 849

label-wise F1 scores for entailment, contradiction, 850

and neutral are 93%, 92%, and 87% respectively. 851

The accuracy of this model is one of the limita- 852

tions. Since, it is not fully accurate, the shortened 853

justification might miss out relevant information in 854

few instances. Hence we did a manual evaluation 855

and found that the effectiveness of the obtaining 856

shortened justification is extremely promising. 857

A.2 Claim editing using multiple Language 858

models 859

This section presents detailed information about 860

using LLMs (Large Language Models) for the task 861

of claim editing discussed in section 4. An example 862

of claim editing using LLMs is presented in Figure 863

3. 864
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Claim: The number of illegal immigrants could be 3 mil-
lion.
Counter: Every credible estimate we found was in the 11
million range, with a margin of error of around 1 million.
Masked Claim: The number of illegal immigrants <ex-
tra_id_0> <extra_id_1>.
SRL-tagged counter: [ARG1: Every credible estimate we
found] [V: was] [ARG2: in the 11 million range], [ARGM-
ADV: with a margin of error of around 1 million].
Extracted Justification: Trump said the number of illegal
immigrants "could be 3 million. It could be 30 million.
"Both figures are not within the range of possibility. Every
credible estimate we found was in the 11 million range,
with a margin of error of around 1 million. The figure has
"always" been 11 million, in recent years, because of the
flow of undocumented immigrants in and out of the United
States.
Tailor:
Input: SRL-tagged counter + Masked Claim
Output: The number of illegal immigrants estimated at 11
million.
GPT:
Input: The number of illegal immigrants
Output: The number of illegal immigrants could be even
more alarming, given many of them came to the United
States just to work legally in one of the most dangerous
areas on earth.
RoBERTa:
Input: Counter + Masked Claim
Output: The number of illegal immigrants could be
trumped.
ChatGPT:
Input: Claim + Counter + Instructions
Output: The number of illegal immigrants could be 11
Million.
Tailor:
We call a function perturb_with_context with Claim,
masked part of the claim, and counter.
Output: The number of illegal immigrants could be in
the 11 million range, with a margin of error of around 1
million.

Figure 3: Claim Editing using LLMs

A.2.1 GPT865

We have provided a three-fourths length of the866

claim (masked the rest of the claim) and the com-867

plete evidence as a prompt to the GPT model. The868

generated output from GPT is considered the edited869

claim. The idea behind this strategy is to check how870

effectively GPT can use the evidence and fill the871

masked part of the claim.872

A.2.2 RoBERTa873

We have used the RoBERTa-based transformer874

model from Hugging Face7 for the task of text875

infilling. We have provided the masked claim, pro-876

vided to the T5 model, concatenated with the evi-877

dence as input. The masked positions of the claim878

will be filled by this model and the filled claim is879

considered the edited claim.880

7Hugging Face

A.2.3 ChatGPT 881

We have used the ChatGPT model for generating 882

edited claims. We provided the half-true and false 883

claims and the corresponding evidence. We asked 884

ChatGPT to edit the given claim using the provided 885

evidence minimally to make the claim correct. The 886

generated claim is considered as the edited claim. 887

A.2.4 Tailor 888

We have used Tailor (Ross et al., 2022) for perturb- 889

ing the claim by maximizing the counter. We have 890

used the perturb_with_context function from Tailor. 891

This function is used to fill the masked part of the 892

claim using the counter. The inputs for the function 893

are, the claim, part of the claim which needs to 894

be edited, and the counter. The perturbed claim is 895

considered the edited claim. 896
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