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ABSTRACT

Cancer treatment efficacy exhibits high inter-patient heterogeneity due to genomic
variations. While large-scale in vitro drug response data from cancer cell lines ex-
ist, predicting patient drug responses remains challenging due to genomic distri-
bution shifts and the scarcity of clinical response data. Existing transfer learning
methods primarily align global genomic features between cell lines and patients.
However, they often ignore two critical aspects. First, drug response depends
on specific drug substructures and genomic pathways. Second, drug response
mechanisms differ in vitro and in vivo settings due to factors such as the im-
mune system and tumor microenvironment. To address these limitations, we pro-
pose DeepSADR, a novel deep transfer learning framework for enhanced drug
response prediction based on subsequence interaction and adaptive readout. In
particular, DeepSADR models drug responses as interpretable bipartite interac-
tion graphs between drug substructures and enriched genomic pathways. Subse-
quently, a supervised graph autoencoder was designed to capture latent interac-
tions between drugs and gene subsequences within these interaction graphs. In
addition, DeepSADR treats the drug response process as a transferable domain. A
Set Transformer-based adaptive readout (AR) function learns domain-invariant re-
sponse representations, enabling effective knowledge transfer from abundant cell
line data to scarce patient data. Extensive experiments on clinical patient cohorts
demonstrate that DeepSADR significantly outperforms state-of-the-art methods,
and ablation experiments have validated the effectiveness of each module.

1 INTRODUCTION

Cancer is the leading cause of morbidity and mortality worldwide (Fan et al., 2019). Genomic het-
erogeneity drives strong variability in drug response across patients, necessitating precise predictive
models for personalized therapy. To aid in treatment development, large-scale studies have been con-
ducted globally, such as the Cancer Genome Atlas (TCGA) database (Hutter & Zenklusen, 2018)
to compile high-dimensional genomic information from cancer patients. However, patient drug re-
sponse data in current databases are extremely scarce, primarily due to limited patient cohorts and
the fact that each patient typically receives only a few drugs. For example, TCGA contains only 500
patient drug response cases (Sharifi-Noghabi et al., 2020). To overcome this limitation, researchers
often rely on pre-clinical datasets, especially cancer cell lines. Cell lines are derived from patient
tumors and cloned to maintain stable genomic profiles. These cloned cells can be exposed to many
different drugs. This allows researchers to collect drug response data across multiple drugs within
the same cell line. Such data is highly valuable as it cannot be collected directly from patients due
to the risks of administering multiple drugs concurrently. Although currently constrained to roughly
1,000 cell lines and a limited number of drugs, it nonetheless provides an essential foundation for
developing personalized drug response models based on genomic information.

Currently, many researchers have proposed predictive models based on drug-cancer cell line re-
sponse data, such as DeepCovDR (Huang et al., 2023), GraphCDR (Liu et al., 2022) and Deep-
ExpDR (Zhang et al., 2025), which are deep learning models. These deep learning models have
shown strong performance in predicting drug responses in cancer cell lines. However, studies have
shown that such models often fail to accurately predict drug efficacy in patients (Seyhan, 2019).
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One major reason is the distributional gap between cell lines and patient data. Genomic profiles of
cell lines (Gc) are more homogeneous than those of patients (Gp). This results in distinct distribu-
tions of genomic information (P (Gc) ̸= P (Gp)). As shown in the t-SNE visualization in Appendix
A.10 (Figure 4), the distributions of cell lines and patients differ significantly. As such, they can be
regarded as coming from different domains (see Appendix A.2).

To address these challenges, researchers have developed various drug response models based on
domain adaptation and transfer learning. These methods attempt to bridge this distributional gap
typically learn domain-invariant feature representations shared between cell lines (source domain)
and patients (target domain). Despite their progress, existing approaches still face important limi-
tations. First, they often ignore certain important functional fragments. Treating drugs and genes
as monolithic entities overlooks key drivers, such as drug pharmacophores and enriched genomic
pathways (e.g., apoptosis). For instance, variations in tumor suppressor genes (TSGs) are major
contributors to paclitaxel resistance across cancers (Xu et al., 2016). Similarly, the benzodiazepine
scaffold in the anticancer drug Devazepide is active against opioid receptors and other protein targets
(Marsters et al., 1994). Second, many methods overlook biological differences in drug responses.
Overemphasis on genomic alignment fails to capture essential factors present in clinical settings,
such as immune regulation and the tumor microenvironment (TME).

In this paper, we propose DeepSADR, a transfer learning model for drug response prediction from
cell lines to patients, built on subsequence interaction and adaptive readout. DeepSADR adopts pre-
training and fine-tuning strategy. It constructs subsequence interaction graphs to capture associations
between drug and gene subsequences, which improves both performance and interpretability. To
enable effective knowledge transfer in the drug response domain, we introduce an adaptive readout
function that learns domain-invariant features, thus enhancing the model’s predictive performance
on patient data. The contributions of this work are summarized as follows.

• We model drug responses as bipartite interaction graphs between drug subsequences and
gene subsequences. A supervised graph autoencoder is then used to capture their complex
associations in an interpretable way.

• We propose an adaptive readout based on the ensemble transformer architecture that effec-
tively aggregates node features from the subsequence interaction graph into a global drug
response representation. During fine-tuning, we also incorporate pre-trained drug response
embeddings to enhance features and learn domain-invariant representations. This design
overcomes the limitations of standard pooling functions in graph transfer learning.

• We treat the entire drug response biological process with cell lines/patients as a distinct
domain for transfer learning, moving beyond simple genomic feature alignment to better
address inherent biological differences.

• Extensive experiments show that DeepSADR significantly improves drug response predic-
tion performance (AUC/AUPR) on scarce clinical patient data and provides interpretability
through interaction visualization.

2 RELATED WORK

2.1 DRUG RESPONSE PREDICTION

Currently, drug response prediction (DRP) models for patients mainly focus on transfer learning
between cell lines (source domain) and patients (target domain). These methods can be classified
as inductive, transductive, or unsupervised, depending on whether labeled patient data is used. In-
ductive methods include drug2tme (Zhai & Liu, 2024) and GANDALF (Jayagopal et al., 2025),
which utilize both labeled cell lines and patient samples to capture differences in label distributions
between the two domains through multi-task learning. However, this approach heavily relies on la-
beled patient data, which is often difficult, expensive, and scarce in clinical practice. A few methods
employ unsupervised approaches, such as CODE-AE (He et al., 2022a), which uses unlabeled cell
lines and patient data for pre-training. Transduction-based methods include TUGDA (Peres da Silva
et al., 2021), WISER (Shubham et al., 2024), and PANCDR (Kim et al., 2024), which utilize labeled
cell lines and unlabeled patient samples. Inductive and transductive methods are currently the most
widely used approaches. These methods primarily aim to learn shared representation spaces across
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domains, thereby mitigating the distributional differences between cell lines and patient data. While
shared representations can capture similarities across different domains and improve model predic-
tive performance to some extent, these methods do not adequately account for gene data fragments
and drug substructures that play a crucial role in drug responses, nor do they sufficiently consider
the distributional differences in the biological mechanisms underlying drug responses. (Drug-patient
responses are influenced by numerous biological factors) — which is critical for predicting drug re-
sponses in patients.

2.2 SUBSEQUENCE SEGMENTATION

In recent years, subsequence segmentation methods have been applied in many fields of bioinfor-
matics and machine learning. For example, explainable sub-structure fingerprinting (ESFP) is a
substructure-based fingerprint representation method (Huang et al., 2019) that constructs molecular
fingerprints by identifying and quantifying specific sub-structures in molecules, which is helpful for
drug and protein research. Conventional DRP models typically extract features from drug and gene
transcription information separately and then combine them as features for drug responses. This ap-
proach is overly simplistic and fails to consider the drug/gene subsequences that play a crucial role
in drug responses. This paper innovatively combines gene transcription subsequences with drug
SMILES subsequences, transforming the entire drug response process into a subsequence interac-
tion graph. Drug/Gene subsequences serve as nodes in this graph, and the features of the entire
subsequence interaction graph are used as features for drug responses.

2.3 ADAPTIVE READOUT

The readout function is a critical component in Graph Neural Network(GNN) for processing graph-
level tasks, as it transforms node representations into graph representations. Common readout func-
tions include simple ones such as summation, averaging, and maximum values. We transform the
drug response process into a subsequence interactions graph, so selecting an appropriate readout
function is critical to the final performance of the transfer learning model. The Set Transformer
is a Transformer model designed for set-based data, which handles unordered inputs through per-
mutation invariance and is suitable for tasks where the order of elements is irrelevant. Therefore,
we designed an adaptive readout function based on the Set Transformer concept. We incorporated
the embedded vectors output by the pre-trained model function into the model fine-tuning stage
to enhance features, thereby overcoming the limitations of traditional readout functions in transfer
learning for patient drug response data.

3 PROPOSED METHOD

3.1 PROBLEM DEFINITION

Suppose there areNc labeled drug-cell line genomic profiles(Gc) response data andNp labeled drug-
patient genomic profiles(Gp) response data. In general,Nc >> Np. LetD = {d1, d2, d3, ..., dN} be
the set of N drugs with labeled drug responses, where Yc(di, gcj) denotes the corresponding response
of a drug di to a cell lines genomic profile gcj ∈ Gc, and Yp(di, gpk) be the drug response for patients
gpk ∈ Gp. Note that Yc(di, gcj)/Yp(di, g

p
k) ∈ {1, 0} where 1 indicates a positive response, 0 indicates

a negative response. The primary goal of our work is to leverage large-scale labeled drug response
data from cell lines (source domain) via transfer learning, to significantly improve the prediction of
drug response in patients (target domain) who have small sample sizes.

3.2 METHOD OVERVIEW

DeepSADR is a deep learning model used to improve the predictive performance of drug responses
in patients. Its overall architecture is shown in Figure 1. The main process of the model is divided
into two stages: pre-training and fine-tuning, and consists of the following four key modules:

• Sub Decompose: Biologically meaningful decomposition of drug molecules and genomic
profiles.
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Figure 1: Overview of the DeepSADR. (A) shows the model architecture, which is divided into
two stages: pre-training and fine-tuning. The model consists of five components: Sub Decompose,
Sub Extractor, Subsequence Interaction, Adaptive Readout, and Predictor. During fine-tuning, only
the adaptive readout and predictor modules undergo training. The latent space embeddings gen-
erated during pre-training serve as feature inputs to the fine-tuning stage, enabling the model to
learn domain-invariant drug response features and achieve efficient knowledge transfer.(B) shows
the framework of the GNP module. (C) shows the framework of the PMA module. (D) shows the
framework of the SAB module.

• Sub Extractor: Feature extraction of drug and gene subsequences.

• Subsequence Interaction: Construct an interaction graph between drug subsequences and
gene subsequences. Use a supervised graph autoencoder to learn latent representations in
order to capture the complex relationships and interaction strengths between them.

• Adaptive Readout: Through a readout function based on Set Transformer, subsequence
interaction graphs are integrated into a global drug response representation. This adaptive
readout mechanism is crucial for learning transferable features across different domains
(cell lines and patients).

3.3 SUB DECOMPOSE

Extensive research has shown that, in the context of DRP, drug responses are not only related to sig-
naling pathways but may also be highly correlated with more granular ‘subcomponents’, such as the
substructures of drug molecules and the genetic sub-fragment characteristics of cancer cells. How-
ever, most current drug response prediction models perform feature extraction on drugs/genes as a
whole, which to some extent overlooks certain important subcomponents and makes it more difficult
for the model to explain how drugs treat patients. Based on this, this paper performs ‘subcomponent’
decomposition on drug and genomic data.

Drug Smiles Decompose. For the decomposition of drug SMILES sequences, we utilize the core
method (BRICS) for molecular decomposition in the RDKit library (Degen et al., 2008). The for-
mula is as follows:

BRICS(S(di)) −→ [S1sub,S2sub, ...,Snsub], (1)

where S(di) denotes the Smiles sequence of drug di ∈ D, Ssub denotes the subsequence of the
drug Smiles obtained through BRICS decomposition, and the superscript denotes the corresponding
index, n denotes the total number of drug subsequences.
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Genomic Profiles Decompose. We used the gseapy library (Fang et al., 2022) to perform functional
enrichment analysis on the gene lists of cell lines/patients to identify significantly enriched biological
processes (such as “apoptosis” and “DNA repair”) and reveal the biological functions that these
genes may share. For example, if the input genes are cancer differentially expressed genes, the
enrichment analysis may find that they are significantly enriched in the “cell cycle regulation” or
“immune response” pathways, suggesting that these processes are related to cancer. Based on the
gene pathway results, we assigned the genes to 13 functional pathways. The formula is as follows:

ENRICH(gcj/g
p
j ) −→ [G1sub,G2sub, ...,Gmsub], (2)

where gcj/g
p
j denotes the genomic profile of cell lines/patients, ENRICH denotes gene enrichment

analysis operation, Gsub denotes the subsequence of the genomic profiles, and the superscript de-
notes the corresponding index, m denotes the total number of genomic profiles subsequences.

3.4 SUB EXTRACTOR

Drug Sub Extractor. Traditional methods for processing drug SMILES sequences generally use
GNN (Scarselli et al., 2009), which represent molecules as graphs (atoms = nodes, chemical bonds =
edges). Although this method has achieved relatively good results, its message passing mechanism is
limited by local neighborhood aggregation, making it difficult to capture non-bond interactions and
model long-range effects across molecules. To address the issue of limited message passing in GNNs
and effectively extract features from drug subsequences, based on the research of (Luo et al., 2025),
we integrated six techniques into the classic GNN: edge feature integration, normalization, Dropout,
residual connections, feedforward networks (FFN), and positional encoding. These techniques were
combined to form a GNP feature encoder for feature encoding of drug subsequences. GNP is shown
in Figure 1, and its specific formula is as follows:

Subdi = DSE(BRICS(S(di))), (3)

DSE(S1sub, ...,Snsub) = {GNP (S1sub), ..., GNP (Snsub)}, (4)

where DSE represents ‘Drug Sub Extractor’, Subdi ∈ R(n×ed) denotes the all drug subsequence
features of the i-th drug. More details of GNP in Appendix A.3.

Gene Sub Extractor. For gene subsequences, we use m fully connected layers for preliminary
feature extraction, as shown in the following formula:

Subcj/Sub
p
j = GSE(enrichr(gcj/g

p
j )), (5)

GSE(G1sub, ...,Gmsub) = {f1(G1sub), ..., fm(Gmsub)}, (6)

where GSE represents ‘Gene Sub Extractor’, Subcj/Sub
p
j ∈ R(m×eg) denotes the all gene subse-

quence features of the j-th cell line/patient and ge the dimension of gene subsequence features, f
denotes fully connected layer.

3.5 SUBSEQUENCE INTERACTION

In order to explore the potential associations between drug subsequences and gene subsequences
and enhance the interpretability of the model, we constructed a subsequence interaction graph using
the subsequence features of drugs and genes, and then extracted features from the subsequence
interaction graph using a supervised graph autoencoder (Kipf & Welling, 2016a).

Construction of subsequence interactions graph. We design an interaction function ψ with a
simple bilinear score to measure the interaction between each subsequence in the drug and each
subsequence in the gene. The specific formula is as follows:

R = ψ(Subdi , Sub
c
j/Sub

p
j ), (7)

ψ(d̂, ĝ) = σ(d̂wĝ⊤), (8)

where w ∈ Red×eg represents a trainable parameter matrix. d̂ and ĝ are the subsequence features
of the drug and gene, respectively. σ denotes a sigmoid activation function and the function ψ out-
puts R ∈ Rn×m is a two-dimensional scalar matrix (interactions score), each value in the matrix

5



270
271
272
273
274
275
276
277
278
279
280
281
282
283
284
285
286
287
288
289
290
291
292
293
294
295
296
297
298
299
300
301
302
303
304
305
306
307
308
309
310
311
312
313
314
315
316
317
318
319
320
321
322
323

Under review as a conference paper at ICLR 2026

ranges from [0,1] and represents the strength of interaction between each subsequence. Therefore,
we can regard each drug response process as a subsequence interaction map. If a pair of subse-
quence significantly contributes to the prediction result, they will be updated during training and
obtain a higher score at the corresponding position in the graph. The trained graph can provide key
insights into which subsequences influence drug response outcomes, thereby enhancing the model’s
interpretability.

Supervised graph autoencoder. Since we view the drug response process as a subsequence inter-
action graph, how can we adequately consider the relations between subsequences in the interaction
graph to obtain high-quality drug response features that are conducive to transfer learning? In-
spired by the powerful capabilities of graph convolutional networks, we propose formalizing the
subsequence interaction graph and subsequence features as a bipartite graph structure G(A,X),
where X = {Subdi , Subcj/Sub

p
j} denotes the feature set corresponding to the two entities (drug

subsequence features and gene subsequence features), A ∈ R(n+m)×(n+m) is an adjacency matrix
obtained by threshold selection fromR. The specific process is as follows:

A =

(
0n×n R̂
R̂⊤ 0m×m

)
, (9)

R̂[i][j] =
{
R[i][j] R[i][j] ≥ t;

0 R[i][j] < t,
(10)

where t represents the threshold, which is a selectable parameter. Since the subsequence interactions
graph we constructed is a complete graph, in reality, some subsequences are independent of each
other and may have no association. Therefore, we introduce a threshold selection operation to
remove some association edges with smaller weights from the subsequence interaction graph (we
can regard this edges as noise), reducing unnecessary interference and improving the efficiency and
performance of the model.

We then use the encoder in SGAE to extract features from the interaction graph, thereby capturing
and aggregating the correlations between all interactions. The specific process is as follows:

Z = SGAE(X,A). (11)

More details of SGAE can be found in Appendix A.4.

3.6 ADAPTIVE READOUT

Unlike methods focusing solely on genomic distribution differences between source (cell lines) and
target (patients) domains, we conceptualize the entire drug response process as a distinct domain.
We then employ transfer learning (Pan & Yang, 2009) to mitigate distribution shifts specifically
within this drug response domain between source and target. Therefore, how to readout drug re-
sponse representations from subsequence interactions graph has a significant impact on transfer
learning. Traditional graph readout methods use fixed pooling functions (such as sum/mean/max)
to aggregate node embeddings into graph embeddings. This readout lacks flexibility and is not con-
ducive to transfer learning. In this study, we design an adaptive readout function based on the ‘Set
Transformer’ (Lee et al., 2019) to aggregate node embeddings into graph embeddings. This read-
out function can learn to capture complex interactions between nodes and has trainable parameters,
enabling fine-tuning of the readout layer to become a feasible and efficient transfer strategy. The
readout function is as follows:

Z = AR(Z) =
1

K

K∑
k=1

[Decoder (Encoder(Z))]k , (12)

where Z denotes the nodes feature output by SGAE, [·]k refers to a computation specific to head k
of a multihead attention module. The Encoder and Decoder modules follow the definitions below.

Encoder(Z) = SABl(Z,Z), (13)

Decoder(H) = FF
(
SABh (PMA(H), PMA(H))

)
, (14)

PMA(H) = SAB (s, FF (H)) , (15)

6
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SAB(E,Y) = B+ FF (B), (16)
B = E+MultiHead(E,Y,Y), (17)

Here, H is the Encoder output. The Encoder consists of l classical multi-head attention blocks
(SAB) that do not include positional encoding. The Decoder includes a multi-head attention pool-
ing block (PMA) (where s is an initial output vector generated by a learnable seed vector), followed
by further processing through h self-attention modules and a linear projection block (FF ).

3.7 PRE-TRAINING AND FINE-TUNING

Pre-training. All parameters participate in training during the pre-training stage. The loss function
for the pre-training stage is defined as follows:

Lpre =MSE(P1(Zpre),Yc)−KL [q(Z|X,A)∥p(Z)] , (18)
where Zpre denotes drug response features output by Adaptive Readout function (AR) in pre-
training stage, Yc denotes the labels of drug response in cell lines. MSE(·) represents the mean
square error loss function, P1(·) is the predictor. KL [·∥·] is the Kullback-Leibler divergence.

Fine-tuning. During the fine-tuning stage, all parameters except for the adaptive readout function
and prediction module are frozen. The training loss function is as follows:

Lfine =MSE(P2([Zfine||Zpre]),Yp), (19)
whereZfine andZpre represent drug response features output by the adaptive readout (AR) function
in the fine-tuning stage and pre-training stage, respectively. [· ∥ ·] denotes concatenation. Yp denotes
the labels of drug response in patients. P2(·) is the predictor.

4 EXPERIMENTS

4.1 EXPERIMENTAL SETUPS

Dataset. We utilized the same cancer cell lines and patient genomic characteristics as WISER
(Shubham et al., 2024) (including expression data for 1,426 genes), and the drug Smiles sequences
were obtained from PubChem (Kim et al., 2019). We collected 966 cancer cell line samples with
drug response label from the DepMap portal (Ghandi et al., 2019) and 555 patient samples with drug
response label from the TCGA database. Drug responses in cell lines were determined based on z-
score values calculated from the area under the dose-response curve (AUDRC). A z-score value less
than 0 was considered a positive response and greater than 0 was considered a negative response.
For patients, responses were assessed based on the time to cancer recurrence after chemotherapy,
with responses exceeding the median classified as positive and those below the median as negative.
For specific data preprocessing methods and related details, please refer to (He et al., 2022b). In the
pre-training stage, we selected 20 drugs that were present in both the DepMap and TCGA. In the
fine-tuning stage, due to the limited amount of labeled patient genomic profiles, we only selected
five drugs suitable for fine-tuning training (these five drugs all contained at least 20 cases of patient
response data). More detial of data in Appendix A.5.

Evaluation protocol. This study primarily observes how the DRP model utilizes large-scale drug-
cell line response data as a ‘proxy’ to predict drug responses in patient data (with a smaller data
scale) through transfer learning. First, the DRP model is trained using drug-cell line response data
(source domain). Then, the model is fine-tuned using a small amount of patient drug response data
(target domain), and finally used to predict patient-drug response labels. We use two commonly
used metrics to evaluate the model’s classification performance: area under the curve (AUC) and
area under the precision-recall curve (AUPR).

Baselines. We have compared this method with WISER (Shubham et al., 2024), GANDALF
(Jayagopal et al., 2025), CODE-AE (He et al., 2022a), VAEN (Jia et al., 2021), DAE (Vincent
et al., 2008), DruID (Jayagopal et al., 2023) and drug2tme (Zhai & Liu, 2024). Additionally, this
study compares domain adaptation techniques such as Celligner (Warren et al., 2021), Velodrome
(Sharifi-Noghabi et al., 2021), Deep CORAL (Sun & Saenko, 2016), and DSN (MMD and DANN
variants) (Bousmalis et al., 2016). To compare with cell line-based drug response prediction mod-
els, we also included patient data in the experimental results of DeepTTA (Jiang et al., 2022) and
GraphCDR (Liu et al., 2022). Detailed pipelines for each method are provided in Appendix A.6.
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4.2 EXPERIMENTAL RESULTS

Performance comparison. As shown in Table 1, DeepSADR significantly outperforms the base-
line model for three drugs (Temozolomide, Sorafenib and Cisplatin), with superior AUC and AUPR
scores; it remains competitive for the remaining two drugs (Fluorouracil and Gemcitabine). Com-
pared to more recent models, our approach of constructing the model from a subsequence perspec-
tive has proven effective, improving the model’s predictive performance and enhancing its inter-
pretability. In addition to comparing with newer baseline models, we also directly applied the cell
line-directed model to patient data for testing (i.e., without transfer learning adjustments), with re-
sults shown in Appendix A.7. All cell line models performed poorly in predicting the efficacy of five
drugs, with AUC and AUPR scores decreasing by approximately 0.2–0.3 compared to the fine-tuned
model, demonstrating the effectiveness of our transfer learning strategy. In models that only con-
sider the differences in data distribution between cell lines and patients, even the best-performing
GANDALF lags behind our DeepSADR, indicating that our strategy of treating the overall biologi-
cal processes of drugs in cell lines and patients as the source domain and target domain for transfer
learning is more effective. The results of all our methods were obtained using multiple random seeds
to obtain the mean/standard deviation, as shown in Appendix A.9.

Table 1: Performance (AUC and AUPR scores) comparison of all methods for 5 clinical drugs

Methods Fluorouracil Temozolomide Sorafenib Gemcitabine Cisplatin
AUC↑ AUPR↑ AUC↑ AUPR↑ AUC↑ AUPR↑ AUC↑ AUPR↑ AUC↑ AUPR↑

DeepSADR 0.805 0.821 0.870 0.886 0.957 0.978 0.719 0.702 0.927 0.922
GANDALF 0.793 0.740 0.791 0.782 0.811 0.795 0.709 0.697 0.852 0.813

WISER 0.715 0.741 0.760 0.786 0.727 0.728 0.649 0.752 0.781 0.796
CODE-AE 0.782 0.722 0.742 0.732 0.631 0.705 0.594 0.751 0.652 0.743

VAEN 0.633 0.585 0.648 0.632 0.600 0.668 0.526 0.618 0.694 0.698
DAE 0.591 0.573 0.685 0.668 0.485 0.613 0.530 0.511 0.522 0.581

DruID 0.635 0.654 0.645 0.634 0.614 0.624 0.664 0.638 0.637 0.623
drug2tme 0.619 0.646 0.675 0.662 0.641 0.621 0.621 0.602 0.614 0.632

CORAL 0.578 0.651 0.675 0.654 0.491 0.616 0.597 0.544 0.617 0.617
VELODROME 0.598 0.403 0.701 0.668 0.505 0.749 0.547 0.434 0.583 0.442
CELLIGNER 0.536 0.531 0.454 0.454 0.454 0.575 0.520 0.497 0.550 0.575
DSN-DANN 0.635 0.596 0.683 0.690 0.533 0.628 0.555 0.582 0.585 0.608
DSN-MMD 0.678 0.674 0.712 0.759 0.515 0.582 0.465 0.491 0.650 0.605

DeepTTA 0.569 0.599 0.646 0.624 0.444 0.501 0.467 0.498 0.459 0.496
GraphCDR 0.536 0.540 0.576 0.568 0.592 0.549 0.538 0.554 0.550 0.542

Note: Data related to clinical relapse is used for all evaluations. Best performer among all baselines is in bold.

Ablation study. To investigate the necessity of each module in the model architecture, we conducted
several comparative experiments on DeepSADR and its variants:

• DeepSADR (w/o AR) that removes the adaptive readout module, replacing it with conven-
tional readout functions (sum/max/mean).

• DeepSADR (w/o SN) that removes the subsequence interaction module and directly read-
out subsequence features through an adaptive readout function.

• DeepSADR (w/o TS) removes the threshold selection operation, it does not remove edges
with lower weights (noise) in the subsequence interaction graph.

• DeepSADR (w/o ET) does not incorporate the pre-trained drug response features as addi-
tional input to the fine-tuning stage.

The ablation experiment results are shown in Table 2. When the readout function was re-
placed with a standard readout function (w/o AR), the AUC and AUPR scores decreased from
0.856 to 0.662 and from 0.862 to 0.675, respectively, indicating that the adaptive readout func-
tion we used has significant value for the DRP transfer learning task. The results of the
variant (w/o ET) indicate that using the drug response features from the pre-training stage
as additional input for the fine-tuning model does indeed facilitate transfer learning for DRP.
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Table 2: Ablation results (average of 5 drugs).

Methods AUC↑ AUPR↑
DeepSADR 0.856 0.862
DeepSADR(w/o AR) 0.662 0.675
DeepSADR(w/o SN) 0.698 0.710
DeepSADR(w/o TS) 0.775 0.749
DeepSADR(w/o ET) 0.781 0.787

The results of the variant (w/o SN) further con-
firm that converting the drug response process
into a subsequence interaction graph can effec-
tively improve the predictive performance of
the DRP model and increase the model’s inter-
pretability. The results (w/o TS) indicate that
removing some of the less significant connec-
tions edges (noise) from the subsequence in-
teraction graph can improve the performance
of the model. Overall, the DeepSADR model,

which integrates the above modules, performs well, and the absence of any module will compromise
its power (the ablation results for each drug, see Appendix A.8).
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Figure 2: Visual analysis of patient-drug sub-
sequence interactions. (a) shows a heat map.
(b) shows the drug molecular structure.

Visualization analysis. During the construction
of the subsequence interaction graph, DeepSADR
generates an interaction strength correlation graph
to analyze the interaction strength between subse-
quences in the input drug and genomic profiles.
Subsequences significantly contributing to drug re-
sponse outcomes receive higher scores. To intu-
itively present the interaction relationships between
these subsequences, we use a heat map (as shown in
Figure 2) to display the interaction graph, thereby
highlighting the key subsequence parts. We also
validated the drug/gene sub-sequences with higher
weights and found relevant conclusions in other lit-
erature (Stupp et al., 2005; Zhang et al., 2012; Hegi
et al., 2005), which further demonstrates the effec-
tiveness of our model.

We also performed similar visualization analyses on
other drugs, as well as other experiments such as
parameter sensitivity analyses. For more details on
other experiments and model parameters, please re-
fer to the appendix A.10-A.14.

5 CONCLUSION

In this study, we leverage biological knowledge within the framework of transfer learning to pro-
pose DeepSADR, a robust deep learning model for transferring drug responses from cell lines to
clinical patients. On one hand, it converts drug responses into subsequence interaction graphs for
feature extraction, enhancing predictive performance and model interpretability. On the other hand,
it treats the entire drug response process as a domain, introducing an adaptive readout function to
improve domain transfer accuracy. In transfer learning experiments from cell lines to the patients,
DeepSADR outperformed other state-of-the-art methods in terms of predictive performance.

REPRODUCIBILITY Our code and data are made publicly available at
https://anonymous.4open.science/r/DeepSADR-B783
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A APPENDIX

A.1 PSEUDOCODE AND LIST OF NOTATIONS

This section shows the pseudocode of the DeepSADR in Algorithm1 and list of notations in Table
3.

Algorithm 1 DeepSADR: Drug Response Prediction

Require: D: Drug set with SMILES sequences S(di)
Gc: Genomic profiles of cell lines
Gp: Genomic profiles of patients
Yc: Drug response labels for cell lines
Yp: Drug response labels for patients
t: Threshold for adjacency matrix (default=0.5)

1: Stage 1: Pre-training (Cell Line Data)
2: for each drug di ∈ D and cell line gcj ∈ Gc do
3: // Step 1: Subsequence Decomposition
4: [S1sub, ...,Snsub]← BRICS(S(di))
5: [G1sub, ...,Gmsub]← gseapy(gcj)
6: // Step 2: Feature Extraction
7: Subdi ← {GNP(S1sub), ...,GNP(Snsub)}
8: Subcj ← {f1(G1sub), ..., fm(Gmsub)}
9: // Step 3: Subsequence Interaction

10: R[i][j]← σ(GNP(Sisub) ·W · fj(G
j
sub)

⊤) ▷ Eq.(7-8)

11: R̂[i][j]←
{
R[i][j] ifR[i][j] ≥ t
0 otherwise

12: Construct adjacency matrix A from R̂
13: Z← SGAE(X = {Subdi , Subcj},A)
14: // Step 4: Adaptive Readout
15: Z ← 1

K

∑K
k=1 Decoder(Encoder(Z))k

16: // Step 5: Prediction & Loss
17: Ŷc ← P1(Z)
18: Lpre ← MSE(Ŷc,Yc)− KL(q(Z|X,A)∥p(Z))
19: end for
20: Stage 2: Fine-tuning (Patient Data)
21: Freeze all layers except Adaptive Readout and P2

22: for each drug di ∈ D and patient gpk ∈ Gp do
23: Compute Zpre using pre-trained modules
24: Zfine ← AdaptiveReadout(Z)
25: Ŷp ← P2(Zpre + Zfine)

26: Lfine ← MSE(Ŷp,Yp)
27: end for

A.2 DISTINCTION BETWEEN THE TWO DOMAINS(CELL LINES AND PATIENTS)

Table 4 provides detailed information on the two study subjects (cell lines and patients) consid-
ered in this study. The cell line domain has rich labeled responses for multiple drugs, while patient
data has only a small number of labeled samples. In our experiments, we selected 20 drugs that
are used in both patients and cell lines. To assess the applicability of our method in patients, we
considered five drugs with recorded responses in at least 20 patients.(The cell lines genomic pro-
files data can get in https://depmap.org/portal/ and the patients genomic profiles data can get in
https://portal.gdc.cancer.gov/.)
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Table 3: LIST OF NOTATIONS

Symbol Description

N The number of drug
Nc The number of drug response data in cell lines
Np The number of drug response data in patients
Gc cell lines genomic profiles
Gp patients genomic profiles
di The i-th drug
gcj/g

p
j The j-th genomic profiles of cell lines/patients

Ssub The subsequence of drug Smiles
Gsub The subsequence of genomic profiles
Subdi The set of all subsequence features of drug i

Subcj/Sub
p
j

The set of all subsequence features of cell lines /
patient j

n
Indicates the number of subsequences of a drug
decomposition

m
Indicates the number of sub-sequences of a gene
decomposition

R ∈ Rn×m Subsequence interaction map
Z The nodes feature output by SGAE

Z The drug response feature output by adaptive readout
functional

Table 4: Details about the two domains in cancer drug response prediction.

Domains Labeled data Drug response label Number of drug
responses

Number of drugs
selected in our
experiments

Cell lines 225,781
Evaluated using Z-score computed on AUDRC scores.
(1) Z-score less than 0 considered as positive respondents.
(2) Z-score greater than 0 considered as negative respondents.

11,538 20

Patients 576
Cancer relapse time post-chemotherapy
(1) Values greater than the median considered positive respondents.
(2) Values less than the median considered negative respondents.

338 5

A.3 THE DETAILS OF GNP

To obtain better drug sub-sequence features, we used Wu et al.’s method to improve its performance
in graph-level tasks. The scheme integrates six popular techniques: edge feature fusion, normaliza-
tion, dropout, residual connections, feedforward networks (FFN), and position encoding.

A.3.1 EDGE FEATURE INTEGRATION

Edge features were initially incorporated into GNN frameworks (Gilmer et al., 2017) by integrating
them into the message-passing process. Following this practice, we encode edge features to enrich
node representations. For GCN (Kipf & Welling, 2016b):

hl
v = σ(

∑
u∈N (v)∪{v}

1√
d̂ud̂v

hl−1
u W l + euvW

l
e), (20)

where W l
e is the trainable weight matrix for edges.
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A.3.2 NORMALIZATION

Normalization techniques stabilize GNN training by mitigating covariate shift. We use Batch Nor-
malization (Ioffe & Szegedy, 2015):

hl
v = σ(BN(

∑
u∈N (v)∪{v}

1√
d̂ud̂v

hl−1
u W l + euvW

l
e)). (21)

A.3.3 DROPOUT

Dropout (Srivastava et al., 2014) addresses overfitting by reducing co-adaptation among neurons.
Applied after activation:

hl
v = Dropout(σ (BN(

∑
u∈N (v)∪{v}

1√
d̂ud̂v

hl−1
u W l + euvW

l
e))). (22)

A.3.4 RESIDUAL CONNECTION

Residual connections (He et al., 2016) alleviate vanishing gradients. Integrated as:

hl
v =Dropout(σ(BN(

∑
u∈N (v)∪{v}

1√
d̂ud̂v

hl−1
u W l (23)

+euvW
l
e))) + hl−1

v . (24)

A.3.5 FEED-FORWARD NETWORK

Inspired by Transformers (Vaswani et al., 2017), we append an FFN:

FFN(h) = BN(σ(hWFFNl
1
)WFFNl

2
+ h), (25)

The node embeddings become:

hl
v =FFN(Dropout(σ(BN(

∑
u∈N (v)∪{v}

1√
d̂ud̂v

hl−1
u W l (26)

+euvW
l
e))) + hl−1

v ). (27)

A.3.6 POSITIONAL ENCODING

We use Random Walk Structural Encoding (RWSE) (Li et al., 2020):

xv = [xv ∥ xv]WPE, (28)

where [· ∥ ·] denotes concatenation and WPE is trainable.

A.4 SUPERVISED GRAPH AUTOENCODER

We use supervised graph autoencoder to further extract features from the sub-sequence interaction graph. A
graph autoencoder consists of a probabilistic encoder and decoder, with several important differences compared
to standard architectures operating on vector-valued inputs. The encoder component is obtained by stacking
graph convolutional layers to learn the parameter matrices and that specify the Gaussian distribution of a latent
space encoding.

q(Z|X,A) =

n+m∏
i=1

q(zi|X,A), (29)

q(zi|X,A) = N
(
zi|µi,diag(σ

2
i )
)
, (30)

Here, µ = GCNµ(X,A) is the matrix of mean vectors µi; similarly logσ = GCNσ(X,A). The two-
layer GCN is defined as GCN(X,A) = ÃReLU(ÃXW0)W1, with weight matrices Wi. GCNµ(X,A)

and GCNσ(X,A) share first-layer parameters W0. ReLU(·) = max(0, ·) and Ã = D1/2AD1/2 is the
symmetrically normalized adjacency matrix. N denotes the Gaussian distribution.

A.5 DETAILS OF DATA USED IN THE EXPERIMENT

Table 5 shows the data details of the five drugs used in the fine-tuning phase.
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Table 5: Annotated samples of the 5 drugs

Drug name samples Pos Neg
Fluorouracil 88 47 41

Cisplatin 40 20 20
Sorafenib 26 13 13

Gemcitabine 138 60 78
Temozolomide 46 23 23

Table 6: Performance (AUC and AUPR scores) comparison of all methods for 5 clinical drugs

Methods Fluorouracil Temozolomide Sorafenib Gemcitabine Cisplatin
AUC↑ AUPR↑ AUC↑ AUPR↑ AUC↑ AUPR↑ AUC↑ AUPR↑ AUC↑ AUPR↑

DeepSADR 0.805/0.056 0.821/0.023 0.870/0.026 0.886/0.029 0.957/0.037 0.978/0.024 0.719/0.057 0.702/0.022 0.927/0.027 0.922/0.021
GANDALF 0.793/0.031 0.740/0.006 0.791/0.017 0.782/0.011 0.811/0.020 0.795/0.062 0.709/0.026 0.697/0.016 0.852/0.071 0.813/0.011

WISER 0.715/0.036 0.741/0.023 0.760/0.006 0.786/0.019 0.727/0.007 0.728/0.024 0.649/0.037 0.752/0.002 0.781/0.007 0.796/0.020
CODE-AE 0.782/0.021 0.722/0.016 0.742/0.017 0.732/0.021 0.631/0.020 0.705/0.062 0.594/0.016 0.751/0.006 0.652/0.071 0.743/0.011

VAEN 0.633/0.157 0.585/0.100 0.648/0.035 0.632/0.162 0.600/0.021 0.668/0.112 0.526/0.087 0.618/0.223 0.694/0.049 0.698/0.065
DAE 0.591/0.066 0.573/0.066 0.685/0.013 0.668/0.105 0.485/0.053 0.613/0.046 0.530/0.036 0.511/0.048 0.522/0.087 0.581/0.096

DruID 0.635/0.092 0.654/0.034 0.645/0.027 0.634/0.037 0.614/0.055 0.624/0.034 0.664/0.062 0.638/0.045 0.637/0.076 0.623/0.048
drug2tme 0.619/0.080 0.646/0.073 0.675/0.009 0.662/0.012 0.641/0.053 0.621/0.054 0.621/0.057 0.602/0.055 0.614/0.048 0.632/0.037

CORAL 0.578/0.015 0.651/0.135 0.675/0.020 0.654/0.020 0.491/0.023 0.616/0.048 0.597/0.030 0.544/0.037 0.617/0.072 0.617/0.124
VELODROME 0.598/0.054 0.403/0.002 0.701/0.028 0.668/0.003 0.505/0.029 0.749/0.005 0.547/0.030 0.434/0.022 0.583/0.029 0.442/0.012
CELLIGNER 0.536/0.060 0.531/0.024 0.454/0.070 0.454/0.070 0.454/0.070 0.575/0.029 0.520/0.053 0.497/0.042 0.550/0.033 0.575/0.029
DSN-DANN 0.635/0.065 0.596/0.101 0.683/0.015 0.690/0.040 0.533/0.050 0.628/0.069 0.555/0.070 0.582/0.044 0.585/0.103 0.608/0.133
DSN-MMD 0.678/0.074 0.674/0.103 0.712/0.031 0.759/0.051 0.515/0.036 0.582/0.090 0.465/0.041 0.491/0.069 0.650/0.023 0.605/0.067

DeepTTA 0.569/0.050 0.599/0.042 0.646/0.022 0.624/0.038 0.444/0.035 0.501/0.035 0.467/0.036 0.498/0.049 0.459/0.070 0.496/0.070
GraphCDR 0.536/0.012 0.540/0.007 0.576/0.006 0.568/0.014 0.592/0.005 0.549/0.021 0.538/0.008 0.554/0.010 0.550/0.000 0.542/0.009

Note: Data related to clinical relapse is used for all evaluations. The results are reported as the mean/standard
deviation of multiple random seeds. Best performer among all baselines is in bold.

A.6 THE INTRODUCTION OF BASELINES

The following is an introduction to the baselines we selected for our comparative experiments:

• WISER (Shubham et al., 2024). A weakly supervised and supervised representation learn-
ing fusion framework aimed at solving the problem of scarce labeled data in cancer drug
response prediction. By integrating unlabeled omics data (such as gene expression and
mutations) to generate pseudo labels, and combining them with labeled data to jointly train
the model, the robustness of prediction in small sample scenarios is improved.

• GANDALF (Jayagopal et al., 2025). Generative attention-enhanced drug response predic-
tion framework. Utilizes GAN to generate synthetic patient samples to expand training
data, and introduces a multi-head attention mechanism to dynamically weight the impor-
tance of gene features. For the first time, combines generative models with interpretable
attention to achieve end-to-end prediction of personalized treatment responses.

• CODE-AE (He et al., 2022a). Context-decoupled autoencoder. Separate biological back-
ground information (such as cell type) from drug response-specific features in omics data
through adversarial training to eliminate confounding factors. The decoder reconstructs
samples based on decoupled features, while the predictor focuses on drug response signals,
significantly improving clinical translation capabilities.

• VAEN (Jia et al., 2021). Variational autoencoder network. The VAE architecture is used
to learn the low-dimensional manifold structure of gene expression data. The generator
reconstructs the input features, and the predictor infers drug sensitivity based on latent
variables.

• DAE (Vincent et al., 2008). Classic denoising autoencoder. By adding noise to the input
data and training the network to reconstruct the original signal, it learns robust feature
representations. As an early deep learning method, it provides a basic feature extraction
module for subsequent drug prediction models, and is widely used in pre-training with
unlabeled data.
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• DruID (Jayagopal et al., 2023). Multi-task domain adaptation model. For cancer recurrence
prediction, a shared encoder is designed to learn general gene features across tumor types,
while branch decoders are adapted to different chemotherapy drugs. MMD loss is used to
align the source domain (cell lines) and target domain (patients) distributions to mitigate
domain shift issues.

• drug2tme (Zhai & Liu, 2024). Tumor microenvironment decoupling framework. Separate
tumor microenvironment (TME)-related features from cancer cell intrinsic features using
graph neural networks, and quantify the impact of TME on drug efficacy. Provide inter-
pretable analysis of drug response mechanisms to guide combination therapy design.

• Celligner (Warren et al., 2021). Cell line-patient transcriptomic alignment tool. Based on
optimal transport theory, it calculates the gene expression similarity between cell lines and
patient tumors and constructs a cross-domain mapping matrix. It is used to correct biologi-
cal differences between preclinical models and real patients, improving the generalizability
of in vitro data to clinical settings.

• Velodrome (Sharifi-Noghabi et al., 2021). Distribution-based generalization framework.
Combining labeled and unlabeled data, distribution-robust features are learned through
domain-invariant regularization (such as MMD and CORAL) and adversarial training. Spe-
cializing in drug response prediction for unknown cancer subtypes, it has been verified to
outperform traditional methods in TCGA pan-cancer data.

• Deep CORAL (Sun & Saenko, 2016). Classic domain adaptation method. Align the
second-order statistics (covariance matrix) of the source domain and target domain to min-
imize the difference between domains.

• DSN (MMD and DANN variants) (Bousmalis et al., 2016). Domain separation network.
Contains private encoders and shared encoders: extracts domain-invariant features and
difference losses, and separates public and private features through MMD or adversarial
training. The effectiveness of feature decoupling has been verified in cross-domain drug
sensitivity prediction.

• DeepTTA (Jiang et al., 2022). Substructure encoding of drug molecule SMILES sequences
and cell line gene expression as feature vectors are used to model drug-target-genome inter-
actions through a multi-head attention mechanism. Transformer is introduced for the first
time into IC50 prediction, achieving SOTA on the GDSC/CCLE dataset.

• GraphCDR (Liu et al., 2022). Graph contrastive learning model. Graph neural networks
are used to aggregate neighborhood information, and a contrastive loss function is designed
to maximize the similarity of positive samples (similar drug sensitivity) and minimize the
similarity of negative samples. This model performs exceptionally well in cold-start drug
prediction.

Table 7: Results of five drugs on the unfine-tuned DeepSADR model.

Drug Not fine-tuning fine-tuning
AUC↑ AUPR↑ AUC↑ AUPR↑

Fluorouracil 0.806 0.821 0.534 0.557
Cisplatin 0.927 0.922 0.585 0.675
Sorafenib 0.957 0.978 0.609 0.621

Gemcitabine 0.719 0.702 0.496 0.501
Temozolomide 0.870 0.886 0.617 0.667

A.7 EXPERIMENTAL RESULTS OF DEEPSADR WITHOUT FINE-TUNING

To verify that our model achieved effective transfer learning through fine-tuning strategies, we pre-
dicted the responses of five drugs in patients before fine-tuning the model. The results are shown in
Table 7.
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Figure 3: Visualization of subsequence interactions.

Table 8: Results of ablation experiments conducted on five different drugs

Methods Fluorouracil Temozolomide Sorafenib Gemcitabine Cisplatin
AUC↑ AUPR↑ AUC↑ AUPR↑ AUC↑ AUPR↑ AUC↑ AUPR↑ AUC↑ AUPR↑

DeepSADR 0.805/0.056 0.821/0.023 0.870/0.026 0.886/0.029 0.957/0.037 0.978/0.024 0.719/0.057 0.702/0.022 0.927/0.027 0.922/0.021
DeepSADR(w/o AR) 0.715/0.036 0.741/0.023 0.660/0.006 0.686/0.019 0.621/0.007 0.628/0.024 0.591/0.037 0.582/0.002 0.721/0.007 0.736/0.020
DeepSADR(w/o SN) 0.741/0.031 0.762/0.006 0.691/0.017 0.722/0.011 0.661/0.020 0.695/0.062 0.649/0.026 0.657/0.016 0.732/0.071 0.713/0.011
DeepSADR(w/o TS) 0.774/0.021 0.734/0.016 0.804/0.017 0.782/0.021 0.831/0.020 0.805/0.062 0.649/0.016 0.651/0.006 0.815/0.071 0.773/0.011
DeepSADR(w/o ET) 0.753/0.157 0.775/0.101 0.814/0.035 0.802/0.162 0.849/0.021 0.857/0.112 0.653/0.087 0.664/0.223 0.834/0.049 0.837/0.065

Note: Data related to clinical relapse is used for all evaluations. The results are reported as the mean/standard
deviation of multiple random seeds. Best performer among all baselines is in bold.

A.8 MORE DETAILS OF ABLATION

To maintain consistency with the comparative experiment, we presented the ablation experiment
results for the five drugs, as shown in Table 8.
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A.9 THE MORE DETAIL OF COMPARATIVE EXPERIMENT

In the comparative experiments in the main text, we only wrote the average values and did not
write the standard deviation. This section supplements the standard deviation in the comparative
experiments. See Table 6 for details.

A.10 MORE DETAIL OF VISUALIZATION ANALYSIS.

Since we trained five drugs in fine-tuning, we visualized the sub-sequence interaction graphs of the
five drugs. The results are shown in Figure 2.

In addition, we also visualized the response characteristics of the trained drugs in cell lines and
patients, and the results are shown in Figure 4. The results show that the feature distribution of the
trained model exhibits good consistency, indicating that our model has achieved a certain degree of
generalization of drug response distribution in cell lines and patients.
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Figure 4: t-SNE visualization of the drug response feature in cell line data and patient data.

A.11 PARAMETER SENSITIVITY ANALYSIS.

Since ablation studies have shown the importance of modules such as threshold selection and readout
functions, we conducted sensitivity analyses on some of the more important parameters in these
modules. Figure 5 shows the sensitivity experiments for four parameters: threshold parameter,
convolution layer parameter, number of attention heads, and Dropout. From the results in the Figure
5, we find that the model’s performance is quite sensitive to the threshold selection parameter. We
analyzed that threshold selection is a critical part of constructing the sub-sequence interaction graph.
Initially, we trained the model using the same threshold for each drug, but we found significant
fluctuations in model performance across different drugs. We analyzed that this might be because
different drugs have varying degrees of sensitivity to the threshold. A threshold that is too small may
introduce excessive noise interference, while a threshold that is too large may remove important sub-
sequence interaction information. This is an area we will further investigate in the future.

Table 9 lists the parameter details for each drug to achieve the best predicted results.

A.12 PERFORMANCE ON OTHER DRUGS

In addition to testing the five drugs mentioned in the main text (for which relatively more known
patient response data exists and positive and negative samples are balanced), we also conducted
corresponding experiments on several other drugs with fewer response data. The results are shown
in Table 10:
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Figure 5: Parameter sensitivity analysis. (a) threshold parameter sensitivity analysis, (b) sensitivity
analysis of the number of convolutional layers in SGAE, (c) sensitivity analysis of the number of
attention heads in the adaptive readout function, and (d) sensitivity analysis of the dropout rate in
the adaptive readout function.

Table 9: The detail params of five drugs in DeepSADR model.

Drug name threshold convolution layer attention heads dropout train epoch train lr fine epoch fine lr
Fluorouracil 0.71 6 4 0.5 200 1e-05 100 1e-04

Cisplatin 0.5 6 4 0.5 200 1e-05 100 1e-04
Sorafenib 0.7 6 4 0.5 200 1e-05 100 1e-05

Gemcitabine 0.71 6 4 0.5 200 1e-05 100 1e-04
Temozolomide 0.7 6 4 0.5 200 1e-05 100 1e-04

Based on the experimental results, our model exhibited a certain decline in performance, primarily
due to insufficient sample sizes for some drugs, which prevented fine-tuning (hence we directly
input the data into the pre-trained model to generate corresponding outputs). Although our model’s
performance decreased, it still demonstrated certain advantages compared to all baseline models.

A.13 PERFORMANCE ACROSS DIFFERENT CANCER TYPES

To further validate our model’s performance and demonstrate its ability to achieve effective transfer
learning across the entire drug response spectrum, we conducted cross-cancer experiments. Patients
with the same cancer type were grouped together, then separately fine-tuned and tested. The corre-
sponding results are shown in Table 11.

A.14 INTRODUCTION TO 13 GENE FUNCTIONAL PATHWAYS

Table 12 details the functional pathways of 13 genes.
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Table 10: Performance (AUC and AUPR scores) comparison of all methods for other clinical drugs

Methods Sunitinib Doxorubicin Sorafenib
AUC↑ AUPR↑ AUC↑ AUPR↑ AUC↑ AUPR↑

DeepSADR 0.705/0.026 0.691/0.013 0.703/0.016 0.686/0.009 0.727/0.027 0.718/0.014
GANDALF 0.623/0.013 0.625/0.016 0.621/0.017 0.622/0.011 0.611/0.011 0.603/0.022

WISER 0.615/0.013 0.633/0.021 0.611/0.006 0.637/0.019 0.621/0.009 0.628/0.014
CODE-AE 0.582/0.011 0.552/0.012 0.562/0.027 0.532/0.031 0.591/0.021 0.605/0.032

VAEN 0.563/0.017 0.585/0.100 0.598/0.025 0.562/0.012 0.592/0.021 0.568/0.022
DAE 0.571/0.026 0.573/0.016 0.558/0.013 0.568/0.015 0.585/0.003 0.593/0.026

DruID 0.565/0.009 0.554/0.024 0.564/0.007 0.534/0.037 0.574/0.015 0.554/0.014
drug2tme 0.529/0.008 0.546/0.003 0.575/0.009 0.562/0.012 0.541/0.005 0.521/0.004

CORAL 0.518/0.015 0.551/0.035 0.517/0.002 0.565/0.007 0.491/0.023 0.616/0.048
VELODROME 0.518/0.004 0.493/0.002 0.571/0.018 0.568/0.003 0.515/0.029 0.549/0.005
CELLIGNER 0.536/0.060 0.531/0.024 0.454/0.070 0.454/0.070 0.454/0.070 0.575/0.029
DSN-DANN 0.535/0.005 0.526/0.021 0.501/0.005 0.511/0.004 0.503/0.050 0.518/0.009
DSN-MMD 0.508/0.004 0.521/0.003 0.492/0.003 0.518/0.005 0.485/0.006 0.509/0.009

DeepTTA 0.519/0.005 0.529/0.012 0.546/0.012 0.524/0.003 0.484/0.015 0.501/0.005
GraphCDR 0.516/0.012 0.512/0.007 0.526/0.006 0.508/0.014 0.512/0.002 0.509/0.002

Note: Data related to clinical relapse is used for all evaluations. The results are reported as the mean/standard
deviation of multiple random seeds. Best performer among all baselines is in bold.

Table 11: Comparison of performance across various cancer types.

Cancer Type AUC↑ AUPR↑
TCGA-CN 0.874/0.036 0.862/0.032
TCGA-2J 0.857/0.042 0.864/0.036
TCGA-IB 0.762/0.037 0.798/0.037
TCGA-VQ 0.759/0.038 0.783/0.023
TCGA-DU 0.849/0.053 0.826/0.051
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Table 12: Functional Pathway Overview of Gene Enrichment Analysis Results.

Gene functional
pathway

introduction

metabolic pathway These pathways involve intracellular biochemical reaction networks,
including energy metabolism, nutrient synthesis and degradation, and
small molecule metabolism. Genes enriched in these pathways typically
participate in maintaining fundamental cellular life processes, such as
glucose metabolism, amino acid metabolism, and lipid metabolism.

signal pathway Signaling pathways involve the transmission and response of informa-
tion within and outside cells, encompassing the recognition, transduc-
tion, and regulation of signaling molecules such as hormones, growth
factors, and cytokines. Genes enriched in this pathway are predomi-
nantly associated with cellular proliferation, differentiation, and stress
responses.

Cell growth and dif-
ferentiation pathway

These pathways regulate cellular growth, division, differentiation, and
developmental processes, including stem cell differentiation, tissue de-
velopment, and neurogenesis. Enriched genes may participate in em-
bryonic development, tissue repair, or tumorigenesis.

Cell cycle and prolif-
eration pathway

Mechanisms regulating the cell cycle, including DNA replication, mi-
tosis, and the initiation and termination of cell proliferation. Enriched
genes may be associated with cancer, regenerative medicine, and other
fields.

Immune-related
pathway

Including innate and adaptive immune responses, inflammatory re-
sponses, pathogen recognition and clearance. Enriched genes are fre-
quently associated with infectious diseases, autoimmune disorders, and
vaccine responses.

Cell transport and lo-
calization pathway

Involves the transport, localization, and secretion of substances within
cells, such as protein transport, endocytosis, and ion transport across
membranes. Enriched genes may influence cellular structural mainte-
nance, neurotransmitter release, and other processes.

Cell stress and apop-
tosis pathway

Includes cellular responses to oxidative stress, hypoxia, toxic sub-
stances, and regulation of programmed cell death (apoptosis). Enriched
genes may be associated with aging, neurodegenerative diseases, and
anticancer drug responses.

Cytoskeleton and
cell motor pathway

Involves dynamic reorganization of the cytoskeleton, cell movement,
and maintenance of cell morphology. Enriched genes may participate
in cell migration (such as cancer metastasis), muscle contraction, and
neuronal axon guidance.

Disease-associated
pathway

These pathways are directly associated with specific disease mecha-
nisms, such as cancer, neurodegenerative diseases, and infectious dis-
eases. Enriched genes may serve as disease biomarkers or potential
therapeutic targets.

Other pathway Includes various biological processes that cannot be categorized into
the aforementioned pathways, such as sensory perception, tissue repair,
gene expression regulation, and ion balance. These functions are di-
verse and encompass a broad range of life activities.

Cancer pathway Specifically refers to pathways directly associated with cancer initia-
tion and progression, such as uncontrolled cell proliferation, evasion of
apoptosis, and angiogenesis. Enriched genes may be oncogenes or tu-
mor suppressor genes.

Unknow pathway Pathways lacking clear classification or annotation information may
represent novel biological processes or functions not yet fully annotated
in databases.

Gene expression reg-
ulation pathway

Involving processes such as gene transcription, RNA processing, and
epigenetic regulation. Enriched genes may be transcription factors,
chromatin-modifying enzymes, etc., regulating the expression of down-
stream genes.
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