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Abstract

The rapid advancement of large language mod-001
els (LLMs) has paved the way for the devel-002
opment of highly capable autonomous agents.003
However, existing multi-agent frameworks of-004
ten struggle with integrating diverse capable005
third-party agents due to reliance on agents de-006
fined within their own ecosystems. They also007
face challenges in simulating distributed en-008
vironments, as most frameworks are limited009
to single-device setups. Furthermore, these010
frameworks often rely on hard-coded commu-011
nication pipelines, limiting their adaptability012
to dynamic task requirements. Inspired by the013
concept of the Internet, we propose Internet of014
Agents (IoA), a novel framework that addresses015
these limitations by providing a flexible and016
scalable platform for LLM-based multi-agent017
collaboration. IoA introduces an agent integra-018
tion protocol, an instant-messaging-like archi-019
tecture design, and dynamic mechanisms for020
agent teaming and conversation flow control.021
Through extensive experiments on general as-022
sistant tasks, embodied AI tasks, and retrieval-023
augmented generation benchmarks, we demon-024
strate that IoA consistently outperforms state-025
of-the-art baselines, showcasing its ability to026
facilitate efficient collaboration among hetero-027
geneous agents. IoA represents a step towards028
linking diverse agents in an Internet-like envi-029
ronment, where agents can seamlessly collab-030
orate to achieve greater intelligence and capa-031
bilities. We believe that this direction holds032
potential for better multi-agent systems.033

1 Introduction034

The Internet has revolutionized the way people col-035

laborate and share knowledge, connecting individ-036

uals with diverse skills and backgrounds from all037

around the world. This global network has enabled038

the creation of remarkable collaborative projects,039

such as Wikipedia1 and the development of the040

1https://www.wikipedia.org/

Linux operating system2, which would have been 041

impossible for any single person to achieve. The 042

Internet has greatly facilitated collaboration among 043

people, making the impossible possible and push- 044

ing the boundaries of human achievement. 045

The success of the Internet in enabling human 046

collaboration raises an intriguing question: can 047

we create a similar platform to facilitate collabo- 048

ration among autonomous agents? With the rapid 049

advancements in LLMs (OpenAI, 2023; Reid et al., 050

2024), we now have autonomous agents capable 051

of achieving near-human performance on a wide 052

range of tasks. These LLM-based agents have 053

demonstrated the ability to break down complex 054

tasks into executable steps, leverage various tools, 055

and learn from feedback and experience (Qin et al., 056

2023; Wang et al., 2023c; Shinn et al., 2023; Qian 057

et al., 2023b). As the capabilities of these agents 058

continue to grow, and with an increasing number of 059

third-party agents with diverse skills consistently 060

emerging (Chase, 2022; Team, 2023; Significant 061

Gravitas, 2023; Open Interpreter, 2023), it is cru- 062

cial to explore how we can effectively and effi- 063

ciently orchestrate their collaboration, just as the 064

Internet has done for humans. 065

To address this challenge, we propose the con- 066

cept of the Internet of Agents (IoA), a general 067

framework for agent communication and collabo- 068

ration inspired by the Internet. IoA aims to address 069

three fundamental limitations of existing multi- 070

agent frameworks (Chen et al., 2023; Wu et al., 071

2023; Hong et al., 2023; Qian et al., 2023a): (1) 072

Ecosystem Isolation: Most frameworks only con- 073

sider agents defined within their own ecosystems, 074

potentially blocking the integration of various third- 075

party agents and limiting the diversity of agent ca- 076

pabilities and the platform’s generality; (2) Single- 077

Device Simulation: Nearly all multi-agent frame- 078

works simulate multi-agent systems on a single 079

2https://www.linux.org/
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Figure 1: The illustration on the conceptual layered architecture on the design of IoA.

device, which differs significantly from real-world080

scenarios where agents could be distributed across081

multiple devices located in different places; (3)082

Rigid Communication and Coordination: The083

communication process, agent grouping, and state084

transitions are mostly hard-coded, whereas in real085

life, humans decide on teammates based on the task086

at hand and dynamically switch between discussion087

and task assignment or execution.088

To address these limitations, we propose an089

agent integration protocol that seamlessly incor-090

porates third-party agents on different devices into091

the framework for effective collaboration. We also092

introduce an instant messaging app-like framework093

for agent collaboration. This allows agents to094

autonomously find potential collaborators, form095

teams, and communicate within various group096

chats. Inspired by Speech Act Theory (Searle,097

1969) and its application in conventional multi-098

agent systems (Finin et al., 1994; Labrou et al.,099

1999), we abstract several conversation states100

within each group chat. We provide a flexible101

finite-state machine mechanism enabling agents102

to autonomously manage conversation states, facil-103

itating discussion and sub-task execution.104

We demonstrate the effectiveness of IoA through105

extensive experiments and comparisons with state-106

of-the-art autonomous agents. By integrating Au-107

toGPT (Significant Gravitas, 2023) and Open In-108

terpreter (Open Interpreter, 2023), we show that109

IoA achieves a 66 to 76% win rate in open-domain110

task evaluations when compared with these agents111

individually. Furthermore, with only a few ba-112

sic ReAct agents integrated, IoA outperforms pre-113

vious works on the GAIA benchmark (Mialon114

et al., 2023). In the retrieval-augmented generation115

(RAG) question-answering domain, our framework116

substantially surpasses existing methods, with a 117

GPT-3.5-based implementation achieving perfor- 118

mance close to or even exceeding GPT-4, and effec- 119

tively surpassing previous multi-agent framework. 120

The impressive performance of IoA across 121

various domains highlights the potential of this 122

paradigm for autonomous agents. As smaller 123

LLMs continue to advance (Mesnard et al., 2024; 124

Hu et al., 2024; Abdin et al., 2024), running agents 125

on PC or even mobile device is becoming increas- 126

ingly feasible. This trend opens up new opportu- 127

nities for deploying multi-agent systems in real- 128

world scenarios, where agents can be distributed 129

across multiple devices and collaborate to solve 130

complex problems. We believe that by further ex- 131

ploring and refining the IoA paradigm, more so- 132

phisticated and adaptable multi-agent systems can 133

be developed, ultimately pushing the boundaries of 134

what autonomous agents can achieve in problem- 135

solving and decision-making. 136

2 Framework Design of IoA 137

In this section, we present the instant-messaging- 138

app-like framework design of IoA, which facilitates 139

effective collaboration among autonomous agents. 140

The framework consists of two main components: 141

server and client. The server is responsible for 142

agent registration, discovery, and message rout- 143

ing, enabling agents running on different devices 144

and with varying capabilities to find each other 145

and communicate. The client acts as a wrapper 146

for different agents, providing the necessary com- 147

munication functionalities and adapting them to 148

the specified protocol. For agents not designed 149

for communication, an additional LLM within the 150

client handles the communication among agents. 151

The architecture of both the client and server in 152
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IoA can be structured into three layers: Interac-153

tion Layer, Data Layer, and Foundation Layer, as154

shown in Fig. 1. Each layer has specific responsibil-155

ities that contribute to the overall functionality and156

efficiency of the system. The message protocol be-157

tween the client and the server plays a crucial role158

in defining the communication and collaboration159

mechanisms among agents, enabling information160

transmission and conversational state switch.161

Interaction Layer. The Interaction Layer facil-162

itates seamless communication and collaboration163

between agents, enabling them to interact, respond164

to ongoing tasks, and form teams as needed.165

Data Layer. The Data Layer manages informa-166

tion related to agents, group chats, and tasks, orga-167

nizing and maintaining the data that agents need to168

collaborate effectively within the framework.169

Foundation Layer. The Foundation Layer pro-170

vides the essential infrastructure for agent integra-171

tion, data management, and network communica-172

tion, ensuring seamless integration of agents into173

the system and providing robust data and network174

services to support their operations.175

2.1 Client176

The client side of IoA integrate and manage diverse177

agents, ensuring they can collaborate and commu-178

nicate effectively.179

At the Interaction Layer, the client facilitates dy-180

namic communication and team formation. The181

Team Formation Block identifies suitable collabo-182

rators for incoming tasks, streamlining the process183

of forming effective teams. The Communication184

Block manages all ongoing group chats related to185

the current agent, ensuring relevant responses.186

The Data Layer of the client handles critical in-187

formation about agents, group chats, and tasks. The188

Agent Contact Block functions like a contact list,189

storing details about previously connected agents190

and pertinent notes from past interactions. The191

Group Info Block keeps detailed records of group192

chats, including histories, member details, and ob-193

jectives. The Task Management Block tracks the194

status of all tasks within these group chats, provid-195

ing agents with the necessary insights to monitor196

progress and make informed decisions.197

At the Foundation Layer, the client ensures ro-198

bust infrastructure for agent integration and data199

services. The Agent Integration Block outlines200

the protocols and interfaces required for seam-201

less integration of third-party agents, such as202

run(task_desc) → task_id for task execution203

and read_memory(task_id) → history for re- 204

trieving task-related memory. The Data Infra Block 205

supports data persistence, retrieval, and access con- 206

trol, while the Network Infra Block manages the 207

communication between the client and the server, 208

ensuring reliable and efficient data transmission. 209

2.2 Server 210

The server side of IoA manages the overall infras- 211

tructure, facilitating agent discovery, group setup, 212

and efficient message routing, while maintaining 213

robust data and network services. 214

In the Interaction Layer, the server enables 215

agents to discover each other, initiate group chats, 216

and communicate seamlessly. The Agent Query 217

Block allows agents to search for others based on 218

queried keywords, aiding effective team formation. 219

The Group Setup Block streamlines the creation of 220

group chats by allowing agents to specify desired 221

teammates. The Message Routing Block ensures 222

that messages from agents within different group 223

chats are correctly forwarded to the corect mem- 224

bers, maintaining the flow of communication. 225

The Data Layer of the server supports efficient 226

agent queries and group communications. The 227

Agent Registry Block stores detailed information 228

about agents, including their accessible tools, av- 229

erage costs, and capability descriptions, which is 230

crucial for the Agent Query Block to find suitable 231

agents. The Session Management Block maintains 232

active connection sessions between the server and 233

client agents, ensuring that messages can be routed 234

reliably, supporting continuous communication. 235

At the Foundation Layer, the server provides es- 236

sential infrastructure for data management, network 237

communication, and security. The Data Infra Block 238

and the Network Infra Block are similar to those in 239

the client. The Security Block plays a critical role 240

in authentication and authorization, ensuring that 241

only authorized agents can connect to the server 242

and participate in communications, maintaining the 243

integrity and security of the framework. 244

3 Key Mechanisms in IoA 245

In this section, we introduce the key mechanisms 246

implemented in IoA. IoA is built upon the concep- 247

tual design presented in Section 2 and incorporates 248

several key features that enable effective collabora- 249

tion among agents with diverse capabilities. These 250

features include Autonomous Nested Team For- 251

mation, Autonomous Conversation Flow Control, 252
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Overall Goal: Create a Comprehensive 
Market Analysis Report for iPhone 15.
Agents:      
    GoogleAgent, 

✍

ReportWritingAgent

Sub-Task: Data Analysis 
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✍
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"
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Agents:     
    GoogleAgent,

Sub-Task: Customer Analysis
Agents:     
    MarketAPIAgent,

Figure 2: An example of nested team-up mechanism.

and Comprehensive Message Protocol Design. IoA253

aims to facilitate the dynamic formation of agent254

teams and streamline communication processes, ul-255

timately enhancing the collective problem-solving256

capabilities of multi-agent systems.257

3.1 Autonomous Nested Team Formation258

The primary motivation behind the autonomous259

nested team formation mechanism is to enable260

scalable and flexible task execution. Traditional261

multi-agent systems often struggle with static team262

compositions and limited scalability. By allowing263

agents to autonomously form nested teams, IoA can264

dynamically adjust to the complexity and scope of265

the task at hand, ensuring that agents with the ap-266

propriate skills and resources are engaged, leading267

to more efficient and effective problem-solving.268

Mechanism Overview. Autonomous nested269

team formation allows clients to dynamically form270

and expand teams to tackle complex tasks effi-271

ciently. This mechanism leverages the server’s272

capabilities to discover and connect clients based273

on their skills and characteristics.274

Let C denote the set of all clients in the system.275

For each client ci ∈ C, a description di of the in-276

tegrated agent’s skills and capabilities is required277

upon registration. When a task t is assigned to278

a client ci, it enters the Team Formation Block279

with access to two tools: search_client and280

launch_group_chat. The search_client tool281

allows the client to discover other clients by query-282

ing the server’s Agent Registry with a generated283

list of desired characteristics Ld = [l1, l2, . . . , lk].284

The tool returns a subset of clients Cd ⊆ C whose285

descriptions dj match the desired characteristics.286

The launch_group_chat tool enables the client to287

initiate a group chat with the selected clients. The288

LLM in the client decides which tool to call, con-289

sidering the retrieved information from the server,290

local information from the Agent Contact Block,291

and the task requirements.292

Nested Team Formation. In some cases, a sin-293

Start

Team-Up

Discussion Sync Task 
Assignment

Async Task 
Assignment

Conclusion

End

Pause & Trigger

Nested Team-UpNested Team-Up

Group Chat States

Figure 3: The state transition among different states.

gle group may not be sufficient to complete a task. 294

During discussions, agents may realize they need 295

assistance from other agents with specific expertise. 296

To address this, IoA supports nested team forma- 297

tion, allowing agents to initiate sub-group chats for 298

sub-tasks. Fig. 2 presents a simple example. 299

Let tl be a sub-task assigned to client ci in group 300

chat g. If ci determines it cannot complete the task 301

alone, it can search for appropriate clients for tl and 302

initiate a new sub-group chat gl, inviting a subset 303

of other agents to collaborate on the sub-task. This 304

process can continue recursively, forming a tree- 305

like structure with the root representing the initial 306

group chat and branches representing sub-groups. 307

Furthermore, the nested team formation mech- 308

anism helps to manage the complexity of com- 309

munication within large agent teams. Assuming 310

that the communication graph within each group 311

chat is fully connected, the number of edges in the 312

graph represents the communication complexity. 313

By decomposing a task into sub-tasks and allocat- 314

ing them to sub-group chats, the total number of 315

edges can be reduced from |g|(|g|−1)
2 in the original 316

group chat to
∑

l
|gl|(|gl|−1)

2 in the sub-group chats, 317

where |g| and |gl| are the numbers of clients for 318

task t and tl respectively. This reduction in com- 319

munication complexity leads to more efficient and 320

focused collaboration among agents. 321

3.2 Autonomous Conversation Flow Control 322

Effective communication is crucial for successful 323

collaboration among autonomous agents. Inspired 324

by the Speech Act Theory (Austin, 1975; Searle, 325

1969) and its application in conventional multi- 326

agent systems (Finin et al., 1994; Labrou et al., 327

1999), we introduce an autonomous conversation 328

flow control mechanism in IoA that enables agents 329

to effectively coordinate their communication. 330

Sequential Speaking Mechanism. Since the 331

support for LLM interruption is still in its early 332

stages, IoA adopts a sequential speaking mecha- 333

nism, i.e., only one agent speaks at a time, pre- 334

venting confusion and maintaining a clear order 335
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of communication. The simple and naive mecha-336

nism, when combined with the following dynamic337

features, leads to effective collaboration.338

Finite State Machine for Group Chat States.339

We formalize the conversation flow as a finite state340

machine M = (S,Σ, δ, s0, F ), where:341

• S = {sd, ss, sa, sp, sc} is the set of states rep-342

resenting discussion, synchronous task assign-343

ment, asynchronous task assignment, pause &344

trigger, and conclusion, respectively.345

• Σ is the input alphabet, which corresponds to346

the possible actions or events in the conversa-347

tion flow.348

• δ : S × Σ → S is the transition function that349

maps a state and an input to the next state.350

• s0 = sd is the initial state, representing the start351

of the conversation in the discussion phase.352

• F = {sc} is the set of final states, containing353

only the conclusion state.354

As illustrated in Fig. 3, these states represent355

different phases of the collaboration process and356

help agents navigate the conversation more effi-357

ciently. The states are closely related to the speech358

acts defined in the Speech Act Theory, such as as-359

sertives (discussion), directives (task assignment),360

commissives (pause & trigger), and declarations361

(conclusion) (Searle, 1976).362

The discussion allows general dialogue among363

agents, while the synchronous and asynchronous364

task assignment states enable task assignment with365

or without interrupting the ongoing discussion. The366

pause & trigger state introduces a mechanism for367

pausing the group chat and awaiting completion of368

specified asynchronous tasks, and the conclusion369

state marks the end of the collaboration.370

Autonomous State Transitions and Next371

Speaker Selection. State transitions in the con-372

versation flow are decided by the LLM in the client373

based on the current context and the progress. The374

LLM analyzes the messages exchanged and deter-375

mines the most appropriate state to move the con-376

versation forward, considering existing sub-tasks377

and their statuses, the need for further discussion,378

and the overall collaboration goal.379

Let Mt be the set of messages exchanged up380

to time step t, and let fLLM : Mt × S → S × A381

be the decision function of the LLM that maps the382

conversation history and current state to the next383

state and the next speaker. The next state st+1 and384

the next speaker at+1 are determined as follows:385

(st+1, at+1) = fLLM(Mt, st).386

The selection of the next speaker at+1 ensures that 387

the most relevant agents are involved in the conver- 388

sation at the appropriate times, promoting efficient 389

information exchange and problem-solving. 390

3.3 Comprehensive Message Protocol Design 391

The effectiveness of the autonomous nested team 392

formation and conversation flow control mecha- 393

nisms in IoA relies on a robust message protocol. 394

This protocol enables seamless communication and 395

collaboration among agents by encapsulating all 396

necessary information required for various mecha- 397

nisms to function properly. 398

Protocol Overview and Key Fields. The agent 399

message protocol in IoA is designed for extensibil- 400

ity and flexibility, facilitating effective multi-agent 401

collaboration. The protocol consists of two main 402

components: a header and a payload. 403

The header contains essential metadata about the 404

message, ensuring correct addressing and process- 405

ing. Key fields in the header include: 406

• sender: The unique identifier of the agent 407

sending the message. 408

• group_id: The identifier of the group chat to 409

which the message belongs. 410

The payload carries the main content of the mes- 411

sage, varying by message type. It can include: 412

• message_type: Indicates the purpose of the 413

message (e.g., discussion, task assignment, 414

pause & trigger). 415

• next_speaker: The identifier(s) of the 416

agent(s) expected to respond. 417

This structure contains other fields to support 418

the diverse functionalities of IoA effectively. A 419

detailed explanation and example of the message 420

protocol can be found in Appendix C.1. 421

To ensure seamless communication and coor- 422

dination, both the client and server components 423

of IoA implement the message protocol. When 424

a client sends a message, it encodes it according 425

to the protocol and transmits it to the server. The 426

server parses the message, extracts relevant infor- 427

mation from the header, and routes it to the appro- 428

priate group chat based on the group_id. Upon 429

receiving a message, the client decodes it and pro- 430

cesses it accordingly. This consistent implemen- 431

tation ensures that all agents can understand and 432

respond to messages correctly, regardless of their 433

roles or tasks, maintaining a coherent and efficient 434

collaboration process. 435

5



4 Experiments436

To demonstrate IoA’s effectiveness and versatil-437

ity, we conducted extensive experiments on diverse438

tasks, from general AI assistance tasks to embod-439

ied agent and retrieval-augmented generation chal-440

lenges. Our aim is to showcase its ability to facili-441

tate collaboration among agents with different capa-442

bilities and highlight its adaptability across various443

problem domains. We compare IoA’s performance444

against state-of-the-art approaches in each task cat-445

egory.3 Due to page limits, we placed the RAG446

question-answering experiment in Appendix B and447

the analysis of team formation mechanisms and448

IoA’s cost in Appendix A.449

4.1 General AI Assistant Tasks450

We present the results of IoA on two benchmarks451

that challenge the framework’s ability to handle452

diverse, real-world tasks: GAIA (Mialon et al.,453

2023), which consists of a set of multi-step QA454

tasks that require the use of tools, and a manually455

crafted benchmark on non-QA tasks.456

4.1.1 GAIA Benchmark457

The GAIA benchmark (Mialon et al., 2023) is a458

collection of real-world questions that assess an459

AI system’s ability to solve complex tasks by com-460

bining multiple skills, such as natural language461

understanding, reasoning, and external knowledge462

integration. The benchmark consists of three dif-463

ficulty levels, each requiring a higher degree of464

capability and collaboration among agents.465

Setups. We integrate four basic ReAct agents466

(Yao et al., 2023) into IoA, each has access to a467

tool, including a web browser, a code interpreter, a468

Wikidata searcher and a YouTube video transcript469

downloader. We compare IoA performance against470

several state-of-the-art agent systems. Each frame-471

work’s performance is assessed across the three472

difficulty levels of the GAIA benchmark, as well473

as an overall performance metric. Refer to Ap-474

pendix C.4.1 for more implementation details.475

Analysis. The results of our experiments on the476

GAIA benchmark are presented in Table 1. IoA,477

with only basic ReAct agents integrated, achieves478

the highest overall performance, outperforming all479

other approaches. Notably, IoA excels in the higher480

difficulty levels (Level 2 and 3), where the tasks481

require more advanced reasoning and collabora-482

3Unless specified, we used the GPT-4-1106-preview with
temperature 0.1 in our experiments.

tion skills. This showcases the effectiveness of the 483

framework’s communication mechanisms and its 484

ability to facilitate collaboration among agents. 485

Compared to AutoGen, which also employs a 486

multi-agent approach, IoA demonstrates superior 487

performance across two out of three difficulty lev- 488

els without specific tuning on the framework’s 489

prompt on this task. This can be attributed to the 490

framework’s more advanced collaboration mecha- 491

nisms, such as the autonomous team-up and conver- 492

sation flow control. These features enable agents 493

to dynamically form teams and carry out sub-tasks 494

more effectively, leading to better overall perfor- 495

mance on complex tasks. 496

The GAIA benchmark results highlight the po- 497

tential of IoA as a powerful tool for orchestrating 498

diverse agents for solving real-world, multi-step 499

problems. By providing a flexible and efficient 500

platform for agent collaboration, IoA enables even 501

basic agents to achieve SOTA performance, sur- 502

passing more sophisticated standalone agents. This 503

underscores the importance of effective communi- 504

cation and coordination in multi-agent systems and 505

validates the design choices of IoA. 506

4.1.2 Open-Ended Instruction Benchmark 507

To further demonstrate the versatility and effective- 508

ness of IoA in handling a wide range of real-world 509

tasks, we curated a benchmark consisting of 153 510

open-ended instructions. These instructions are cat- 511

egorized into four main categories: search & report, 512

coding, math, and life assistance. Unlike the GAIA 513

benchmark, which primarily focuses on question- 514

answering tasks with deterministic answers, our 515

manually crafted benchmark includes a higher pro- 516

portion of non-QA tasks that require generative 517

responses. We believe this benchmark better re- 518

flects the diverse nature of real-world tasks that AI 519

assistants are expected to handle. 520

Setups. For this experiment, we integrate 521

two state-of-the-art third-party agents, Auto- 522

GPT (Significant Gravitas, 2023) and Open Inter- 523

preter (Open Interpreter, 2023), into IoA, see Ap- 524

pendix C.4.2 for the integration details. By in- 525

tegrating these capable agents into IoA, we aim 526

to showcase the framework’s ability to facilitate 527

collaboration among diverse, independently de- 528

veloped agents. Given the high agreement be- 529

tween GPT and humans in judging response quality 530

demonstrated in previous work (Chiang et al., 2023; 531

Zheng et al., 2023a; Chan et al., 2023), we employ 532

GPT-4-1106-preview as the judge. For each task 533
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Models Agent Type Level 1 Level 2 Level 3 Overall

GPT-4   15.09 2.33 0.00 6.06
GPT-4-Turbo   20.75 5.81 0.00 9.70

AutoGPT-4 (Significant Gravitas, 2023)   13.21 0.00 3.85 4.85
GPT-4 + Plugins (Mialon et al., 2023)   30.30 9.70 0.00 14.60
FRIDAY (Wu et al., 2024)   45.28 34.88 11.54 34.55

AutoGen (Wu et al., 2023) ² 54.72 38.37 11.54 39.39
IoA ² 50.94 40.70 15.38 40.00

Table 1: The performance on the validation set of GAIA benchmark.
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Figure 4: Win rates on the open-ended instruction benchmark between IoA, AutoGPT, and Open Interpreter.

in the benchmark, we compare the quality of the534

final answer generated by IoA with the answers535

provided by AutoGPT and Open Interpreter inde-536

pendently. Following Zheng et al. (2023a), we alter537

the order of responses in the prompt when using538

GPT-4 to determine the preference between two539

provided answers. Only when one competitor is540

consistently determined as better than the other541

across both orderings, the response is counted as542

a “win". This helps to mitigate potential biases543

introduced by the order of presentation.544

Analysis. The results of this experiment, pre-545

sented in Fig. 4, demonstrate that when orchestrat-546

ing AutoGPT and Open Interpreter with IoA, it547

consistently outperforms both agents alone across548

all four categories, achieving win rates ranging549

from 56.1% to 84.6%. IoA’s superior performance550

can be attributed to its ability to enable effective551

collaboration among the integrated agents, lever-552

aging their complementary strengths to generate553

high-quality responses. Overall, IoA achieves a554

win rate of 76.5% against AutoGPT and 63.4%555

against Open Interpreter, highlighting its capability556

to efficiently gather and synthesize information and557

facilitate collaborative coding tasks.558

The ability of IoA to seamlessly integrate di-559

verse, independently developed agents holds great560

potential for creating more capable and versatile561

agent systems. By leveraging the strengths of ex-562

isting agents and enabling them to collaborate ef-563

fectively, IoA can tackle a wider range of tasks and564

generate higher-quality responses compared to in-565

Model Metric Cabinet Sweep Sandwich Sort Rope

Central Plan
(oracle)

Success 0.90 1.00 0.96 0.70 0.50
#Step 4.0 8.4 8.8 8.6 2.3

Roco
Dialog

Success 0.75 0.70 0.70 0.70 0.70
#Step 4.7 7.9 9.1 5.4 2.4

IoA
Success 1.00 0.80 1.00 1.00 0.70
#Step 4.6 8.5 8.9 5.8 2.6

Table 2: Average success rate and the number of steps
on different tasks from RoCoBench.

dividual agents. This highlights the importance of 566

developing flexible and efficient platforms for agent 567

collaboration, as they can significantly enhance the 568

performance of AI assistants across various do- 569

mains. As more advanced and specialized agents 570

emerge, the potential of IoA to integrate them and 571

facilitate their collaboration grows, paving the way 572

for the development of increasingly sophisticated 573

and user-centric AI solutions. 574

4.2 Embodied Agent Tasks 575

Embodied AI aims to develop agents that can per- 576

ceive, understand, and interact with their physical 577

environment. To evaluate the performance of IoA 578

in embodied agent tasks, we conduct experiments 579

on RoCoBench (Mandi et al., 2023), a recently 580

proposed benchmark for assessing the collabora- 581

tion and communication capabilities of embodied 582

agents. RoCoBench consists of six collaborative 583

tasks, each requiring two agents with partial ob- 584

servation of the environment to work together to 585

achieve a common goal. 586

Setups. We compare IoA against two baselines 587
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from Mandi et al. (2023): Central Plan and Roco588

Dialog. Central Plan assumes a central agent has589

access to complete information of the environment590

and can control the two embodied agents. Roco591

Dialog is a multi-agent framework designed specif-592

ically for this task, where two agents communicate,593

and make decisions independently.594

As RoCoBench does not require agents to inter-595

act with tools but instead expects them to output596

action plans in a specific format, we do not inte-597

grate external agents into IoA. Instead, we provide598

the environment observations to the two clients599

and extract their action plans from their discussion.600

The implementation details can be found in Ap-601

pendix C.4.3. To ensure a fair comparison, we run602

both IoA and Roco Dialog with the same GPT-4-603

1106-preview model for 10 runs on each task and604

report the average success rate and the number of605

steps taken. The results for Central Plan are di-606

rectly taken from Mandi et al. (2023). Note that607

the Pack Grocery task in RoCoBench is discarded608

due to the errors in the released benchmark.609

Analysis. Table 2 presents the average success610

rate and the number of steps required to complete611

each task. Despite not being specifically designed612

for embodied tasks, IoA outperforms Roco Dialog,613

a multi-agent framework tailored for this bench-614

mark, on four out of five tasks in terms of success615

rate. IoA achieves perfect scores on the Cabinet,616

Sandwich, and Sort tasks, demonstrating the ef-617

fectiveness of its communication and collabora-618

tion mechanisms in enabling embodied agents to619

work together towards a common goal. Remark-620

ably, IoA’s performance is superior or comparable621

to the Central Plan baseline, which assumes access622

to oracle information and full observability of the623

environment. However, IoA generally consumes624

slightly more decision steps to complete the tasks.625

Still, the number of steps is fairly close to Roco Di-626

alog and Central Plan on all the tasks. Considering627

that IoA is a general multi-agent framework and628

not specifically designed for this task, we think the629

increase in the number of steps is acceptable.630

5 Related Work631

LLM-based Agents Recent advancements in632

LLMs, such as GPT (OpenAI, 2023), Claude (An-633

thropic, 2024), and Gemini (Reid et al., 2024), have634

led to the development of highly capable AI agents.635

These agents engage in natural language interac-636

tions and perform diverse tasks. Researchers have637

enhanced LLM-based agents by integrating exter- 638

nal tools and knowledge sources (Nakano et al., 639

2021; Yao et al., 2023; Schick et al., 2023; Shen 640

et al., 2023). Advances agents like OS-Copilot fa- 641

cilitate generalist interactions across web browsers 642

and code terminals (Wu et al., 2024), while Open- 643

Devin focuses on autonomous software develop- 644

ment tasks (OpenDevin Team, 2024). Other no- 645

table developments include XAgent, AutoGPT and 646

Open Interpreter for complex task solving (Team, 647

2023; Significant Gravitas, 2023; Open Interpreter, 648

2023), and Voyager for open-ended embodied tasks 649

in Minecraft (Wang et al., 2023a). These advance- 650

ments have laid the foundation for more sophisti- 651

cated and versatile LLM-based agents. 652

LLM-based Multi-Agent Systems Building on 653

the success of individual LLM-based agents, re- 654

searchers have explored multi-agent systems com- 655

posed of these agents. Early works demonstrated 656

using LLMs to simulate multi-agent interactions 657

and emergent behaviors (Park et al., 2023). Frame- 658

works like AgentVerse (Chen et al., 2023) and 659

AutoGen (Wu et al., 2023) provide infrastructure 660

for agent collaboration. In software development, 661

systems like ChatDev (Qian et al., 2023a) and 662

MetaGPT (Hong et al., 2023) automate coding, 663

testing, and debugging processes. Despite these 664

advancements, significant limitations remain, such 665

as the lack of support for integrating diverse third- 666

party agents, the inability to support distributed 667

multi-agent systems, and the reliance on hard- 668

coded communication protocols and state transi- 669

tions. IoA aims to address these limitations, offer- 670

ing a flexible and scalable platform for LLM-based 671

multi-agent collaboration to tackle complex real- 672

world problems effectively. 673

6 Conclusion 674

In this paper, we introduce IoA, a novel frame- 675

work for LLM-based multi-agent collaboration in- 676

spired by the Internet. IoA addresses limitations 677

of existing frameworks by providing a scalable 678

platform for integrating diverse agents, enabling 679

distributed collaboration, and introducing dynamic 680

mechanisms for teaming and conversation control. 681

Our experiments show IoA consistently outper- 682

forms state-of-the-art baselines. We believe IoA 683

will serve as a foundation for future research, en- 684

abling integration of diverse, specialized agents and 685

opening new possibilities for multi-agent systems. 686
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Limitations687

While IoA demonstrates significant potential for688

enabling effective collaboration among heteroge-689

neous agents, there are several limitations to be690

addressed in future work. Firstly, since there is no691

existing benchmark requiring a large-scale agent692

team, the effectiveness of the nested team forma-693

tion mechanism has not yet been comprehensively694

evaluated.695

Secondly, further research is needed to investi-696

gate the performance and adaptability of IoA in697

more diverse and realistic settings, such as multi-698

modal communication, adversarial environments,699

and more realistic partially observable scenarios700

(RocoBench is partially observable, but it operates701

within a simulated environment). Additionally, the702

long-term stability and robustness of the frame-703

work in extended collaboration sessions remain to704

be evaluated.705

Despite these limitations, IoA represents a sig-706

nificant step towards realizing the vision of an Inter-707

net of Agents, and we believe that addressing these708

challenges will pave the way for more advanced709

and practical multi-agent systems.710
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A Analysis 990

A.1 Team Formation Precision 991

Evaluating the precision of the autonomous team 992

formation mechanism is crucial for IoA, which is 993

designed to tackle complex tasks by forming ef- 994

fective teams of agents. However, existing bench- 995

marks do not provide a suitable environment for 996

large-scale agent experiments. To address this lim- 997

itation, we develop a team formation benchmark 998

using GPT-4, consisting of 625 diverse tasks, each 999

paired with at least two different agents, resulting 1000

in a total of 1500 agents. These dummy agents 1001

(with only a description, and no actual implemen- 1002

tation) are registered to IoA’s server to assess the 1003

accuracy of the autonomous team formation mech- 1004

anism. Detailed data construction processes can be 1005

found in Appendix E. 1006

Setups. We report the recall of team members, 1007

measuring the proportion of labeled agents in- 1008

cluded in the group chat. Given the large agent 1009

pool, recruited agents may not always be in the 1010

labeled set but can still be highly relevant to the 1011

task. To account for this, we calculate the cosine 1012

similarity between the description embeddings of 1013

non-retrieved labeled agents and recruited agents. 1014

Specifically, we examine whether any recruited 1015

agent is within the top 10 most similar agents to a 1016
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Figure 5: Recall of the agents on our team formation
benchmark.

Recall

w/o similarity 0.414

w/ similarity 0.751

non-retrieved labeled agent. If true, it is counted as1017

successfully recalled.1018

Analysis. The results shown in Fig. 5 indicate1019

that the team formation mechanism achieves a1020

recall rate of 41.4% without similarity matching.1021

This recall rate serves as a lower bound on perfor-1022

mance, as many recruited agents, while not identi-1023

cal to the labeled agents, are still highly relevant to1024

the tasks. Incorporating similarity matching en-1025

hances the recall rate to 75.1%, indicating that1026

the mechanism can effectively identify and recruit1027

agents with semantically similar capabilities. It is1028

important to recognize that top 10 matching still1029

does not perfectly reflect the accuracy of team for-1030

mation, as agents not in the top 10 most similar can1031

still be highly relevant to the task.1032

The high recall rate with similarity matching1033

underscores the capability of IoA to form precise1034

and effective teams. This precision is critical for1035

addressing complex tasks requiring a combination1036

of skills and knowledge from various agents. By1037

leveraging semantic similarity, IoA ensures that the1038

formed teams closely align with task requirements,1039

thereby maintaining the integrity and effectiveness1040

of the team formation process.1041

A.2 Cost and Sub-Optimal Communication1042

Pattern Analysis1043

To evaluate the economic feasibility and potential1044

for optimization of the IoA, we conduct a cost anal-1045

ysis on the open-ended instruction benchmark (Sec-1046

tion 4.1.2), where AutoGPT and Open Interpreter1047

are integrated. We compare the average cost per1048

task for these agents when operating individually1049

and when integrated into the IoA.1050

As shown in Fig. 6, when integrated into IoA,1051

the costs of both agents are decreased due to the1052

task decomposition for each task. However, the1053

IoA introduces an additional communication cost1054

of $0.53 per task, resulting in an overall cost of1055

$0.99.1056

During our analysis, we observed unexpected1057

and suboptimal communication patterns that con-1058

Figure 6: Cost analysis of standalone agents and IoA-
integrated agents on the open-ended instruction bench-
mark.

Setting Cost per Task

AutoGPT (Standalone) $0.39
Open Interpreter (Standalone) $0.16

AutoGPT (in IoA) $0.33
Open Interpreter (in IoA) $0.13
IoA Communication $0.53
IoA Communication (Dedup.) $0.28

IoA Overall $0.99
IoA Overall (Dedup.) $0.74

Given the current situation, we need to reassess 
our strategy for achieving the goal. Since …

…

Given the challenges we've encountered with 
writing python code, it seems we need to 
explore alternative methods. Since …

…

⚠

 Simply Rephrase!

Math Masters 

"

Figure 7: An example of the repeated communication.

tributed to the high communication cost. One 1059

notable pattern was the repetition of information, 1060

where the LLMs in the clients would repeat or 1061

rephrase previous chats from themselves or oth- 1062

ers, leading to a stagnation in progress. This phe- 1063

nomenon was particularly prevalent after several 1064

asynchronous task assignments. Although each 1065

task assignment did not require immediate waiting, 1066

as the conversation progressed, new decisions had 1067

to be made based on the conclusions from previ- 1068

ously assigned and not yet completed asynchronous 1069

tasks. Despite providing the client LLMs with the 1070

option to switch the group chat state to pause & 1071

trigger, they sometimes fail to switch, as illustrated 1072

in Fig. 7. This drawback in LLM is also observed 1073

in other multi-agent work (Li et al., 2023; Mandi 1074

et al., 2023). 1075

To quantify the impact of this suboptimal com- 1076

munication pattern, we manually removed the rep- 1077

etitions and recalculated the token numbers and 1078

corresponding costs. Surprisingly, this resulted in 1079

a nearly 50% reduction in communication costs, as 1080

shown in the "Dedup." rows of Fig. 6. This find- 1081

ing aligns with observations from other multi-agent 1082

communication frameworks, suggesting that while 1083

modern LLMs are well-aligned to be effective chat- 1084
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bot assistants, they may not be optimally aligned to1085

be efficient communicating agents. Agents should1086

not only complete the given tasks accurately but1087

also communicate effectively with others, under-1088

standing conversation states and making proper1089

decisions. This insight raises new research ques-1090

tions regarding the agent alignment of LLMs and1091

highlights the need for further investigation in this1092

area.1093

Despite the current cost overhead and subopti-1094

mal communication patterns, the IoA demonstrates1095

significant potential for enabling effective collab-1096

oration among heterogeneous agents. By address-1097

ing these challenges through prompt optimization,1098

protocol refinement, and the development of more1099

sophisticated frameworks under the concept of IoA,1100

we believe that the cost of communication can be1101

significantly reduced. As research progresses, IoA1102

and similar approaches will become increasingly1103

attractive and economically viable solutions for1104

complex multi-agent systems.1105

B Retrieval-Augmented Generation1106

Experiment1107

We further evaluate the communication effective-1108

ness of IoA on retrieval-augmented generation1109

(RAG) tasks (Lewis et al., 2021). In RAG tasks,1110

agents need to retrieve relevant information and1111

communicate with each other to arrive at the cor-1112

rect answer, making it another ideal testbed for1113

assessing communication effectiveness.1114

Setups. Following the setup in Apollo’s Ora-1115

cle (Wang et al., 2023b), we use GPT-3.5-turbo-1116

0125 as the LLM in the clients and provide1117

clients with two evidence pools: Wikipedia and1118

Google. We design three scenarios: one with two1119

clients having access to different evidence pools1120

(marked as Partial), requiring them to communi-1121

cate and exchange information gathered from dif-1122

ferent sources; and two scenarios where all agents1123

have access to both evidence pools, with one sce-1124

nario involving two clients and the other involving1125

three clients. We evaluate IoA on four datasets:1126

TriviaQA (Joshi et al., 2017), Natural Questions1127

(NQ) (Kwiatkowski et al., 2019), HotpotQA (Yang1128

et al., 2018), and 2WikiMultiHopQA (Ho et al.,1129

2020). From each dataset, we randomly sample1130

250 question-answer pairs. Implementation details1131

can be found in Appendix C.4.4.1132

Analysis. As shown in Table 3, IoA significantly1133

improves upon various baselines and achieves per-1134

formance surpassing or comparable to Apollo’s Or- 1135

acle, the previous multi-agent framework specific 1136

to this task. IoA with 3 clents consistently out- 1137

performs GPT-3.5 with different prompting strate- 1138

gies and surpasses Apollo’s Oracle on three out 1139

of four datasets. This highlights the effectiveness 1140

of the multi-agent collaboration facilitated by IoA, 1141

enabling agents to leverage their collective knowl- 1142

edge and reasoning abilities to generate accurate 1143

responses. 1144

Notably, IoA with 2 agents and complete access 1145

to evidence pools achieves the best performance 1146

on the HotpotQA and 2WikiMultiHopQA datasets, 1147

surpassing both Apollo’s Oracle and IoA with 3 1148

agents. This suggests that the optimal number of 1149

agents may vary depending on the complexity and 1150

nature of the task, and that more agents do not 1151

always guarantee better performance. The compar- 1152

ison between the partial and complete scenarios in 1153

IoA with 2 agents demonstrates the importance of 1154

effective communication. Even when agents have 1155

access to different knowledge sources, simulating 1156

an information-asymmetric scenario, IoA achieves 1157

remarkable performance, outperforming Apollo’s 1158

Oracle on two out of four datasets. This suggests 1159

that the framework’s communication mechanisms 1160

enable agents to effectively exchange and synthe- 1161

size information from diverse sources, compensat- 1162

ing for the lack of complete information in individ- 1163

ual agents. 1164

These results underscore the generalizability and 1165

adaptability of IoA, as it can facilitate effective 1166

collaboration among client agents in various set- 1167

tings, even without the integration of specialized 1168

third-party agents. The framework’s ability to en- 1169

able agents to leverage their collective knowledge 1170

and communicate effectively, even in information- 1171

asymmetric scenarios, positions it as a powerful 1172

tool for enhancing the performance of multi-agent 1173

systems in retrieval-augmented generation tasks 1174

and beyond. 1175

C Implementation Details of IoA 1176

In this appendix, we provide a comprehensive 1177

overview of the implementation details for each 1178

module in the client and server layers of IoA. 1179

C.1 Message Protocol 1180

To support the functionalities of IoA introduced in 1181

Section 3, we have designed a comprehensive agent 1182

message protocol that facilitates efficient communi- 1183

13



Model TriviaQA NQ HotpotQA 2WikiMultiHopQA

GPT 4 0.902 0.692 0.566 0.284

GPT 3.5 Turbo 0.778 0.532 0.384 0.210
+ Zero-Shot CoT 0.772 0.588 0.410 0.190
+ Self Consistency 0.818 0.622 0.408 0.206
+ Reflxion 0.762 0.586 0.378 0.254
+ Multi-Agent Debate1 0.798 0.648 0.394 0.186
+ Multi-Agent Debate2 0.756 0.576 0.450 0.334

Apollo’s Oracle 0.834 0.662 0.542 0.350

IoA + 2 Agents (Partial) 0.803 0.708 0.478 0.449
IoA + 2 Agents (Complete) 0.820 0.671 0.586 0.530
IoA + 3 Agents (Complete) 0.908 0.682 0.575 0.519

Table 3: All the comparative test results. IoA based on GPT-3.5 exceeds GPT4 on some datasets. Excluding the
GPT4 results, we highlight the best results in bold, and the second best results in underlined. Partial indicates that
different agents have access to different evidence pool, while Complete means all evidence pool are accessible to all
agents.

Header
sender: str
state: enum
comm_id: str

Autonomous Team Formation
goal: str
team_members: list[str]
team_up_depth: int
max_turns: int

Discussion
content: str
type: enum
next_speaker: list[str]

Pause & Trigger
triggers: list[str]

Task Assignment
task_id: str
task_desc: str
task_conclusion: str
task_abstract: str

Figure 8: Fields in the IoA message protocol.

cation and coordination among agents. The proto-1184

col, as illustrated in Fig. 8, consists of several fields1185

that cater to the specific requirements of various1186

mechanisms within the framework.1187

Firstly, the protocol includes the following1188

header for all message types:1189

• sender (str): The name or unique identifier of1190

the agent sending the message.1191

• state (enum): The current state of the group1192

chat associated with the message, which can be1193

either team formation or communication.1194

• comm_id (str): The unique identifier of the1195

group chat to which the message belongs.1196

To support the autonomous team formation1197

mechanism, the protocol incorporates the following1198

fields:1199

• goal (str): The objective or task that the current1200

group chat aims to accomplish.1201

• team_members (list[str]): The names or unique1202

identifiers of the agents required for the current1203

group chat. 1204

• team_up_depth (int): The depth of the current 1205

nested team formation, used to determine if the 1206

maximum allowed depth has been reached. 1207

• max_turns (int): The maximum number of dis- 1208

cussion turns allowed for the current group chat. 1209

If exceeded, the group chat will be forced into 1210

the conclusion phase. 1211

For facilitating the discussion phase, the protocol 1212

includes the following fields: 1213

• content (str): The actual content of the current 1214

message. 1215

• type (enum): Specifies the next dialogue state, 1216

which can be discussion, task assignment, or 1217

conclusion. 1218

• next_speaker (list[str]): The name(s) or 1219

unique identifier(s) of the agent(s) expected 1220

to speak next. In the discussion state, 1221

next_speaker is limited to a single agent, 1222

while in the task assignment state, it can include 1223

multiple agents, indicating that the current mes- 1224

sage contains multiple task assignments. 1225

To support the task assignment mechanism, the 1226

protocol incorporates the following fields: 1227

• task_id (str): The automatically generated 1228

unique identifier for the current task. 1229

• task_desc (str): The description of the task 1230

assigned to the client, extracted from the chat. 1231

• task_conclusion (str): The conclusion or re- 1232

sult provided by the client after completing the 1233

assigned task. 1234

• task_abstract (str): A concise summary of 1235

14



the completed task.1236

Lastly, to support the pause & trigger mecha-1237

nism, the protocol includes the following field:1238

• triggers (list[str]): A list of task IDs that1239

require a trigger to be set.1240

By adhering to this comprehensive agent mes-1241

sage protocol for sending and receiving messages,1242

clients within IoA can effectively achieve au-1243

tonomous team formation and conversation flow1244

control. The protocol ensures that all necessary1245

information is communicated among agents, en-1246

abling seamless collaboration and coordination in1247

various task scenarios.1248

C.2 Client1249

The client component of IoA plays a crucial role in1250

enabling the integration and collaboration of het-1251

erogeneous agents. It consists of three layers: the1252

Foundation Layer, the Data Layer, and the Interac-1253

tion Layer. Each layer comprises several modules1254

that work together to facilitate efficient communi-1255

cation, data management, and agent coordination.1256

In this subsection, we provide a detailed overview1257

of the implementation of each module within the1258

client’s layers.1259

C.2.1 Foundation Layer1260

Network Infrastructure Module In IoA, all1261

clients maintain a persistent connection to the1262

server using the WebSocket protocol, similar to1263

an instant messaging application. When a client1264

sends a message, it is transmitted to the server,1265

which parses the comm_id field in the message and1266

forwards it to the other clients in the corresponding1267

group chat via their respective WebSocket connec-1268

tions. The real-time nature of WebSocket ensures1269

that messages are delivered promptly, enabling1270

clients to receive and respond to messages with-1271

out delay.1272

Data Infrastructure Module To support the data1273

storage and retrieval requirements of the upper-1274

level Data Layer modules, we employ SQLite as1275

the primary database solution. SQLite provides a1276

lightweight and efficient means of persisting and1277

accessing data related to agent contacts, group in-1278

formation, and task management. By leveraging1279

SQLite, the client can store and retrieve informa-1280

tion about encountered agents, group chat details,1281

and task assignments, ensuring data consistency1282

and availability throughout the collaboration pro-1283

cess.1284

Agent Integration Module The Agent Integra- 1285

tion Module defines the protocol that third-party 1286

agents must adhere to in order to seamlessly inte- 1287

grate with IoA. Currently, the agent integration pro- 1288

tocol in IoA requires agents to implement a func- 1289

tion def run(task_desc: str) -> str, which 1290

accepts a task description as input and returns a 1291

summary of the task completion. This simple yet 1292

effective protocol allows diverse agents to be in- 1293

corporated into the framework, enabling them to 1294

contribute their unique capabilities to the collab- 1295

oration process. As IoA evolves, the integration 1296

protocol can be extended to support more advanced 1297

functionalities and interaction patterns. 1298

C.2.2 Data Layer 1299

Agent Contact Module The Agent Contact Mod- 1300

ule is responsible for maintaining a record of the 1301

clients that the current client has previously col- 1302

laborated with. It stores information such as the 1303

names and descriptions of these clients, provid- 1304

ing a valuable reference for future collaborations. 1305

The module aims to support the client in evaluat- 1306

ing and storing collaboration outcomes after each 1307

task, allowing it to make informed decisions when 1308

forming teams for subsequent tasks. During the 1309

team formation process, the information stored in 1310

this module is included in the prompt to assist the 1311

client in selecting the most suitable partners based 1312

on prior experiences. 1313

Group Info Module The Group Info Module 1314

manages all group chat-related information, includ- 1315

ing the following fields: 1316

• comm_id (str): The unique identifier of the 1317

group chat. 1318

• goal (str): The objective or task that the group 1319

chat aims to accomplish. 1320

• team_members (str): The list of agents partic- 1321

ipating in the group chat. 1322

• state (str): The current state of the group 1323

chat (e.g., team formation, discussion, task 1324

assignment, conclusion). 1325

• conclusion (str | None): The final outcome 1326

or conclusion reached by the group chat. 1327

• team_up_depth (int): The depth of the nested 1328

team formation within the group chat. 1329
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• max_turns (int): The maximum number of1330

communication turns allowed in the group1331

chat.1332

By organizing and persisting this information,1333

the Group Info Module enables clients to maintain1334

a coherent view of the ongoing collaborations and1335

their progress.1336

Task Management Module The Task Manage-1337

ment Module is responsible for storing and track-1338

ing the tasks assigned within each group chat. It1339

maintains the following fields for each task:1340

• task_id (str): The unique identifier of the1341

task.1342

• task_desc (str): The detailed description of1343

the task.1344

• task_abstract (str): A concise summary of1345

the task.1346

• assignee (str): The agent assigned to com-1347

plete the task.1348

• status (enum): The current status of the task1349

(e.g., pending, in progress, completed).1350

• conclusion (str | None): The final result or1351

outcome of the task.1352

By keeping track of task-related information, the1353

Task Management Module enables clients to moni-1354

tor the progress of assigned tasks and ensures that1355

all task-related data is readily available for refer-1356

ence and decision-making purposes.1357

C.2.3 Interaction Layer1358

Team Formation Module As briefly intro-1359

duced in Section 3.1, when a client re-1360

ceives a task, it is equipped with two essen-1361

tial tools: search_agent(desc: list[str])1362

-> list[agent] and team_up(team_members:1363

list[str] | None) -> comm_id. The client must1364

decide whether to utilize the search_agent tool1365

to find agents on the server that match the spec-1366

ified description, or to directly call the team_up1367

tool based on the discovered agents and histori-1368

cal collaboration information. If the client invokes1369

team_up without specifying any agents, it implies1370

that the task will be completed by a single agent. To1371

prevent infinite loops, IoA imposes a limit on the1372

maximum number of tool calls, set to 10 by default.1373

If the client reaches this limit without successfully1374

launching a group chat, it is forced to invoke the1375

team_up tool to initiate the collaboration process.1376

Communication Module The Communication 1377

Module handles the core functionalities of message 1378

generation and message reception. When a client 1379

generates a message, IoA processes it according to 1380

the agent message protocol. If the message type is 1381

conclusion, the client enters the conclusion phase, 1382

where it provides a final answer to the group chat 1383

goal based on the accumulated chat records and 1384

task completion information. In the case of a pause 1385

& trigger message, the framework prompts the 1386

client to generate the task IDs that require trig- 1387

gers and broadcasts them to all group members. 1388

For discussion or task assignment messages, 1389

they are directly broadcast to all participants in the 1390

group chat. 1391

Upon receiving a message, the client parses it 1392

according to the agent message protocol. If the 1393

next_speaker field does not include the current 1394

client, the message is simply added to the group 1395

chat history. However, if the client is designated as 1396

the next speaker, it must take appropriate actions 1397

based on the message type. For discussion mes- 1398

sages, the client generates a response to continue 1399

the conversation. In the case of sync or async 1400

task assignment messages, the client extracts its 1401

assigned task from the chat record, summarizes it, 1402

and specifies the relevant information to be passed 1403

to the integrated agent. The agent then executes the 1404

task based on the summarized description and rele- 1405

vant chat messages, returning the result upon com- 1406

pletion. If the message type is pause & trigger, 1407

the client updates the corresponding task triggers 1408

in the Task Management Module. 1409

The Communication Module, in conjunction 1410

with the other modules in the Interaction Layer and 1411

Data Layer, enables seamless and structured col- 1412

laboration among agents. By adhering to the well- 1413

defined agent message protocol and leveraging the 1414

functionalities provided by the various modules, 1415

clients can effectively participate in discussions, as- 1416

sign tasks, and coordinate their actions to achieve 1417

the desired goals. 1418

C.3 Server 1419

The server component of IoA serves as the cen- 1420

tral hub for agent coordination, communication, 1421

and management. It comprises three layers: the 1422

Foundation Layer, the Data Layer, and the Interac- 1423

tion Layer. Each layer contains modules that work 1424

together to facilitate agent registration, discovery, 1425

and message routing. In this subsection, we pro- 1426

vide a detailed description of the implementation 1427
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of each module within the server’s layers.1428

C.3.1 Foundation Layer1429

Network Infrastructure Module and Data In-1430

frastructure Module The Network Infrastruc-1431

ture Module and Data Infrastructure Module in the1432

server are largely similar to their counterparts in1433

the client. However, the server’s Data Infrastruc-1434

ture Module incorporates the use of the Milvus1435

vector database to support the construction and1436

maintenance of the Agent Registry. Milvus enables1437

efficient similarity search and retrieval of agent in-1438

formation based on their characteristics, allowing1439

the server to provide clients with the functionality1440

to discover and match agents effectively.1441

Security Module While the Security Module is1442

not extensively utilized in the current implementa-1443

tion of IoA, we acknowledge its crucial role in en-1444

suring the integrity and reliability of the framework1445

in real-world deployments. This module is respon-1446

sible for verifying and controlling the integration of1447

third-party agents into the clients, preventing mali-1448

cious agents from compromising the entire frame-1449

work. As IoA evolves, the Security Module will be1450

enhanced to provide robust authentication, autho-1451

rization, and monitoring mechanisms, safeguarding1452

the collaborative environment from potential secu-1453

rity threats.1454

C.3.2 Data Layer1455

Agent Registry Module The Agent Registry1456

Module maintains a comprehensive record of all1457

clients integrated into the server. When a client1458

connects to the server, it is required to provide a de-1459

tailed description of the integrated agent, including1460

its name and capability description. This infor-1461

mation is stored in the Agent Registry, enabling1462

similarity matching based on agent characteristics.1463

The Agent Registry serves as a central repository1464

for agent information, facilitating agent discovery1465

and team formation processes.1466

Session Management Module The Session Man-1467

agement Module is responsible for managing the1468

WebSocket connections of all online agents and1469

keeping track of the group chats they participate in.1470

It maintains a mapping between agents and their re-1471

spective WebSocket connections, as well as the as-1472

sociations between agents and group chats. When1473

a client sends a message, the Session Management1474

Module ensures that the message is properly routed1475

to all clients involved in the corresponding group1476

chat, guaranteeing reliable and efficient communi- 1477

cation within the collaborative environment. 1478

C.3.3 Interaction Layer 1479

Agent Query Module The Agent Query Module 1480

handles incoming requests from clients seeking to 1481

discover and match agents based on specific charac- 1482

teristics. Upon receiving a query request, the mod- 1483

ule converts the provided characteristics into vector 1484

representations and performs similarity matching 1485

against the agents stored in the Agent Registry. The 1486

implementation of this module can vary depending 1487

on the specific requirements and scalability needs 1488

of the framework. For instance, techniques such as 1489

BM25 or other information retrieval methods can 1490

be employed to enhance the matching process and 1491

improve the relevance of the returned agent results. 1492

Group Setup Module The Group Setup Mod- 1493

ule is responsible for handling client requests to 1494

create new group chats. When a client submits 1495

a request to set up a group chat, specifying the 1496

desired team members, the Group Setup Module 1497

processes the request and initializes a new group 1498

chat instance. It assigns a unique comm_id to the 1499

newly created group chat and notifies all participat- 1500

ing clients about their inclusion in the chat. The 1501

Group Setup Module works in conjunction with 1502

the Session Management Module to ensure that the 1503

necessary WebSocket connections and mappings 1504

are established for efficient communication within 1505

the group chat. 1506

Message Routing Module The Message Routing 1507

Module plays a critical role in facilitating commu- 1508

nication between clients within group chats. When 1509

a client sends a message, the Message Routing 1510

Module receives the message and parses it accord- 1511

ing to the agent message protocol. Based on the 1512

comm_id specified in the message, the module iden- 1513

tifies the corresponding group chat and forwards 1514

the message to all clients associated with that chat. 1515

The Message Routing Module leverages the infor- 1516

mation maintained by the Session Management 1517

Module to ensure accurate and timely delivery of 1518

messages to the intended recipients. 1519

The server component of IoA, with its carefully 1520

designed modules and interactions, provides a ro- 1521

bust and efficient infrastructure for agent coordina- 1522

tion, communication, and management. By leverag- 1523

ing the capabilities of the Foundation Layer, Data 1524

Layer, and Interaction Layer, the server enables 1525

seamless agent discovery, team formation, and mes- 1526
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sage exchange, fostering a collaborative environ-1527

ment where diverse agents can work together to1528

achieve common goals.1529

As IoA continues to evolve, the server compo-1530

nent will be further enhanced to incorporate ad-1531

vanced features such as load balancing, fault toler-1532

ance, and scalability, ensuring that the framework1533

can handle the growing demands of real-world1534

multi-agent systems. Additionally, the Security1535

Module will be strengthened to provide comprehen-1536

sive security measures, safeguarding the integrity1537

and confidentiality of agent interactions within the1538

framework.1539

C.4 Implementation Details of Different1540

Experiments1541

In this section, we provide an overview of the im-1542

plementation details for each experiment conducted1543

to evaluate the performance of IoA.1544

C.4.1 GAIA1545

For the GAIA benchmark, IoA integrated four1546

ReAct agents: Web Browser, Code Executor,1547

YouTube Transcript Downloader, and Wikidata1548

Searcher. The tools provided to Web Browser and1549

Code Executor agents are adapted from the Auto-1550

Gen framework with minor modifications to ensure1551

compatibility with IoA. To address the YouTube-1552

related tasks in GAIA, we develop a YouTube1553

video transcript downloader based on PyTube4. For1554

videos without readily available transcripts, the tool1555

employs the Whisper model to transcribe spoken1556

language into text. Similarly, we adapt the Wiki-1557

data tool from Langchain5 to fit the IoA ecosystem.1558

These adaptations showcases a key feature of IoA:1559

when a task requires a specific tool, it can be easily1560

integrated into the system through its implementa-1561

tion and agent adaptation, enabling it to participate1562

in task completion.1563

Due to budget constraints, we conduct perfor-1564

mance testing on the GAIA validation set. Despite1565

this limitation, the results provide valuable insights1566

into the effectiveness of IoA in handling complex,1567

multi-step tasks.1568

C.4.2 Open-Ended Instruction Benchmark1569

To create a diverse and challenging benchmark for1570

evaluating the performance of IoA on open-ended1571

4https://github.com/pytube/pytube
5https://python.langchain.com/v0.1/docs/

integrations/tools/wikidata/

tasks, we construct a set of 153 instructions span- 1572

ning four categories: search & report, coding, math, 1573

and life assistance. The benchmark construction 1574

process involved three main steps: 1575

First, we select the instructions based on the 1576

real-world complex tasks used by XAgent (Team, 1577

2023). These instructions were categorized into the 1578

four aforementioned groups. Second, to increase 1579

the diversity of the benchmark, we manually cre- 1580

ate an additional 10 complex tasks. Finally, we 1581

use the Self-Instruct method (Wang et al., 2023d) 1582

to generate approximately 200 instructions, using 1583

the previously selected instructions as seeds. After 1584

manual screening and modification, we obtained 1585

the additional 94 instructions, resulting in a total of 1586

153 tasks. The benchmark eventually consists of 1587

52 search & report tasks, 30 coding tasks, 30 math 1588

tasks, and 41 life assistance tasks. By incorporating 1589

a diverse set of open-ended instructions, this bench- 1590

mark allows for a comprehensive evaluation of the 1591

performance and versatility of IoA in handling a 1592

wide range of real-world scenarios. We show one 1593

example instruction for each category in Fig. 10. 1594

Evaluation Methodology. For IoA, we consider 1595

the final conclusion generated by the agents as the 1596

final answer. However, since AutoGPT (Signifi- 1597

cant Gravitas, 2023) and Open Interpreter (Open 1598

Interpreter, 2023) complete tasks in multiple steps 1599

and do not inherently generate a conclusion, we 1600

prompted them to provide a detailed conclusion as 1601

the final answer after task completion. 1602

Inspired by the pairwise comparison evaluation 1603

method used in MT-Bench (Zheng et al., 2023b), 1604

we employ GPT-4 to evaluate the responses of IoA 1605

against AutoGPT and Open Interpreter. To mit- 1606

igate potential biases introduced by the order of 1607

the responses, we alternate the order of the two 1608

responses when presenting them to GPT-4 for eval- 1609

uation. A result is counted as a win for a system 1610

only when it is consistently determined to be su- 1611

perior to its competitor in both orderings. In cases 1612

where the performance is inconsistent across the 1613

two orderings, the result is considered a draw. 1614

C.4.3 Embodied Agent Tasks 1615

For the RocoBench experiments, we adhere to 1616

the original paper’s methodology, which relies on 1617

discussions and parsing specific formatted strings 1618

from the discussion results to determine the em- 1619

bodied agent’s actions, rather than using agents to 1620

call tools directly. We implement two clients that 1621

communicate without integrated agents, requiring 1622

18
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them to output strings in the RocoBench format1623

at the conclusion stage. These strings are then1624

parsed and used to interact with the environment1625

using RocoBench’s predefined parsing functions.1626

This approach serves as a validation of IoA’s client1627

implementation and communication mechanism1628

design.1629

To accommodate the varying requirements of dif-1630

ferent tasks in RocoBench, we adopt task-specific1631

settings. For the Sort, Sandwich, and Sweep tasks,1632

which exhibit strong interdependencies between1633

steps, we retained the chat history and continued1634

each new action discussion based on the previous1635

group chat. In contrast, for the Cabinet and Rope1636

tasks, where the steps were less interdependent, we1637

initiated a new group chat for each action to op-1638

timize costs. Other settings remained consistent1639

with the Roco Dialog baseline.1640

C.4.4 Retrieval-Augmented Generation1641

For the retrieval-augmented generation (RAG)1642

question-answering task, we follow the settings out-1643

lined in Apollo’s Oracle. We provide agents with1644

two evidence pools: one derived from Wikipedia1645

and the other from Google. For Wikipedia, we uti-1646

lize Pyserini’s pre-built index of Wikipedia content1647

up to January 20, 2021, retrieving the top 10 most1648

relevant results for each query. For Google, we di-1649

rectly access the Google Search API, returning the1650

top 5 most relevant results for each query. These1651

tools were made available to the client-side LLMs,1652

enabling them to query relevant information during1653

discussions and ultimately provide well-informed1654

answers.1655

To evaluate the performance of IoA on the RAG1656

task, we randomly sample 500 entries from the1657

validation or test sets of the four datasets. After the1658

model generates answers, we employ GPT-4 for1659

answer evaluation. Specifically, we provide GPT-41660

with the dataset answers and the model’s answers,1661

requiring it to output its reasoning in a Chain of1662

Thought (CoT) manner before providing a final1663

correctness judgment.1664

D Visualization of RocoBench1665

We provide the visualization of RocoBench1666

at Fig. 9. The cabinet task requires three agents to1667

collaborate: two agents open and hold the cabinet1668

door while the third agent retrieves two cups from1669

inside the cabinet and places them onto coasters1670

that match the color of the cups. The sweep task1671

involves two agents coordinating their actions: one1672

agent controls a broom to sweep cubes, while the 1673

other agent holds a bucket to collect the cubes, and 1674

finally, they dump all the cubes into a dustbin. In 1675

the sandwich task, two agents work together to 1676

pick up ingredients and stack them according to a 1677

given recipe. The sort task requires three agents 1678

to place three cubes onto coasters with matching 1679

colors. Since each agent can only reach a limited 1680

area, they must coordinate their movements. Lastly, 1681

the rope task involves agents moving a rope into 1682

a bracket. They must communicate effectively to 1683

decide the correct path for maneuvering the rope. 1684

E Simulated Environment for Team 1685

Formation Evaluation 1686

To construct a simulated environment for evalu- 1687

ating the team formation mechanism, we employ 1688

GPT-4-1106-preview to generate a diverse set of 1689

tasks and agents. The dataset construction process 1690

involved the following steps: 1691

1. Task Generation: 1692

• Using ChatGPT-4, we generate 399 dis- 1693

tinct categories of theme keywords, cov- 1694

ering various domains such as sports, 1695

lifestyle, and entertainment. 1696

• From these categories, we randomly se- 1697

lect 25 themes and task GPT-4 with gen- 1698

erating task descriptions related to at 1699

least four themes from the selected set, 1700

thus obtaining a task that require diverse 1701

agents with different capabilities. 1702

• Task descriptions are generated in JSON 1703

format using the GPT-4 API, ensuring a 1704

structured and consistent representation. 1705

2. Agent Generation: 1706

• After generating the tasks, for each task, 1707

we again prompt GPT-4 to construct at 1708

least two agents with varying capabilities 1709

for the given task, including the name of 1710

the agent and the description of the agent. 1711

• The agent profile format is designed to 1712

align with the server-side agent registry, 1713

facilitating seamless integration and in- 1714

teraction within IoA. 1715

An example of a generated task description in 1716

JSON format is as follows: 1717
1718

1 { 1719

2 "task_id": "xxx", 1720
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Figure 9: The different environments in RocoBench.

3 "task_description": "Develop a1721

mobile app that helps users1722

plan and manage their1723

personal finance, including1724

budgeting, expense tracking,1725

and investment suggestions1726

."1727

4 }17281729

Similarly, an example of an agent profile in1730

JSON format is:1731
1732

1 {1733

2 "agent_name": "FinanceGuru",1734

3 "agent_description": "1735

FinanceGuru is a highly1736

skilled agent specializing1737

in personal finance1738

management. It has extensive1739

knowledge of budgeting1740

techniques, expense tracking1741

tools, and investment1742

strategies. FinanceGuru can1743

provide personalized1744

recommendations based on a1745

user 's financial goals and1746

risk tolerance ."1747

4 }17481749

By generating a diverse set of tasks and agents1750

with varying capabilities, we create a comprehen-1751

sive simulated environment for evaluating the team1752

formation mechanism. This environment enables1753

us to assess the effectiveness of IoA in assembling1754

appropriate teams based on task requirements, ad-1755

dressing the limitations of existing benchmarks in1756

providing suitable large-scale agent evaluation sce-1757

narios.1758
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 Please complete the function according to its comment. 
 def minimumTime(grid: List[List[int]]) -> int:
 """
 You are given a m x n matrix grid consisting of non-negative integers
 where grid[row][col] represents the minimum time required to be able to
 visit the cell (row, col), which means you can visit the cell (row, col)
 only when the time you visit it is greater than or equal to grid[row][col].
 
 You are standing in the top-left cell of the matrix in the 0th second, and
 you must move to any adjacent cell in the four directions: up, down, left, and
 right. Each move you make takes 1 second.
 
 Return the minimum time required in which you can visit the bottom-right cell
 of the matrix. If you cannot visit the bottom-right cell, then return -1.
 
 Example 1:
 
 Input: grid = [[0,1,3,2],[5,1,2,5],[4,3,8,6]]
 Output: 7
 Explanation: One of the paths that we can take is the following:
 - at t = 0, we are on the cell (0,0).
 […]
 
 Constraints:
 
 […]
 """

 After you complete the function, display the content of the script as res.py 
directly.

In a country, there are cities connected by 
one-way roads. It's known that from any city, 
there is a route (possibly passing through 
other cities) leading to the capital. Prove that 
it's possible to choose one road from each city 
in such a way that all chosen roads lead 
directly or indirectly to the capital.

Review three smartphone models (Apple 
iPhone 13, Samsung Galaxy S22, and Google 
Pixel 6) based on camera quality, battery life, 
user interface, and price to decide the best 
buy.

I am a 35-year-old software engineer who is 
vegan and looking to optimize for a balanced 
diet containing 2500 calories per day. Create a 
personalized weekly meal plan for me. Include 
three meals and two snacks per day, paying 
close attention to incorporating a variety of 
protein sources to meet daily protein needs. 
Provide a detailed grocery list that organizes 
ingredients by aisle for a standard grocery 
store layout.

Coding

Math

Search & Report:

Life Assistant
Figure 10: Example instructions from different categories in our open-ended instruction benchmark
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