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ABSTRACT

Online Test-Time Adaptation (OTTA) aims to adapt a pre-trained model to un-
labeled test instances under domain shift in an online manner, where domain
knowledge that the model accumulates from previously observed mini-batches
directly affects its predictions on subsequent instances. Most previous OTTA
methods exploit domain knowledge at a coarse-grained batch level, which pre-
vents the model from fully absorbing the domain knowledge. To deal with this
problem, we propose a novel framework CUrriculum Pseudo-Labeling for Online
Test-time adaptation (CUPLOT), which further mines orderly domain knowledge
at a fine-grained instance level. Specifically, CUPLOT prepares the arriving batch
as a series of curricula based on the modeled relevance of domain knowledge
between the model and instances. Then, the model orderly learns the instances with
pseudo-labels generated by class prototypes in each curriculum. In this way, the
domain knowledge is accumulated in a fine-grained manner through instances of
curricula rather than mini-batches, improving the absorption of domain knowledge
and the performance of the model. Theoretically, we prove that the curriculum
pseudo-labels could enable the model to have a stronger adaptation ability, resulting
in a tighter bound of approaching the Bayes optimal classifier on the target domain.

1 INTRODUCTION

Online Test-Time Adaptation (OTTA), an emerging paradigm, aims to continue to train a pre-trained
model with unlabeled instances from a different target domain in an online manner during test time.
Due to the difficulty in collecting training samples from the source domain exactly identical to the
target domain encountered during testing, the need to adapt the model in the test phase leads to
various applications for OTTA techniques, such as medical image analysis (He et al.,[2021; Ma et al.,
2022)), autonomous driving (Volpi et al., [2022} |Bahmani et al., [2023)), and speech processing (Lin
et al.l [2022; |[Kim et al.||2022).

In OTTA, the model can’t access previously observed mini-batches, yet it can accumulate domain
knowledge, which directly impacts its predictions on subsequent instances. To accomplish the
OTTA task, many approaches have been proposed to exploit domain knowledge in unlabeled test
instances. |Wang et al.| (2020); \Gong et al.[(2022); |[Mirza et al.| (2022); |Bowen Zhao| (2023) modulate
the statistics of the batch normalization layer to update domain knowledge of the model when a
test mini-batch arrives. [Zhang et al.| (2022); Jing et al.| (2022)); [Niu et al.|(2023)); Lee et al.| (2024)
perform entropy minimization to satisfy the necessary condition to have learned domain knowledge,
i.e., more confident predictions on test instances. Iwasawa & Matsuol| (2021); |Goyal et al.| (2022);
Shin et al.| (2022); Yang et al.[(2022); [Dobler et al.[(2023)); Jang et al.|(2023)); Wang et al.| (2023)); Sun
et al.| (2024) focus on generating pseudo-labels for unlabeled test instances to build an empirical risk
estimator, enabling the model to absorb domain knowledge in a supervised learning manner.

Intuitively, the more domain knowledge accumulated from each batch, the more beneficial it is for
subsequent predictions. However, most previous OTTA methods only exploit domain knowledge at a
coarse-grained batch level, limiting the absorption of the domain knowledge from some representative
instances. For instance, if the gradient on an instance is more inconsistent with the overall gradient
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on the batch, its domain knowledge will be diluted or even harm the absorption of domain knowledge
from other instances, leading to less knowledge being absorbed at the batch level.

Hence, in this paper, we propose to further mine domain knowledge at a more fine-grained instance
level by considering the learning sequence of the instances within each batch from two aspects. First,
the arrived batch is organized as a series of curricula based on the modeled relevance of domain
knowledge between what has been learned by the model and what is about to be learned by the model.
Second, the model orderly learns the instances with pseudo-labels generated by class prototypes
in each curriculum. The proposed framework is named CUPLOT, i.e., CUrriculum Pseudo-Labels
for Online Test-time adaptation, which accumulates the domain knowledge in a more fine-grained
manner through instances of curricula rather than mini-batches, improving the absorption of domain
knowledge and the performance of the model. Our contributions are summarized as follows:

* Practically, we propose a curriculum learning framework for OTTA, which prepares the arriving
batch as organized curricula and generates pseudo-labels deeply dependent on the curricula,
improving the absorption of domain knowledge at a fine-grained level.

* Theoretically, we demonstrate that the curriculum pseudo-labels could enable the model to have a
stronger adaptation ability, resulting in a tighter bound of approaching the Bayes optimal classifier
on the target domain.

2 RELATED WORKS

Online Test-Time Adaptation (OTTA), a practical learning process to deal with domain shift Ben-
David et al| (2010); [Saenko et al.| (2010); |[Lu et al.| (2020), attempts to update parameters of the
predictive model already trained on a source domain dataset by processing unlabeled mini-batch
datasets from a target domain in a streaming manner with no access to the source domain dataset.
Recently, various approaches have been proposed to contribute to OTTA.

Batch-normalization-based approaches|Wang et al.| (2020); /Gong et al.| (2022); Mirza et al.| (2022);
Bowen Zhao|(2023) adjust the statistics of the batch normalization layer to update the model’s domain
knowledge upon the arrival of a test mini-batch. For example. |Wang et al.|(2020) suggest updating
the batch normalization statistics in the pre-trained model by using the estimated statistics from the
online test batch. |[Mirza et al.| (2022)) stabilize the running mean and variance in batch normalization
by augmenting the incoming instance to form a tiny batch and introducing the decaying momentum
for the mean and variance. |Gong et al.| (2022)) and Bowen Zhao| (2023) further address class bias
through sampling and weighting techniques during estimating normalization statistics, respectively.

Entropy-minimization-based approaches Zhang et al.[(2022); Jing et al.| (2022); Niu et al.| (2023); Lee
et al.| (2024) conduct entropy minimization to learn domain knowledge, since a well-adapted model
outputs more confident predictions on test instances. [Zhang et al.|(2022) focus on single-instance
robustness and suggest minimizing the entropy calculated from the average output distribution of
the model across various augmentations. [Jing et al.| (2022)) utilize the entropy loss as the likelihood
function and put forward a variational model perturbation approach. Moreover. Niu et al.[(2023) and
Lee et al.|(2024) select part of the arriving instances to perform reliable entropy minimization.

Pseudo-labeling-based approaches Iwasawa & Matsuo|(2021); |Goyal et al.|(2022); [Shin et al.| (2022);
Yang et al.[(2022); Dobler et al.[(2023); Jang et al.| (2023); Wang et al.| (2023)); |Sun et al.| (2024)
attempt to generate high-quality pseudo-labels for unlabeled test instances to perform empirical
risk minimization, which allows the model to absorb domain knowledge in a supervised learning
manner. For instance, based on the distances in feature space. [wasawa & Matsuo| (2021)) build a
pseudo-prototype for each class, which has the ability to classify new samples. (Goyal et al.| (2022)
utilize a derived conjugate pseudo label to train the model in a self-training manner. Shin et al.
(2022)) combine predictions from multiple modalities to generate pseudo-labels with a selective fusion
strategy. Meanwhile. [Yang et al.|(2022) average the predictions of neighboring samples stored in a
memory bank to produce soft pseudo-labels. [Dobler et al.| (2023) train the model with a symmetric
cross-entropy loss to ensure prediction consistency between the simulated teacher and student models,
andJang et al.|(2023)) intend to ensure prediction consistency between prototype-based and neighbor-
based classifiers. [Wang et al.| (2023)) aim at feature alignment and uniformity through the test-time
self-distillation and memorized spatial local clustering. |Sun et al|(2024) refine the generation process
of pseudo-labels by integrating the previous prototype-based and nearest-neighbor methods as a
prototype-based graph model.
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Most previous OTTA methods only absorb domain knowledge at a coarse-grained batch level, limiting
the absorption of the domain knowledge. Motivated by curriculum learning [Bengio et al.| (2009);
Kumar et al.|(2010); Zhou et al.| (2020b)); |Abbe et al. (2023)), where a model is trained from easier
instances to harder ones by emulating meaningful learning sequence in human curricula, we propose
the CUPLOT framework. Compared to previous curriculum learning work [Zhou et al.|(2020a); |Zhang
et al.[(2021); Karim et al.|(2023)) in related fields, which primarily focus on the absorption of in-class
knowledge, our proposed framework emphasizes on the systematic acquisition of domain knowledge
and is supported by solid theoretical foundations. Specifically, the adapted model is expected to
first learn the easier instances containing domain knowledge relevant to the already learned domain
knowledge, and then attempt to conquer the harder instances containing deep domain knowledge.

3 PROPOSED METHOD

3.1 PRELIMINARIES

Following the literature Yu Sun| (2020); Boudiaf et al.| (2022); Bowen Zhao| (2023)); |Shuaicheng Niu
(2024), we consider the multi-class classification lan Goodfellow & Bengio| (2016) as the original
training task for TTA. Let X C R? denote the ¢g-dimensional instance space, Y = {1,2,...,c} be

the label space, where ¢ is the number of classes, Ds = {(«;, yt)}f:0 1 be the dataset from the source
domain S, where the instance x; € X and correct label y; € ) is independently sampled from a
joint distribution ps(x, y), Dy = (D, D%, ..., DX) be a sequence of unlabeled mini-batches from

the target domain 7, where D% = {x! ?;1 is the received mini-batch dataset at the ¢-th step during
test-time inference and the observed instance ! € X with unobserved correct label y! € ) is subject
to a misaligned joint distribution pr(x, y) # ps(x,y), f(; ®) : X — A~ denote the predictive
model f parameterized by ®, where A°~! is the c-dimensional probability simplex.

In TTA, we have completed the training of the prediction model f on the source domain dataset Dg,
and its parameters have been updated to @°. Given the received mini-batch dataset DY at t-th step,
we aims to update the parameters of the predictive model from @¢~! to ®?, such that it could assign
each instance x! with its correct label y!. Overall, TTA attempts to maximize the following objective:

T nt
O — 2im1 2.1 Uyi = argmaxjey f;(xf; ©')]
23:1 nt
where I[-] is the indicator function. Note that we follow the same protocol as|Yu Sunl (2020) where
optimization is performed ahead of evaluation.

; ey

3.2 THE CUPLOT FRAMEWORK

Our CUPLOT framework aims to allow the predictive model to learn at the ¢-th batch with a more
optimal instance sequence, thereby enabling the model to absorb the domain knowledge of the target
domain more effectively. Specifically, the optimization step for the ¢-th batch is further decomposed
into K* € {1,2,...,n'} ordered curricula, each of which uses only a selected subset of the received
batch D% for the optimization of the predictive model.

Let M! = [mf1;mb2; .. ;mbE'|T € {0,1}5 %" o represent the sequence matrix of curriculum
content, where the vector % = [m}* mb* ... ,mfl’tk ] € {0,1}"" indicates whether the instance
x! € DL should be included as the content of the k-th curriculum and participate in the k-th sub-step

optimization. Then, the overall optimization of ®*~! at the ¢-th batch is formulated as:

n' K' t. @t—1,k—1\ gt.k
t_ ot—1 Lk@[(f(a};@ ’ ),d;")
@' =0"-ad > m i
i=1 k=1
K nt
> mpt <t @)
st. V1<K <K?, ’“:“;1
mb* =0
k=1

[OV)
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Here, « is the step size of the optimization, ¢ is the cross-entropy loss, and df’k

[dﬁj]f, dfé’“ et dff ] € R® denotes the curriculum pseudo-label of the instance =} with 337, dj ; = 1.
Besides, at the k-th curriculum within the ¢-th batch, the model parameters is updated from @¢~1.+~1
to ©®~1* in Eq. (2) as follows:
. LN OU(f(al O ) b
t—1,k _ t—1,k—1 t,k 39 s &y
© =© a O‘Zmi H9@t—1k—1 ) )
i=1

where @'~ 1.0 = @'~ at the beginning step when k = 1.

Next, we program the sequence of course content M* in Eq. (2) to activate our curriculum framework
by resorting to gradient consistency % = [pi’k, u;’k, R ,u;tk | € R" to decide the k-th curriculum
content m**. Adopting reverse thinking, if the gradient on an instance is more inconsistent with the
overall gradient on the batch, its knowledge will be diluted and less knowledge will be absorbed by
the model at the batch level. Therefore, during our more fine-grained instance-level learning, such an
instance should be scheduled for later in the learning curriculum. This is in the hope that after the
model has learned more domain knowledge, it will be able to effectively learn from such an instance.

On one hand, the gradient g/ ** on the instance x! is calculated as follows:

gt,k- _ aé(f(mg;@t—l,k—l)’d?k_l)

4
i H@t—1,k—1 @)
On the other hand, the gradient on the content to be learned GH* is calculated as follows:
n' . @t—1k—1y gt.k—1
t,k tk—1 OL(f(xy; O 1) d; )
G = -t TR e ), s)
i=1
where the vector s*F 1 = [sPF 1 s 5P € £0,1)7" denotes the cumulative curriculum
tk—1 _

content consisting of the learned instances before the k-th step within ¢-th batch, i.e., s*

Z:;ll mt* itk — 1 > 1, and thus 1 — sﬁ’kil denotes the content to be learned. When k = 1, we

set s"*~1 = 0and dF 7! = f(al; @ 1AL,

Based on Eq. li and l) the gradient consistency ufk for the instance @} is measured as follows:
1

llgi* — GUE|L

whose larger value indicates that the gradients are more consistent.

tk _
Ky =

(6)

After obtaining the gradient consistency p'*, we generate the k-th curriculum content:
mt,k _ ¢(ut,k) . (1 _ St,kfl)7 @)

where 1 : R™ {0, 1}”" with ¥ (ub*) = ]I[uﬁ’k > 0], and 0 is a threshold employed to sieve
the instance according to the gradient consistency u'**. Practically, by considering efficiency while
adapting, the threshold § is usually set as the top-B value of the vector u* - (1 — s©*~1) with
B = round(log(1 — s**~1)), and the number of scheduled curricula K* is set around log n’.

Then, we consider the generation of the pseudo label dﬁ’k in Eq. and . The pseudo-label
df’k deeply depends on the previously learned curriculum content, and thus is called curriculum

pseudo-labeling in our framework. Specifically, if mﬁ’k = 1, the curriculum pseudo-label d! of the
instance ! will be generated as follows:

di* = Softmax (T2l FWHFT) (®)

where 7} is introduced to control the smoothness of the curriculum pseudo-label d! of the in-
stance :cﬁ sz € RX7 is a extracted feature vector in the r-dimensional space, and Wtk —

[wi’k, w;’k, o, wbk]T € ReXT s the ¢ class prototypes at the k-th curriculum. In our CU-

PLOT framework, we employ a ()-layer neural network with the Softmax operation as the in-
stantiation of the predictive model f(-; ®) = Softmax(h(¢(-; O1.0-1); Og)), where @1.9_1 =
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Algorithm 1 The CUPLOT Framework

Input: The pre-trained predictive model f(-; ©°), a sequence of unlabeled mini-batches D
1: fort=1,2,...,7T do
2. fork=1,2,...,K'do
Evaluate the content to be learned through gradient consistency p*** based on Eq. @);
Arrange instances into the curriculum content mm’* according to Eq. ;
Generate the curriculum pseudo-label df’k for each instance based on Eq. @)
Optimize the parameters of the model from ©'~ ¥~ to @*~1* based on Eq. (3);
7:  end for
8: end for
Output: The predictive model f(-; 7).

AN

{©1,03,...,09_1} denotes the parameters of the feature extractor ¢, @ denotes the parameters
of the last linear layer h. Hence, the extracted feature zf * is calculated by:

t—1,k—1

tk _ ¢(w§;®1:Q—1)
zZ = Loat—1k—1\
Hﬁb(a’w@l:Q—l )M

where the L1-norm is employed to perform normalization.

&)

The j-th class prototype w;%’k in W% will be calculated from the extracted features of the selected
instances in the previous curricula:

t ~ otk _tk
,wt_JC _ Z?:l H[yf = ]]si Z; (10)
j D bk
Z?=1 H[yf = jls;
where §! = argmax;cy f;(x!; @' ~1F71) is the prediction of the model on the instance @!. Practi-

cally, we follow |Wang et al.| (2023)) to maintain a memory bank to store the pairs of extracted features
and outputs of the model, and follow Iwasawa & Matsuo|(2021) to filter pairs which may be incorrect.

According to Eq. (8), (9), and (I0), we build a strong relationship between the pseudo label d
and the sequence matrix of curriculum M?, enabling domain knowledge to be absorbed in a more
fine-grained manner. The quality of the generated curriculum pseudo-labels improves accordingly,
thereby adapting the model to the test domain more effectively. The detailed algorithmic description
of CUPLOT is presented in Algorithm [T}

3.3 THEORETICAL ANALYSIS

To demonstrate the superiority of the curriculum framework in OTTA, we first need to define a crucial
concept helping us quantify the model’s proximity to the Bayes optimal classifier on target domain.

Definition 1. (e*-adaptation ability). Let L(®) := {x|y = arg max;cy f;(x; ©)} denote instances
predicted correctly by the model f with the parameters ©, and L(e) := {x|p(y|x) — p(o|x) < e},
where 0 = argmaxjcy j-, p(j|®), denote instance whose posterior margin between the highest and
second-highest is less than e. We say that the model f(-; ©) has the e-adaptation ability on the target
domain T, if e* = argmax, |L(©) N L(e)|, where | - | denotes the cardinality of a set.

The value of e can reflect the bound of the model’s approaching the Bayes optimal classifier, provided
that Tsybakov condition |(Chaudhuri & Dasgupta) (2014); Belkin et al.| (2018); |Qiao et al.| (2019)),
which quantifies how well classes are separated on the decision boundary {x : p(y|x) = p(o|x)},
is satisfied. Specifically, there exisits constants C, A > 0, and ¢q € (0, 1), such that for all € < ¢,
Plp(y|x) — p(o|x) < €] < Ce*. Then the chance of the model f(-; ®) with e*-adaptation ability to
be consistent with the Bayes optimal classifier on the target domain is bounded as follows:

Plz € L(®)] > 1 — Ce*, (11)
where we employ O(e*) to denote the above bound.

Next, we establish the relationship between the gradient update and the proportion of correct pseudo-
labels. Let ©®* denote the parameters of a well-adapted classifier under the target domain distribution
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Table 1: Classification accuracy of comparing approaches on image corruption benchmarks. Due to
the space limit, full results could be found on Table[T3}[T4]and[I5]in Appendix [A.8]

Methods CIFAR-10-C  CIFAR-100-C ImageNet-C
ErRM 55.51 34.20 40.05
BN 85.48 56.68 -
TENT 85.81 57.21 -
PL 85.91 58.44 49.99
SHOT-IM 86.33 59.14 54.43
T3A 59.56 34.89 39.67
TAST 85.30 51.52 34.67
TAST-BN 86.11 50.92 -
TsD 86.51 58.49 44.05
PROGRAM 82.10 55.63 34.45
DEYO 86.14 59.08 50.43
CUPLOT 87.35 60.11 55.21

pr(z,y), T = {ilargmax;cy d; ; = y;} denote some instances with correct pseudo-labels, Z =
{i|argmax;cy d; ; # y;} denote some instances with incorrect pseudo-labels. We make the
following assumption:

Assumption 1. Let VQ(D) = ZiED aw denote the gradient of the model f(-; ®) using
pseudo-labels on the instances with any index set D. Then there exists the constant ( > 0, we have

| - ve(p) - e < ¢

Assumption 1 implies that if © is updated using the instances with more correct pseudo-labels in
a batch, it will get closer to ®*, the parameters of the Bayes optimal classifier. In contrast, if © is
updated using the instances with more incorrect pseudo-labels in a batch, it will move further away
from ®*. Then under Assumption we could obtain the following theorem about the bound O(e*):
Theorem 1. Suppose that the difference between f;(x;®) and p(jlz) and the incorrectness of
pseudo-labels is bounded by the distance between © and ®%, i.e., there exist the constants 3,y > 0,
|fi(xz;©) — p(jlx)| < B||© — ©*|| and ggg} < v||® — ©*||. Consider an arriving batch DL,
the model trained with the pseudo-labels generated at the batch level has e*-adaptation ability
while another model trained with the pseudo-labels derived from the curriculum framework has
e*'-adaptation ability. Then, under Assumption|l| we could obtain:

O(e*') > O(e*). (12)

The proof of Theorem [I]is provided in Appendix [A.T] Theorem [T| shows that the chance of the
model trained with our curriculum pseudo-labels to be consistent with the Bayes optimal classifier
on the target domain could be bounded by a larger lower bound than that of the model trained with
coarse-grained batch-level pseudo-labels.

4 EXPERIMENTS

4.1 DATASETS

Following recent advancements in online test-time adaptation Jang et al.| (2023); Sun et al.| (2024),
we evaluate our proposed method using a combination of image corruption benchmark datasets and
domain generalization datasets. Specifically, we employ two widely employed image corruption
benchmarks CIFAR-10-C and CIFAR-100-C |Hendrycks & Dietterich| (2019), and one more
complex dataset ImageNet—C. These datasets introduce 15 types of common corruptions such as
Gaussian noise and motion blurring, which are systematically applied to the test sets of CIFAR-10,
CIFAR-100 and ImageNet-C to evaluate model robustness. For training, we use the original
training sets of CIFAR-10, CIFAR-100 and ImageNet as source domains, while the highest
severity level of corruption in CIFAR-10-C and CIFAR-100-C serves as the target domain. 20%
of the source domain data is reserved for validation purposes.

Beside, we conduct experiments on four domain generalization benchmarks: PACS |Li et al.|(2017)
with 9991 samples and 7 classes collected from 4 domains, VLCS [Torralba & Efros| (2011) with
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Table 2: Classification accuracy of comparing ap- Table 3: Classification accuracy of comparing ap-
proaches on domain generalization benchmarks  proaches on domain generalization benchmarks
with ResNet-18. Due to the space limit, full re- with ResNet-50. Due to the space limit, full re-
sults could be found on Table and sults could be found on Table and

in Appendix[A.8] in Appendix[A.§]
Methods PACS VLCS OfficeHome DomainNet Methods PACS VLCS OfficeHome DomainNet
ERM 80.08 75.23 62.41 35.74 ERM 85.47 76.64 67.69 43.29
BN 83.02 68.74 62.11 34.90 BN 86.09 68.35 67.18 41.54
TENT 83.28 69.25 62.30 35.36 TENT 86.58 69.08 67.48 42.42
PL 85.82 74.60 62.54 35.28 PL 86.13 73.81 67.61 42.38
SHOT-IM 82.70 70.99 63.62 35.89 SHOT-IM 85.35 69.32 67.98 43.46
T3A 82.26 75.93 63.83 36.29 T3A 86.01 77.41 68.76 44.11
TAST 84.60 70.88 63.53 35.37 TAST 86.56 68.53 68.70 42.38
TAST-BN 85.39 75.02 62.33 35.11 TAST-BN 89.23 71.63 63.60 42.49
TSD 87.48 74.81 63.12 35.50 TSD 91.03 73.82 69.11 42.27
PROGRAM 82.50 72.35 62.88 35.94 PROGRAM 86.44 68.42 67.99 43.35
DEYO 86.63 74.05 63.05 35.36 DEYO 88.34 70.49 68.25 42.47
CUPLOT 87.87 76.97 64.55 37.35 CUPLOT 91.11 78.94 70.30 44.98

10729 samples and 5 classes collected from 4 domains, Of £ i ceHome |[Venkateswara et al.| (2017)
with 15588 samples and 65 classes collected from 4 domains, and DomainNet |[Peng et al.|(2019)
with 586575 samples and 345 classes collected from 6 domains. We designate one domain as the
target and treat the remaining domains as source domains. The validation set follows the same
partitioning strategy as in the image corruption benchmark datasets.

4.2 BASELINES

We compare the performance of CUPLOT with eleven baselines frequently used for comparison
in online TTA: 1) ERM [Vapnik| (1998)): A baseline that directly uses the predictions of the pre-
trained model on target testing instances without any adaptation. 2) BN [Schneider et al.| (2020):
A batch-normalization-based approach that replaces the activation statistics computed from source
training instances in batch normalization layers with those computed from target testing instances.
3) TENT |Wang et al.| (2020): An entropy-minimization-based approach that adapts BN layers by
reducing the entropy of model predictions on target domain data. 4) PL|Lee et al.|(2013): A pseudo-
labeling-based approach that fine-tunes a predictive model by leveraging pseudo-labels inferred
from the predictions of the model on target testing instance. 5) SHOT-IM [Liang et al.| (2020): A
pseudo-labeling-based approach that adapts the source encoding module by maximizing mutual
information between intermediate features and classifier outputs. 6) T3 A Iwasawa & Matsuo| (202 1)):
A pseudo-labeling-based approach that generates pseudo labels for target testing instances based on
their distances to the estimated class prototypes. 7) TAST Jang et al.|(2023): A pseudo-labeling-based
approach that adapts the model by aligning pseudo-labels inferred from the nearest neighbors with
those inferred from class prototypes. 8) TAST-BN [Jang et al.| (2023): A variation of TAST that
adjusts the BN layers to adapt the model instead of updating the adaptation modules. 9) TSD Wang
et al| (2023): A pseudo-labeling-based approach that leverages a memory bank to calculate the
pseudo-prototypes for every class and generate pseudo-labels for model refinement. 10) PROGRAM
Sun et al.[(2024): A pseudo-labeling-based approach that connects prototypes and test samples in
a graph, facilitating effective message passing among them to generate pseudo-labels. 11) DEYO
Lee et al.|(2024): An entropy-minimization-based approach that enhances the model by further
considering the influence of the object shape on prediction with a newly proposed confidence metric.

The backbone model of each compared method we employ is the same as previous studies
Jang et al.| (2023)); |Sun et al.| (2024) on the image corruption benchmark datasets CIFAR-10-C,
CIFAR-100-C and domain generalization benchmark datasets. On the image corruption bench-
mark datasets CIFAR-10-C and CIFAR-100-C, we adopt ResNet-50 as the backbone model. On
domain generalization benchmark datasets, we conduct evaluations using ResNet-18 and ResNet-50
architectures He et al.| (2016)), both of which are equipped with batch normalization layers |[offe
(2015). For ImageNet—-C, the ViT-B32 model is used for compared approaches. Since the ViT-
B32 model is not equipped with batch normalization layers, we do not report the results on the
Batch-normalization-based approaches such as BN, TENT and TAST-BN.

As for source training, on domain generalization benchmarks, the models are initialized using pre-
trained parameters from ImageNet-1K Russakovsky et al.[(2015). The model is updated using
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Table 4: Classification accuracy (mean =+ std) of CUPLOT and its variant CUPLOT-NM on target
domains.

Domain  Backbone CUPLOT CUPLOT-NM

C 99.41+0.15  97.25+0.39
L ResNet.1g  65-61+0.50  62.99+1.24
S esiNe 71.2542.23  69.09+2.49
\% 71.61+1.40  70.2241.79
C 99.18+0.59  95.95+2.74
L 65.96+1.85 62.10+2.21
S ResNet-50 o4 1212.62  71.1542.42
Y 76.50+0.61  73.89+1.38

the Adam optimizer with the learning rate set to 5x107. On the image corruption benchmarks
CIFAR-10-Cand CIFAR-100-C, we follow|Liu et al.[(2021)) and pre-train ResNet-50 for 1000
epochs using a combination of the classification task with the standard cross-entropy loss and the
instance discrimination task with a self-supervised loss using the SGD optimizer. To balance the two
tasks, the weight for the instance discrimination task is set to 0.1. On ImageNet—-C, the pre-trained
parameters of the ViT-B32 model is provided by the publicly available t imm library, which is
pretrained on ImageNet—-1K.

As for target adapting, the Adam optimizer is employed to update the model parameters, the batch
size is set to 128, and the learning rate is selected from the range between 10 and 10°. All hyper-
parameters for the TTA setting are finalized prior to accessing any test samples. The hyper-parameters
for each compared algorithm are selected according to their performance on the previously split
validation datasets (Gulrajani & Lopez-Paz, 2021} [Wang et al., 2023)). Besides, in order to ensure
the reliability of our experimental results, we conduct 3 trials with different random seeds for each
compared algorithm to calculate mean and standard on domain generalization benchmarks.

4.3 EXPERIMENTAL RESULTS

Tables [I] 2] and [3] comprehensively present a summary of the classification accuracy achieved
by each compared approach within the target domains of the benchmark datasets. Note that we
do not report the results of Batch-normalization-based approaches such as BN, TENT and TAST-
BN on ImageNet—C in Table [I] since the backbone model ViT-B32 is not equipped with batch
normalization layers. Also, due to space limitations, we report full results with detailed mean and
standard deviation in Appendix The result that achieves the best performance is highlighted
in bold, and the one ranked second is underlined. From Tables[T] 2] and 3] we could conclude: 1)
CUPLOT attains the optimal performance among all benchmark datasets and network architectures,
surpassing every compared method. 2) CUPLOT outperforms the second-ranked methods on image
corruption benchmarks, and it yields an average performance increase of 0.84%, 0.97% and 0.78%
on CIFAR-10-C,CIFAR-100-C and ImageNet—C, respectively. 3) CUPLOT steadily boosts the
classifier’s performance on domain generalization benchmarks. Specifically, it realizes an average
enhancement of 1.06% on DomainNet for ResNet-18 and 1.53% on VLCS for ResNet-50.

4.4 LATENCY AND MEMORY CONSUMPTION ANALYSIS

To assess latency and memory consumption, we follow [Song et al.| (2023)); |Cai et al.| (2020) and
conduct comparison experiments with baselines that use gradient computation for updates on the
shot noise corruption of the CIFAR-100-C dataset, employing ResNet-50 as the feature extractor
with a batch size of 128. More details could be found in Appendix [A.2] The evaluation results are
presented in Table[5} which demonstrates that CUPLOT maintains comparable latency and memory
consumption when achieving better performance. Furthermore, we demonstrate that CUPLOT could
retain practical flexibility and trade-off between effectiveness and efficiency through its curriculum
parameter K in Appendix
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Figure 1: The parameter sensitivity analysis for CUPLOT.
4.5 FURTHER ANALYSIS

To verify the effectiveness of the curriculum pseudo-labels in CUPLOT, we carry out an ablation
study with a variant of CUPLOT, i.e., CUPLOT-NM, where the model directly learns the batch without
arranging curricula by setting the threshold 6 = min; u%! and the curriculum number K* = 1. As
presented in Table[d] CUPLOT surpasses CUPLOT-NM across all target domains of the PACS dataset
whenever using ResNet-18 and ResNet-50. More ablation details about the selection of consistency
metric could be found in Appendix[A.7]

Besides, we perform sensitivity analysis to examine the impact of the temperature hyper-parameter
7 in the generation of pseudo-labels in Eq. (8), and the batch size in our framework using the shot
noise corruption of CIFAR-10-C dataset. 7 increases from 0.3 to 10, and the batch size varies
from 16 to 256. As illustrated in Figure the performance of CUPLOT remains relatively stable
across a broad range, which demonstrates highly desirable robustness to deliver reliable test-time
adaptation performance. Meanwhile, Figure [I(b)| presents the average accuracy of various methods
across different batch sizes on shot noise corruption of CIFAR-10-C dataset. From Figure our
approach consistently outperforms the other methods under varying batch sizes, which demonstrates
CuUPLOT could flexibly handle streaming real-world data of various sizes. In Appendix [A.6] we show
that even the batch size is extremely small such as 2 or 4, CUPLOT has a certain degree of robustness
and could also achieve competitive performance.

Furthermore, our proposed framework provides a novel insight into active OTTA. Different from
the previous active TTA work |Gui et al.|(2024)), in which human experts work at the aspect of the
label, CUPLOT could bring the active query at the aspect of the instance via providing the difficulty
levels of domain knowledge absorption between instances. Figure[I(c)|presents the test accuracy
(y-axis) of a variant of CUPLOT, i.e., CUPLOT-AT on CIFAR-10-C and CIFAR-100-C, where
the different severity levels of corruption are mixed to serve as the target domain, and CUPLOT-AT
has access to the difficulty levels of a certain proportion of data (x-axis). CUPLOT-AT arranges the
data with lower difficulty levels in the earlier curricula for priority learning as much as possible. As
illustrated in Figure the performance of our framework could be further improved when the
human experts provide information on the aspect of the instance if the difficulty levels of a larger
proportion of instances are known, which is a nice property for those that require human interaction
to improve the designed algorithm. More active learning details about comparison between some
common active learning strategies could be found in Appendix

5 CONCLUSION

In this study, we proposed the CUPLOT, a novel online test-time adaptation framework, aiming to
address the issue that most existing Online Test-Time Adaptation (OTTA) methods only exploit
domain knowledge at a coarse-grained batch level. CUPLOT mines domain knowledge at a fine-
grained instance level by organizing the arrived batch into a series of curricula based on the modeled
relevance of domain knowledge between the model and instances, and enabling the model to learn
instances in an orderly manner using pseudo-labels generated by class prototypes. Theoretically, we
demonstrated that the model trained with curriculum pseudo-labels has a larger lower bound of the
probability of being consistent with the Bayes optimal classifier on the target domain, indicating
stronger adaptation ability. Extensive experiments varify the effectiveness of our proposed framework.
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A TECHNICAL APPENDICES AND SUPPLEMENTARY MATERIAL

A.1 PROOFS OF THEOREM[I]

Theorem 1. Suppose that the difference between f;(x; ®) and p(j|x) and the incorrectness of
pseudo-labels is bounded by the distance between © and ©, i.e., there exist the constants 3,7y > 0,
the model trained with the pseudo-labels generated at the batch level has e*-adaptation ability

while another model trained with the pseudo-labels derived from the curriculum framework has
e*'-adaptation ability. Then, under Assump[ion we could obtain:

O(e*') > O(e¥).

Proof. We start by clarifying the key concepts and notations relevant to the proof. According to
Definition 1, the e*-adaptation ability of the model f(-; ®) is determined by e* = arg max. |L(©)N
L(e)], and we know that P[x € L(®)] > 1 — Ce** = O(e*). To prove O(e*') > O(e*), we aim to
show that e*’ < e* since O(e) is a decreasing function of e. Here, e* corresponds to the model trained
with batch-level pseudo-labels, and e*’ corresponds to the model trained with curriculum-framework
pseudo-labels.

First, we analyze the difference in model predictions. Given the condition |f;(x; ®) — p(j|x)| <
B||® — ©*||, consider the model trained with curriculum-framework pseudo-labels f(-; © cyrricuium
and the model trained with batch-level pseudo-labels f(-; @patcn)-

Next, we show that the curriculum framework can make better use of correct pseudo-labeled samples.
Let D* be the cumulative instances in the curriculum framework. From the perspective of parameter
update, since the curriculum-framework model is closer to ®* at the k£ — 1-th step, according to the

inequality ||© — VO (D*~!) — ©*|| < (7opmi—tt IZnD iy Assumption 1, when the update is carried out

[ZnDF 1|
at the k-th step, IIﬁDkI will further get smaller and the curriculum-framework model will further
narrow the distance from @*, thatis, [|[@% . _@*||<||@* 1 — ©*|. Thisimplies

that the curriculum-framework model can make better use of correct pseudo-labeled samples by
setting reasonable curriculum number. By Assumption 1, updating with more correct pseudo-labels
makes the model further approach ®*. Thus, we have

||®curm’culum - G*H é H(-)batch - ®*|| (13)

From this, we can infer that

|fj (13; gcurriculum) - p(]‘$)| S ‘fg (CB; ebatch) - p(]lw)|a (]4)
which indicates that the predictions of the model trained with the curriculum framework are closer to
the true probability distribution p(j|x).
We analyze the difference in the error rates of pseudo-labels. According to Egg} <~||® - 0],
because ||O curricuium — OF|| < ||@paten — ©*|], the error rate of pseudo-labels in the curriculum-
framework training is lower. That is, the proportion of mislabeled samples in the total samples for the
model trained with the curriculum framework is smaller.

Then, we combine the above-mentioned facts with the definition to derive the inequality. According to
Definition 1, L(®) = {x|y = arg max;cy f;(x; ®)} and L(e) = {z|p(y|z) — p(o|x) < e}. Since
the model trained with the curriculum framework has more accurate predictions and a lower error
rate of pseudo-labels, the number of instances that satisfy both y = argmax;ey f; (; O curricuium)
and p(y|x) — p(o|x) < e is relatively larger.

Specifically, we have

|L(®curriculum) N L(e)‘ Z ‘L(ebatch) N L(€)| (15)

When calculating e* = arg max, |L(©)NL(e)|, for the model trained with the curriculum framework,
* 'makes |L(® curricutum) N L(e*')] reach its maximum value. And because

‘L(chr?iculum) n L(e*,)‘ > |L(®batch) N L(e*)|7 (16)
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Table 5: Performance Comparison on CIFAR-100-C (shot noise corruption) with ResNet-50, includ-
ing average latency, accuracy and memory usage.

Methods Latency (s) Params (MB) Activations (MB) Total (MB) Accuracy (%)

TENT 5.15 94.82 1761.61 5517.30 56.33
SHOT-IM 6.86 94.82 3517.50 5801.62 58.24
DEYO 8.21 94.82 3517.50 5990.18 58.06
CuprLOT 8.58 94.82 3517.50 6142.76 59.24

Table 6: Classification accuracy of active learning variants on CIFAR-10-M35.

Sampling Rate  10% 20% 03% 04%

CUPLOT-AT 86.62 86.72 86.83 86.96
CuprLOT-E 86.56 86.64 86.70 86.77
CuprLOT-G 86.53 86.62 86.69 86.75
CUPLOT-M 86.53 86.59 86.66 86.71

we can conclude that

e < e*. (17)

Finally, since O(e*) = 1 — Ce** is a monotonically decreasing function of e, we can obtain
O(e*') > O(e*). Therefore, Theorem 1 is proved.

A.2 RUNNING TIME AND MEMORY CONSUMPTION ANALYSIS

We measured the running time and memory usage of our approach and baselines following EcoTTA
(Song et al.| 2023). Specifically, all methods are performed on a CPU constrained to 2 cores and
4 threads to emulate computationally constrained scenarios. To evaluate runtime performance, we
measured the average latency per batch using t ime . perf_counter, recording the wall-clock time
before and after the execution of the TTA algorithm and averaging over all batches. The parameter
and activation memory costs are measured following the TinyTL (Cai et al.,|2020) codebase, and the
total memory usage is tracked viamemory_profiler.memory_usage with an interval of 0.01
seconds. The results are shown in Table

A.3 COMPARISON TO COMMON ACTIVE LEARNING STRATEGIES

We conducted additional experiments comparing CUPLOT-AT (gradient-consistency-based instance

selection) against three active learning variants equipped with different sampling criteria commonly

used active learning (Huang et al.,2010; Yan et al.,|2016), including:

» CupLOT-E (entropy-based): Score(x;) = Z;’;l dg log d{,

* CUPLOT-G (margin-based): Score = d;* — df, where m = argmaxjcy dg and 0 =
argmax;cy, j£m d.

* CUPLOT-M (maximum-based): Score = d}"

Similar to CUPLOT-AT, samples with higher scores are prioritized for earlier curricula, while those
with lower scores are scheduled for later curricula. We manually create a dataset CIFAR-10-M35 by
mixing samples from CIFAR-10-C with difficulty levels 3 and 5. Table|[f]illustrates the performance
of these active learning variants on CIFAR-10-M35. From Table[6] we could observe the superiority
of gradient-consistency-based instance selection.
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Table 7: Classification accuracy of our approach and compared metheds on real-world temporal-shift
datasets.

Dataset ErRM BN TENT PL SHOT-IM TsbD  CUPLOT

Yearbook 81.30 84.54 84.53 84.67 85.17 85.11 85.53
EVIS 56.59 4572 4573 4578 45.93 46.01 56.87

Table 8: GPU time and classification accuracy  Table 9: GPU time and classification accuracy
induced by curriculum learning with varying K*  induced by curriculum learning with varying K*

on shot noise of CIFAR-10-C. on clipart subset of DomainNet.
Kt 1 2 3 4 Kt 1 2 3 4
Time 6.10 7.55 837 897 Time 102.18 113.32 126.59 137.38
Acc. 85.04 86.06 86.21 86.45 Acc. 50.82 5177 51.89  52.07

A.4 PRACTICAL APPLICABILITY OF OUR METHOD

To assess CUPLOT’s real-world applicability, we conducted additional experiments on two temporal-
shift datasets that reflect natural, non-synthetic distribution shifts:

* Yearbook: A long-span dataset of high school portraits spanning eight decades, characterized by
evolving demographics, camera technologies, and visual styles.

* EVIS: A dataset of electronic product and vehicle images, indexed by upload dates to capture
real-world trends and domain drift.

These datasets simulate realistic test-time adaptation scenarios where the target domain shifts over
time and is not seen during training. As shown below in Table[7, CUPLOT significantly outperforms
existing TTA methods, demonstrating its ability to generalize and adapt in complex real-life settings.

A.5 TRADE-OFF BETWEEN EFFECTIVENESS AND EFFICIENCY

CUPLOT retains practical flexibility and trade-off between effectiveness and efficiency through its
curriculum parameter K¢ (number of curricula per batch), empirically defined as K¢ = round(log n?)
by default. Reducing K* (e.g., setting K* = 1 to mimic batch-level learning) significantly lowers
computational cost while retaining performance gains to some extent. This allows users to tailor K
to resource constraints, balancing efficiency and accuracy. Table([8|and Table[Q]report the running time
when K varies from [1,4] on CIFAR-10-C using ResNet-50 and DomainNet using ResNet-18,
demonstrating CUPLOT’s practical flexibility and trade-off between effectiveness and efficiency.

A.6 CUPLOT’S PERFORMANCE UNDER VARYING BATCH SI1ZES

Table[T0] presents the classification accuracy of our approach and compared metheds on shot noise
of CIFAR-10-C under different batch sizes. These results demonstrate that our method achieves
consistently high accuracy across a wide range of batch sizes.

Table 10: Classification accuracy of our approach and compared metheds on shot noise of CIFAR-10-
C under different batch sizes.

Methods 2 4 8 16 32 64 128 256 512

SHOT-IM  63.17 7232 7843 82.13 83.62 8500 8504 8441 85.61
DEYO 63.77 7293 79.08 8235 83.86 84.82 84.58 84.87 85.09
CuprLoT 66.87 7440 8042 84.01 8503 8593 86.06 8597 86.15
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Table 11: Classification accuracy of different consistency metrics on CIFAR-100-C.

Criterion Noise Blur Weather Digital
Gradient Consistency 55.16  64.01 58.80 62.70
Uncertainty 5479 63.76  58.66 62.55

Cross-entropy Loss 54.85 63.69 58.63 62.61

Table 12: Classification accuracy of different consistency metrics on PACS.

Criterion A C P S
Gradient Consistency 91.33  90.00 97.60 85.51
Uncertainty 9092 89.84 97.68 85.22

Cross-entropy Loss 90.81 89.95 97.55 85.15

A.7 PERFORMANCE WITH OTHER CONSISTENCY METRICS

We conducted ablation studies comparing gradient consistency with entropy. Table[IT|and[I2]presents
the accuracy of different metrics on CIFAR-100-C and PACS, respectively. From the tables, we
validate the effectiveness of gradient consistency compared to entropy.

A.8 FULL EXPERIMENTAL RESULTS

Table [13] [T4] [13] [T6] [17} [18] [I9120] 211 22} and 23] present full results of each compared approach

on datasets CIFAR-10-C, CIFAR-100-C, ImageNet—-C, PACS, VLCS, Of ficeHome, and
DomainNet, respectively. Also, we present tSNE |Van der Maaten & Hinton| (2008) visualizations
on the domain A of the benchmark dataset PACS for both the ERM baseline and our proposed
framework CUPLOT, as depicted in Figure 2]in Appendix[A-8] Once adapted to the target domain,
CUPLOT is capable of generating extracted features that are more clearly separated. These clearly
indicate the significance of curriculum pseudo-labels in enhancing absorption of domain knowledge
when the model is adapting.

A.9 THE USE OF LARGE LANGUAGE MODELS

We acknowledge the use of a large language model (LLM) as an assistive tool during the preparation
of this manuscript. The LLM’s role was strictly limited to language-related refinements: specifically,
it aided in grammar and spelling corrections, and helped enhance the logical coherence and readability
of the prose. Additionally, the model provided support for generating certain segments of code. It is
important to emphasize that the core conceptual framework, theoretical analyses, experimental design,
and conclusions presented in this paper are the original work of the authors, with no involvement of
the LLM in shaping these substantive research components.

Table 13: Full results on the CIFAR-10-C dataset.

Methods shot motion snow pixelate gaussian defocus brightness fog  zoom frost glass impulse coontrast jpeg elastic Avg.
ErRM 4214 5712 7250  59.61 35.62 73.83 88.55 4987 7897 63.55 3344 2202 20.61 7233 6249 5551
BN 84.05 8730 85.51 89.40 82.69 90.99 92.33 83.31 92.63 87.99 75.17 72.84 89.86 85.87 8233 8548

TENT 8438 87.53 8576  89.62 83.12 91.11 92.44 83.87 9277 88.10 75.83 73.46 90.53 86.12 8252 85.81
PL 8434 8783 86.28 88.93 82.98 90.41 91.71 8549 9195 87.63 7677  76.53 90.65 8491 8222 8591

SHOT-IM  85.04 88.01 86.86 89.12 83.54 91.01 91.80 8592 91.92 8822 77.84 76.06 91.08 8582 8273 86.33

T3A 50.74 60.54 7292 6548 45.06 75.71 88.16 52.64 80.58 65.11 41.35 29.22 24.55 73.99 6729 59.56

TAST 83.85 8732 8557 88.90 82.65 90.98 91.99 83.01 9223 8757 7538 7249 89.44 85.73 8241 8530
TAST-BN  84.87 87.94 86.10  89.98 83.62 91.27 92.45 8421 9276 8830 7650 74.28 89.83 86.35 83.14 86.11
Tsp 85.02 8830 86.69 89.94 83.96 91.40 92.60 85.12 9294 88.61 7692 7505 91.10 86.79 83.18 86.51
PROGRAM 81.31 84.15 8241  86.06 78.83 87.99 89.22 80.05 89.67 8457 71.02 6891 86.09 82.64 78.61 82.10
DEYO 84.58 87.78 87.01 88.68 83.48 90.35 91.71 8594 92,15 8748 76.66 7638 91.32 86.05 82.54 86.14

CupLoT  86.06 89.08 8791 89.93 84.57 91.52 92.40 8745 92.66 89.02 79.11 77.42 91.54 87.24 8429 8735
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Table 14: Full results on the CIFAR-100-C dataset.

Methods shot motion snow pixelate gaussian defocus brightness fog  zoom frost glass impulse coontrast jpeg elastic Avg.
ERM 33.09 3231  39.60 43.78 31.04 43.82 54.76 14.61 48.65 36.84 2374  16.66 7.75 4973 36.57 34.20
BN 55.63 58.14 5438  64.50 55.53 63.92 65.13 4327 6774 58.67 48.19 4250 56.30 62.56 5377 56.68
TENT 56.33 5870 54.62 64.77 55.92 64.41 65.61 4425 68.03 59.09 48.86 43.07 57.35 62.89 5430 5721
PL 57.85 6027 5543 6522 56.81 64.96 65.96 46.84 6841 59.69 50.68  44.75 60.77 6277 56.18 58.44
SHOT-IM 5824  60.59 5640  65.73 57.61 65.88 66.88 4754 69.02 60.71 50.84  46.00 6127 6403 5638 59.14
T3A 3529 3325 3878  44.16 32.68 44.16 54.31 1628 48.60 37.26 2535 18.21 7.94 49.03 38.11 34.89
TAST 51.34 5226 4848  57.81 50.74 58.65 58.70 39.86 61.22 5355 439 39.74 51.30 56.03 49.16 51.52
TAST-BN ~ 50.42 5232 4783  57.69 49.93 57.70 58.07 39.33  60.71 5231 4348 3895 51.03  55.67 4838 5092
TsD 5774  59.81 5589  65.54 57.20 65.65 66.62 4621 6891 60.14 4990 44.51 6026  63.57 5540 58.49
PROGRAM  54.68 56.85 53.61 62.82 54.38 62.58 64.05 4243 6695 58.15 4698 41.76 55.18 61.75 5232 55.63
DEYO 58.06 61.13  56.18 6530 57.13 65.75 66.42 4841 68.64 59.77 5126 4587 62.13 6352 56.61 59.08
CupLoT  59.24 6158 57.11 65.92 58.41 66.49 66.52 5046 69.56 61.12 5257  47.82 62.93 64.43 5753  60.11
Table 15: Full results on the ImageNet-C dataset.
Methods shot motion snow pixelate gaussian defocus brightness fog  zoom frost glass impulse coontrast jpeg elastic Avg.
ERM 46.10 3670  40.66  61.72 43.90 27.58 69.36 31.10 3024 41.76 21.58  44.12 4.62 59.66 41.62  40.05
BN - - - - - - - - - - - - - - - -
TEI\TT 53?78 50?18 53?52 69?10 52j64 42?52 73?08 47?72 39?76 50?06 40?66 51?74 3.-68 66?66 54?80 49?99
SHOT-IM ~ 55.74 53.60 5540 69.76 54.00 45.00 73.30 51.66 4854 5372 48.18 54.00 27.24 67.82 5854 5443
T3A 4594 3658 40.72  61.80 43.84 27.34 69.36 28.00 30.22 4150 21.12  44.04 3.26 59.60 41.70 39.67
T{\ST 3890 3132 3610 5344 37.04 23.46 61.32 2790 2662 3644 17.80 37.18 3.90 50.56 38.06 34.67
TATS-SI;)BN 55?02 52?26 24})0 69?74 53?64 41?80 73?30 9,2%0 30?00 23j86 44?42 54?00 O,-52 67?66 55?26 44?05
PROGRAM 4658 30.14 26.04  62.60 43.36 32.40 67.42 394 3472 16.06 3.18 43.64 1.18 60.40 45.02 3445
DEYO 5406 5044 5280  69.14 52.50 42.12 73.42 4580 4236 5226 4236  52.50 4.62 67.12  55.02 5043
CupPLOT  56.10 5440 5648  70.34 54.02 46.44 73.56 5278 50.02 54.76 49.38 54.34 28.12 68.08 59.32 5521
Table 16: Full results on the PACS dataset with ResNet-18.

Methods A C P S Avg.

ErRM 78.92+£1.59 76.4243.24 94.79+0.63 70.20£1.40 80.08

BN 82.36+0.37 81.41£0.79 95.87+0.10 72.42+0.77 83.02

TENT 82.55+0.37 81.60£0.74 96.03+0.15 72.92+0.56 83.28

PL 85.63+0.82 84.47+0.45 95.89+0.54 77.30+1.91 85.82

SHOT-IM 85.19+1.02 81.25£1.00 9591+1.02 68.45+1.64 82.70

T3A 80.71£1.48 79.294£2.42 95.934+0.52 73.09+£1.13 82.26

TAST 84.31+£0.52 82.95+0.64 96.75+0.21 74.40+0.40 84.60

TAST-BN 84.80+1.12  83.15£0.62 96.63+0.46 76.96+0.99 85.39

TSD 87.92+0.62 86.79£0.18 96.65+0.52 78.54+2.65 87.48

PROGRAM  84.39£1.37 79.254+1.67 93.83+4.21 72.5440.85 82.50

DEYO 86.31+1.02 83.89+£0.80 96.11+0.49 80.21+£0.13 86.63

CupLOT 88.67+0.81 87.74£0.58 96.61+0.59 78.47+3.66 87.87

Table 17: Full results on the PACS dataset with ResNet-50.

Methods A C P S Avg.

ErRM 85.24+1.79 79.65£2.05 96.294+0.68 80.71+2.21 85.47

BN 86.51+1.21 83.92£1.96 96.554+0.39 77.37+0.86 86.09

TENT 86.82+1.23 84.27£1.89 96.61+0.44 78.60+0.88 86.58

PL 87.444+1.53 82.51£4.43 94.79+£2.13  79.77+2.39 86.13

SHOT-IM 86.34+0.54 82.75£1.69 94.75+0.30 77.55+1.71 85.35

T3A 85.48+2.19 81.08£1.13 96.79+0.28 80.68+2.22 86.01

TAST 87.51+£0.94 84.09£1.80 96.894+0.74 77.75+0.96 86.56

TAST-BN 89.18+1.28 86.04£1.38 97.11+0.81 84.57+0.39 89.23

TsD 90.97£0.67 90.03£0.99 97.42+0.37 85.71£0.13 91.03

PROGRAM  87.18+£1.38 84.26+1.80 96.65+£0.31 77.6540.70 86.44

DEYO 88.72+0.58 85.27£1.61 96.79+0.33  82.56+0.99 88.34

CuPLOT 91.33£1.15 90.00£1.62 97.60+0.57 85.51£0.65 91.11
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Table 18: Full results on the VLCS dataset with ResNet-18.

Methods C L S \Y% Avg.
ERM 96.424+1.37 63.79+1.16 70.49+1.41 70.214+2.53 75.23
BN 82.64+£2.50 59.224+090 62.91+2.10 70.19+£1.34 68.74
TENT 83.23+2.41 59.61+0.99 63.47+2.18 70.70+1.06 69.25
PL 91.924+1.31 62.41+1.16 69.61+1.20 74.444+1.85 74.60
SHOT-IM 890.47+£3.48 58.85+1.24 64.16+£2.85 71.4940.69 70.99
T3A 99.32+0.18 63.89+1.66 69.99+1.90 70.51+£2.77 75.93
TAST 94.65+1.45 55.584+2.32 62.78+£3.27 70.50+1.58 70.88
TAST-BN 97.454+0.76  62.58+5.78 65.65+£0.79 74.384+2.34 75.02
TsD 94.35+£3.15 64.82+1.03 66.94+1.48 73.11+2.66 74.81
PROGRAM  95.874+1.45 59.884+0.61 64.08+4.68 69.584+0.60 72.35
DEYO 93474293 60.42+6.09 68.18+£2.60 74.134+1.62 74.05
CUPLOT 99.414+0.15 65.61+0.50 71.25+£2.23 71.61+1.40 76.97
Table 19: Full results on the VLCS dataset with ResNet-50.
Methods C L S v Avg.
ERM 97.22+0.54 64.77£3.09 70.95+£1.24 73.63+0.88 76.64
BN 80.28+£2.12 58.004+0.22 62.29+1.20 72.8340.68 68.35
TENT 81.74+2.03 58.37+0.25 63.00+1.19 73.22+0.56 69.08
PL 91.42+3.13 59.29+4.86 70.55+£0.73 73.97+3.08 73.81
SHOT-IM 83.11£5.17 57.11+£0.62 63.12+1.56 73.954+0.89 69.32
T3A 98.70+£0.82 65.79+£3.97 73.31+£2.22 71.84+1.03 77.41
TAST 84.99+7.20 53.05+1.62 63.17+1.33 72.91+0.84 68.53
TAST-BN 87.30£1.95 58.3242.49 65.51+0.60 75.39+0.24 71.63
TsD 92.86+2.13 58.39+0.63 67.09+£2.65 76.94+0.60 73.82
PROGRAM  86.83+4.58 58.984+0.22 56.10+7.43 71.77+1.57 68.42
DEYO 83.89+£1.47 59.964+2.16 64.65+3.56 73.45+0.64 70.49
CUPLOT 99.184+0.59 65.96+1.85 74.12+2.62 76.50+0.61 78.94
Table 20: Full results on the OfficeHome dataset with ResNet-18.
Methods A C P R Avg.
ERM 55.51+£0.41 48.93+0.36 71.58+0.52 73.61+0.46 62.41
BN 54.794+0.32 49.41+0.88 70.99+0.83 73.2440.46 62.11
TENT 54.95+0.37 49.66+0.79 71.27+£0.89 73.33+£0.48 62.30
PL 55.16+£0.32 50.38+0.65 71.02+1.32 73.58+0.10 62.54
SHOT-IM 56.254+0.64 51.594+0.54 72.83+0.06 73.81+0.47 63.62
T3A 56.04+0.75 50.92+0.46 73.67+£0.41 74.70+0.76 63.83
TAST 55.33+£0.80 50.94+1.25 73.96+0.90 73.90+1.04 63.53
TAST-BN 54.744+0.38 50.36+0.78 72.35£0.78 71.854+0.23 62.33
TsD 56.90+£0.48 50.03£1.30 72.17+£0.97 73.38+0.25 63.12
PROGRAM  55.62+0.61 50.094+1.83 72.074+0.08 73.7440.57 62.88
DEYO 56.384+0.25 50.36+0.70 71.86+£1.08 73.6040.30 63.05
CUPLOT 57.31£0.57 52.11+£0.80 73.96+0.45 74.82+0.45 64.55
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Table 21: Full results on the OfficeHome dataset with ResNet-50.

Methods A C P R Avg.
ErM 62.93+0.36 53.35+0.82 76.27+0.09 78.21£0.42 67.69
BN 62.67+0.36 53.46+0.45 75.0840.66 77.52+0.80 67.18
TENT 62.96+0.30 54.264+0.39 75.184+0.55 77.53+0.72 67.48
PL 63.73+0.41 55.21+0.60 73.64+0.98 77.85£0.69 67.61
SHOT-IM 63.59+1.12 54.2840.16 75.96+0.41 78.10+0.59 67.98
T3A 63.25+0.22 54.954+0.85 77.7940.21 79.04+0.12 68.76
TAST 63.62+0.27 55.46+0.81 77.51£0.63 78.21£0.59 68.70
TAST-BN 63.78+0.34 55.764+0.73 76.844+0.49 78.01+0.28 68.60
TsD 64.73+0.41 57.15+0.55 76.784+0.54 77.78+0.70 69.11
PROGRAM  63.55+0.79 54.2740.29 76.27+1.01 77.85+0.77 67.99
DEYO 63.96+0.27 55.224091 75.96+0.42 77.87+0.85 68.25
CuPLOT 66.64+0.69 57.87+0.55 77.62+0.32 79.05£0.15 70.30
Table 22: Full results on the DomainNet dataset with ResNet-18.

Methods clipart infograph painting quickdraw real sketch Avg.
ErRM 50.42+0.13  15.32+0.15 41.83+0.09 11.46+0.43 51.74£0.34 43.64+0.21 35.74
BN 50.75+£0.11 11.26+0.21 40.71+£0.18 11.12+£0.12  51.86+0.30  43.70+0.23 34.90
TENT 51.16£0.12  12.474+0.23  41.844+0.25 10.65+0.33 51.28+0.20 44.76+0.17 35.36
PL 50.88+£0.06 13.16+0.37 41.194+0.15 10.69+0.57 51.72+£0.42 44.02+0.26 35.28

SHOT-IM  50.90+0.13  12.76+0.39 41.36+0.18 13.584+0.11 52.374+0.30 44.38+0.23 35.89
T3A 50.36+£0.29 15.14+0.15 40.26+0.05 16.224+0.19 53.02£0.13  42.74+0.26 36.29
TAST 50.43+0.27 10.67+0.05 40.69+0.09 14.22+0.19 53.69+0.33 42.49+0.26 35.37

TAST-BN 50.12£0.31 11.324+0.13  40.824+0.19 14.11+0.29 52.11+0.21 42.19+0.31 35.11
Tsp 50.75+£0.13  11.71+0.13  42.354+1.17 11.96+0.67 52.03£0.33 44.20+0.21 35.50

PROGRAM  50.95+0.08 13.09+0.33 41.67+0.15 13.28+0.24 52.35+0.34 44.27+0.25 35.94

DEYO 50.85+£0.05 13.23+0.25 41.204+0.18 10.994+0.17 51.89£0.33 43.98+0.27 35.36

CUPLOT 51.77£0.11 14.95+0.06 42.2940.11 15.894+0.27 54.48+0.28 44.72+0.24 37.35
Table 23: Full results on the DomainNet dataset with ResNet-50.

Methods clipart infograph painting quickdraw real sketch Avg.
ERrRM 61.14+0.23 20.89+0.23 49.74+0.29 13.68+£0.29 62.08+0.20 52.20+0.41 43.29
BN 60.58+0.23  15.194£0.12 48.66+0.12 11.95+0.24 61.18+£0.26 51.66+0.15 41.54
TENT 61.71£0.24 17.36+0.09 50.33+0.13  10.264+0.77 61.58£0.18 53.27+0.08 42.42
PL 61.04+0.22 17.62+0.43 49.93+0.06 11.75+0.47 61.37+£0.17 52.59+0.19 42.38

SHOT-IM 61.40+£0.39 17.51+£0.09 49.824+0.13 16.54+0.53 62.65+£0.18 52.81+0.21 43.46
T3A 61.13+£0.34 21.01+0.18 48.82+0.11 18.67+£0.49 63.32+0.15 51.69+0.33 4411
TAST 60.77£0.42 14954020 48.96+0.14 15.16+0.27 62.85+0.36 51.56+0.18 42.38

TAST-BN 60.89+0.29 15.31+0.25 48.994+0.09 14.924+0.23 62.98+0.28 51.83+0.19 42.49
TSD 60.80+0.29 15.52+0.11 49.42+0.08 13.88+0.24 61.70+£0.19 52.28+0.18 42.27

PROGRAM  61.15+0.26  18.05+0.08 49.99+£0.28 15.48+0.40 62.23+0.15 53.224+0.21 43.35
DEYO 61.03+£0.21 18.05+0.32 49.89+0.09 12.00£0.25 61.33+£0.13 52.51+0.21 42.47
CUPLOT 62.34+0.19  20.76+0.18 50.48+0.01 18.60+£0.52 64.57+0.19 53.15+0.33 44.98
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(b) CUPLOT

Figure 2: tSNE visualization on PACS domain A.
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