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Abstract

Despite remarkable progress in recent years, vision language models (VLMs) remain prone
to overconfidence and hallucinations on tasks such as Visual Question Answering (VQA) and
Visual Reasoning. Bayesian methods can potentially improve reliability by helping models
selectively predict, that is, models respond only when they are sufficiently confident. Unfor-
tunately, Bayesian methods are often assumed to be costly and ineffective for large models,
and there exists little evidence to show otherwise for multimodal applications. Here, we
show the effectiveness and competitive edge of variational Bayes for selective prediction in
VQA for the first time. We build on recent advances in variational methods for deep learning
and propose an extension called “Variational VQA”. This method improves calibration and
yields significant gains for selective prediction on VQA and Visual Reasoning, particularly
when the error tolerance is low (< 1%). Often, just one posterior sample can yield more re-
liable answers than those obtained by models trained with AdamW. In addition, we propose
a new risk-averse selector that outperforms standard sample averaging by considering the
variance of predictions. Overall, we present compelling evidence that variational learning is
a viable option to make large VLMs safer and more trustworthy.

1 Introduction

Advances in Vision Language models (VLMs) (Wang et al.l 2023;|2024; |Li et al.,|[2024) have led to substantial
gains on classical Visual Question Answering benchmarks (Antol et al. [2015;|Goyal et al.,|2016)), with perfor-
mance now approaching or surpassing human levels. However, even strong VQA models are miscalibrated,
prone to hallucinations, and often confidently guess answers instead of expressing uncertainty (cf. Fig. .
In a nutshell, these models “don’t know what they know” - a shortcoming which hinders their deployment
in safety-critical domains such as medical diagnosis or assistance for the visually impaired. These issues
become even more pronounced in novel situations, such as adversarial (Sheng et al.l [2021]) or unanswerable
(Bigham et al., [2010) inputs, which are common in the real world.

Abstentions are formalized in the selective prediction framework (Chow| (1957). Although selective prediction
has recently received attention in the context of hallucinations (Kalai et al., |2025), the literature on multi-
modal models remains sparse. Previous approaches have relied on additional model components: [Whitehead
et al.| (2022) train a lightweight head on top of the frozen VLM backbone, while |Srinivasan et al.| (2024) use
external vision tools and an additional language model to quantify uncertainty. In both cases, the underly-
ing predictive model remains unreliable, and while additional training increases overhead, external tools add
vulnerabilities that require careful design.

Bayesian models (Blundell et al [2015) can potentially address the unreliability of VLMs without requiring
additional components or tools. In particular, the uncertainty in the learned posterior distribution over
model parameters can be used to help the model make a prediction only when it is sufficiently confident.
This theory remains untested though, as for a long time, Bayesian approaches have been ineffective for
large transformer architectures (Khan et al. 2018). However, recent progress in variational learning (Shen
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Question: Does the pedestrian light say walk? Correct answer: “No”
AdamW: VarVQA:
“Yes” “Not sure”

Threshold for abstention

Figure 1: Despite recent performance gains, VLMs trained with popular optimizers like AdamW do not know
when they are wrong. Our Variational VQA approach uses learned parameter variances to enable models
to abstain when uncertain. The example is from BEiT-3 (Wang et al., |2023)), which achieves near-human
accuracy on VQAv2 (Goyal et al. 2016).

2024) has enabled effective training of unimodal models such as GPT-2 (Radford et all, 2019) with no
significant training overhead compared to the common AdamW optimizer (Loshchilov and Hutter) 2019).

In this work, we are the first to extend the recent IVON (Shen et al., 2024) method to the multimodal domain
and comprehensively demonstrate its effectiveness for selective prediction. Models trained with IVON learn
parameter variances, which we use for uncertainty estimation in VQA. Our contributions are as follows.

1. We introduce Variational VQA (VarVQA) as a framework for intrinsic uncertainty estimation in
multimodal models. We are the first to apply IVON to VLMs, demonstrating that variational
training is effective for large multimodal architectures without sacrificing accuracy or incurring
significant training overhead.

2. We demonstrate improved uncertainty estimation across multiple dimensions: Better calibration,
enhanced selective prediction (with particularly large gains at low error tolerances), and increased
robustness under distribution shift.

3. We establish superior sample efficiency compared to Monte Carlo (MC) Dropout, showing that
Variational VQA provides better reliability when the invested compute is equal.

4. We propose a new risk-averse selector function that leverages output variance, yielding consistent
improvements in high-stakes selective prediction where errors are particularly costly.

2 Related Work

Visual Question Answering. Visual Question Answering (VQA) is a popular multimodal task that
requires a model to understand two modalities and their interaction to predict answers, which makes un-
certainty estimation challenging. As recent models (Li et al., 2023; [Wang et al., |2023; |2024) have achieved
near-human level performance on standard VQA datasets like VQAv2 (Goyal et all 2016)), the community
has moved to newer VQA benchmarks that test more diverse capabilities, like MMBench
and MME . However, even models that reach near-human accuracy on VQAv2 still perform
poorly when evaluated in terms of selective prediction (Dancette et al [2023). In this work, we show, for the
first time, the effectiveness of Bayesian methods (Shen et al. |2024]) to address abstentions in large VLMs.
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Selective Prediction. In the selective prediction framework (Chow), 1957; |[El-Yaniv and Wiener, 2010)), a
selection function or “selector” takes the role of assigning a confidence to a given model answer. The decision
whether a) a model’s response is accepted or b) it abstains (i.e. it says “I don’t know”) is then made using
this confidence and an abstention threshold. If the confidence is below the threshold, the model abstains,
but otherwise the prediction is accepted. Typically, the highest answer likelihood (Geifman and El-Yaniv]
or the predictive entropy are used as a selection function. Most prior work on selective prediction can
be classified into external and integrated approaches. In external setups, a selector is built on top of the
frozen predictive model, e.g. in the form of a trainable model head (Whitehead et al., [2022; Mielke et al
[2022} [Dancette et al) [2023; [Mushtaq et al., 2025), LoRA parameters (Chen et all [2023)) or vision tools
(Srinivasan et al. [2024). In integrated setups, predictor and selector have at least one combined training
phase. Integrated selectors take different forms as well, such as a model head (Geifman and El-Yaniv} 2019)
or a dedicated abstention class (Ziyin et al. 2019). However, if model and selector are trained together,
instabilities often ensue, which need special treatment (Geifman and El-Yanivl [2019). Bayesian approaches
have not been considered for selective prediction so far, with the exception of concurrent work by
, which has explored IVON for generative language modeling, but not for multimodal tasks. In
contrast to prior work on selective prediction in VQA, our objective is to directly improve the reliability
of model confidence estimates without additional parameters, training phases, or tools. In other words, we
train VLMs where reliability is “baked-in” by design, not added as an afterthought.

Calibration. Calibration represents a different angle on uncertainty estimation, namely the alignment of
a model’s predictive confidence with its accuracy. In other words, when a model expresses % confidence
in an answer, it should be correct % of the time. The difference to selective prediction becomes clear
when considering a model that is right on 2% of examples and always expresses the same confidence of ©%.
Although such a model is perfectly calibrated, it cannot distinguish its correct and incorrect outputs and
thus cannot help with the task of deciding when to abstain. Prior work has found that large neural networks
often exhibit overconfidence, particularly in OOD settings (Snoek et all [2019). In unimodal classification
tasks, temperature (Guo et al [2017) and Platt (vector) [Platt et al.|(1999) scaling are effective at improving
calibration. Ensembling (Lakshminarayanan et al., |2017) typically yields even better results, but requires
prohibitive resources to train N models. New ideas, such as prompting the model to express a verbalized
confidence have been mostly ineffective for VLMs (Xuan et al| [2025). We show that Variational VQA
yields well-calibrated VLMs, achieving a lower Expected Calibraion Error (ECE) than vector scaling, while
matching other sampling methods like Monte-Carlo Dropout (Gal and Ghahramani, [2016). In general, we
argue that for a VLM to be reliable, it should a) be calibrated and b) know when to abstain - both of these
aspects are much improved with Variational VQA compared to standard AdamW training.

Variational Learning. Variational Learning provides a principled approach to estimate uncertainty by
learning probability distributions (often Gaussians) over network weights. In the early 2010s, promising
results were achieved by variational methods that directly optimize parameter means and variances through
standard deep learning techniques such as SGD (Graves, [2011} Blundell et al., 2015). However, these ap-
proaches could not keep up with the growth in scale of network architectures in subsequent years (Trippe
and Turner, [2018; [Foong et al., [2020; |Coker et all [2022)). Recent works employing natural gradients (Khan
et all |2018} |Osawa et all 2019) build an estimate of the Hessian matrix through an Adam-like update.
IVON (Shen et al.,2024) further develops those and can obtain comparable accuracy and better uncertainty
estimates than AdamW at nearly identical training cost. We use IVON because it offers several advantages
compared to other Bayesian baselines. Unlike the Laplace approximation (MacKayl, [1992; Daxberger et al.|
, it does not require an additional pass through the data to compute the Hessian. Neither does it
require additional training like Stochastic Weight Averaging (SWA) (Izmailov et all) [2018). Compared to
MC Dropout (Gal and Ghahramanil, [2016)), the advantage is the availability of a fixed posterior form that
can be more easily used for downstream tasks. For instance, the method is easily amenable to ensembling
(Lakshminarayanan et all [2017)), which can further improve performance (Daheim et al., 2025).

We offer new insights compared to previous IVON works (Shen et al.l [2024; |Cong et al., 2025} Daheim et al.,
2025)), by showing its effectiveness in training multimodal models and for selective prediction. We further
propose a new selection function that uses the output variance, which was never utilized in prior work.




Under review as submission to TMLR

3 Variational Learning and Selective Prediction

We explain the variational learning paradigm in Sec. briefly describe the IVON optimizer (Sec. , and
formalize selective prediction in VQA (Sec. [3.3).

3.1 Variational Learning

Deep learning methods estimate network weights 6 by minimizing empirical risk £(0) = ﬁ 21?4:1 £ (0), where
M is the size of the training set and ¢; () the loss for example k. In contrast, variational learning methods
aim to estimate a distribution g() over network parameters by minimizing

L(q(0)) = AEq(p) [£(0)] + Dkr(q(8) || p(6))- (1)

Here, Dk, is the Kullback-Leibler divergence, A &~ M a scaling parameter and p(#) the prior distribution
over weights. To keep computational costs manageable, the distribution over weights is often chosen to be a
diagonal covariance Gaussian, that is, we set g(6) = N (6 | m,diag(V)), where m and V are the parameter
mean and parameter variance vectors, respectively. The loss L£(q(6)) = L£(m, V) is typically approximated
through MC sampling of the model parameters.

3.2 IVON

The IVON optimizer (Shen et al.;|2024) uses an Adam-like (Kingmay, 2014) update for the parameter means
m and variances V', where the Hessian estimate h takes the role of the momentum. Essentially, m is updated
using gradients scaled by h. A notable difference to Adam and its variants is the absence of the square root
over the momentum term (h 4 §). The updates made in every training step are detailed below.

e 20T, (2)

m<é—m—o- gh++5?, (3)
1

V<_7A-(h+6)’ (4)

Here, « is the learning rate and § the weight decay. IVON also uses Adam-like momentum for the gradients
g and the Hessian h: In Equation , the variables i and g refer to estimates in the current step, while g and
h in Equations and represent the smoothed average. To obtain reasonable parameter uncertainties
V', the Hessian needs to be initialized, typically by a constant hg. For more details, we refer to the original
paper by |Shen et al.| (2024).

3.3 Selective Prediction in VQA

In VQA, the model learns a function f:7Z x Q — A to predict an answer a € A, given a multimodal input
x = (i,a) consisting of an image ¢ € Z and a question ¢ € Q. In the selective prediction framework, the
model output space is augmented by an abstain output (). This transforms the predictive model f into a
selective model h, incorporating both f and a selector g. The answer f(z) is accepted if g(z) is above the
abstention threshold v, and rejected otherwise. We follow the notation of [Whitehead et al.| (2022):

flz) ifg(z) =7,

h(z) = (f,9)(z) = {@ if g(x) < 7.
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A high threshold « corresponds to a conservative case, in which the model answers only the questions on
which it is most confident. Lowering v reduces the number of abstentions, but increases the error rate. In
practice, v is set according to a pre-specified cost of error or desired error rate, see Section [5.2

4 Variational VQA

In essence, our Variational VQA approach uses the IVON optimizer to train large VLMs and evaluates the
reliability of its output confidences in comparison to baselines like AdamW and MC Droput. In Section [4.1
we describe how model confidences are obtained, in Section we describe the baseline selectors, and in
Section [I.3] we present our new risk-averse selector.

4.1 Inference and Model Confidence

At inference, variational methods typically make use of the learned posterior distribution through Monte-
Carlo (MC) sampling. However, if computing efficiency is imperative, one can ignore the variances (V = 0)
and use only the mean parameters m for inference (Shen et al., 2024). This requires only one forward pass.
We refer to this approach as ‘VarVQA mean’. For an input z, the output distribution vector is p(x).

VarVQA performs sampling, i.e. we do n € N MC samples of the model parameters and obtain output
distribution vectors p,, where K € N is the number of classes. These are aggregated to obtain an output
mean vector ji and an output variance vector ¢ for every input a:

| X

) = 5 D Pal) (6)
R

52 (x) = N1 Z (fi(x) — pn())? (7)

n=1

4.2 Baseline selector functions

We start by explaining the baseline selector for deterministic methods (AdamW, VarVQA mean). We employ
the widely used MaxProb (Geifman and El-Yaniv} [2017)), which uses the highest answer likelihood. Let p(x)
be the model output; then the MaxProb selector is defined as gyp(z) = p*(z) = maxy, p*(x) (here, k
enumerates the output classes). We find that MaxProb consistently outperforms predictive entropy and
related functions.

In case of multiple MC samples, the default method in the field of uncertainty estimation is predictive
averaging (Gal and Ghahramani, |2016)). In essence, predictive averaging is an application of MaxProb on
the mean output distribution, i.e. gip(z) = p*(z) = maxy, @*(z) (cf. Eq. @)

4.3 A new risk-averse selector

In this work, particularly for the context of selective prediction, we propose to go Beyond Predictive Averaging
(BPA) by also employing the output variances (cf. Eq. ) This is done in a risk-averse (Pratt}|1978]) manner,
by penalizing high-variance predictions. While [Pratt| (1978)) subtracts the variance (with a prefactor), we
found the standard deviation to work best:

geea () = p*(z) — o™ () (8)
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Here, o* is the variance of the highest-likelihood class, i.e. the risk-averse selector does not change the
prediction, only the confidence. All our selective prediction results with VarVQA use ggpa by default. In
Section [5.6] we provide an ablation against predictive averaging. When it comes to calibration, VarVQA uses
predictive averaging, as the subtraction of o leads to systematic underconﬁdenceﬂ When using MC Dropout
with AdamW, we found no systematic benefits of ggpa. We speculate that this is because the posterior was
not actively learned. Thus, we use only gi;p for Dropout. The selectors used for each method are visually
summarized in Figure

Which Deterministic or
Optimizer? Sampling-based?

Which selector?

- Sowr@ =rw)

| VarVQA mean I

dhip(@) = (@)

gepa(z) = w*(2) — 0 (x) |

Figure 2: Overview of the methods we experiment with and their selectors. Variational VQA employs
ghrp for calibration and ggpa for selective prediction.

5 Experiments

We describe our experimental setup, models and datasets in Section [5.1] and the evaluation metrics in
Section Our results show that Variational VQA is effective for multimodal models (Sec. [5.3), more
sample-efficient than MC Dropout (Sec. , and more robust to OOD data than AdamW-trained models
(Sec. . Moreover, our novel selector gpps outperforms posterior predictive averaging on high-stakes
selective prediction (cf. Sec. across multiple models and tasks (Sec. .

5.1 Experimental Setup

We explore the effectiveness of Variational VQA on two large VLMs: VILT (Kim et al. [2021)) and BEiT-3
(Wang et al.; 2023). BEiT-3 s near—SOTAEl on VQAv2, but still small enough for full fine-tuning. Both ViLT
and BEiT-3 treat VQA as a classification task to 3129 answers, which is standard practice (Anderson et al.

2018). In terms of multimodal tasks, we explore VQA (fine-tuning in VQAv2 (Goyal et al,[2016), evaluation
on VQAv2 and AAdVQA (Sheng et al.| [2021))) and Visual Reasoning (fine-tuning and evaluation on NLVR2
(Suhr et al. [2019))). The publicly available VQAv2 test splits do not include labels, which are required to
evaluate calibration and selective prediction (cf. Sec. . Therefore, we follow previous work
let al] 2022} [Dancette et all, [2023) and divide the validation set of VQAv2 into dev/val/test. All results are
averaged over three training runs with different seeds. Error bars show the standard error.

Hyperparameters. We use the optimal hyperparameters reported in (Kim et al.l 2021} Wang et al.,|2023)
for AdamW. For IVON, most defaults (Shen et al.| (2024)) can be used, but the learning rate and Hessian
initialization need to be adjusted. However, we find that due to a strong correlation between the two, the
dimensionality of the search space is effectively one. A full account is provided in Supplement Sec. A.

Sample number. Per default, Variational VQA uses N = 64 MC samples, as we did not find significant
improvements beyond this number. For early stopping, we use eight MC samples to save compute.

n selective prediction, only relative confidences matter, so there is no negative impact.
2As of 10/2025, see the VQAv2 Challenge on EvalAl
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Temperature and Vector Scaling. Previous work (Whitehead et al.l |2022)) has shown that calibrating
models with widespread methods like Temperature Scaling (Guo et al.l2017) and Vector Scaling (Platt et al.,
1999) has only a small effect on their selective prediction performance. We confirm these findings and show
that the effect is consistently positive, and can be applied on top of any method (e.g. AdamW or VarVQA)
to receive small additional gains. Full results are in Supplement Section C.

5.2 Evaluation Metrics

Accuracy. We work with the standard VQA accuracy (Antol et al., 2015), which can also take non-integer
values (0.3, 0.6, 0.9), besides 0 and 1, if less than 4 out of 10 annotators agree. NLVR2 accuracy is binary.

Calibration. We evaluate calibration using the Expected Calibration Error (ECE) (Naeini et all 2015;
Guo et al., 2017)), as is standard practice. The ECE is computed by dividing the model’s confidences on a
dataset D into m bins D,,, and then summing the bin-wise deviations of confidence from accuracy:

ECE = Z'ﬁ; [Ace(Dy) — 9(D,)]. Q

Coverage at Risk. For the selective prediction metrics, we follow prior work (Geifman and El-Yaniv),
2017; Whitehead et al., |2022; |Dancette et al., 2023). The standard selective prediction metric is Coverage
at Risk (C@R)EL which measures the percentage of questions the model is able to answer (é.e. it does not
abstain), while keeping the error tolerance r below a given risk level R:

C(v) ‘D‘ > 1y (10)

xzeD
D1 2een(l — Ace(f(2))) - L(g(x) = 7)
(o) _ D Zwep
™) — , ()
CQR = max C(y) st. r(y) <R (12)

We also compute the area under the Risk-Coverage curve (AUC) (Kamath et al.| 2020). A weakness of CQR
is that the threshold v is determined using the test set. This is necessary as otherwise, a comparison of
results would be challenging: For a given risk R, one would have to judge both threshold generalization (i.e.
whether the test risk matches the bound R), and the achieved test coverage.

Effective Reliability. |Whitehead et al.| (2022) suggested Effective Reliability ®. that avoids test set
threshold selection. It differs from accuracy by a negative cost ¢ assigned to wrong answers:

Acc(z) if g(z) > 7 and Acc(z) > 0,
de(x) =14 —cC if g(z) > v and Acc(z) =0, (13)
0 if g(x) < 7.

The total effective reliability is &, = ﬁ > wep Pc(x), and the abstention threshold « is determined by

optimizing ®. on validation data. We report accuracy (Acc), CQR and ®. per cent, while keeping the ECE
in [0, 1], which is consistent with [Whitehead et al.| (2022).

3A larger CQR is better, as a model that abstains on (almost) all inputs is not useful.



Under review as submission to TMLR

High-Stakes metrics. Both selective prediction metrics (CQR and ®,..) feature a parameter that controls
the severity of mistakes. Our findings match previous work (¢f. Tabs. 1,2 in (Whitehead et al.,|2022))): Models
disproportionately struggle with settings in which errors are very costly (low-R, high—c)ﬂ We collectively
refer to these metrics as high-stakes. For practical applications, it is arguably more important that models
perform well in high-stakes metrics than in low-stakes metrics, since large amounts of errors (even as low as
5%) are not acceptable in many real-world scenarios. Moreover, for ID experiments we observe saturatiorﬂ
in low-stakes metrics and thus focus our reported results on high-stakes.

It should be noted that, if stakes are set too high (i.e. cost ¢ too high or risk R too small), results can
become noisy, as the impact of individual overconfident samples rises. This issue increases with smaller and
less well-curated datasets (label noise can have an impact). In our experiments, we observe that the results
were stable only up to ¢ ~ 100 and down to R =~ %%, which is why we stop reporting there.

5.3 In-Distribution Experiments

We show ID results after fine-tuning on VQAv2 in Table [I] and on NLVR2 (Visual Reasoning) in Table
Figure [3] visualizes the VQAv2 results. As can be seen, Variational VQA matches the accuracy achieved
with the conventional AdamW optimizer (Fig. , indicating that Variational VQA is effective for multi-
modal learning. Additionally, ‘VarVQA mean’ (cf. Sec. , which does not even use the learned posterior
at inference, is frequently more reliable than AdamW (lower ECE, higher CQR, ®.), while needing the
same inference compute. Finally, the VarVQA sampling strategy is the most reliable method, consistently
outperforming MC Dropout, which uses the same amount of samples at inference, in terms of selective pre-
diction, while achieving a low ECE of < 0.03 throughout and < 0.02 on VQAv2 with all three tested models.
Regarding selective prediction, the improvements are largest for the high-stakes metrics. When only one
mistake per 200 samples is allowed (C’@%%)7 VarVQA on different VLMSs improves 7% — 9% on VQAv2 and
9% — 14% on NLVR2 vs. AdamW in absolute numbers.

0.08 25
—_— 78 'I 0.07 o\o 36
3 : ~ 20 X 20
<76 0.06 £ ® X
g d w - w g15 -
874 W O 0.05 ..'T g24 &
.-‘ 004 -, o . ".
8572 & £ S g ) 10 X
b 0.03 3 . 5
70 & 0.02 012 & ¥
ViLT BEiT-3 BEIT-3 ViLT BEIiT-3 BEIT-3 ViLT BEiT-3 BEIT-3 VILT BEIT-3 BEIT-3
base large base large base large base large

(a) Accuracy (b) Calibration () (c) Selective Prediction (d) Selective Prediction

VarVQA VarVQA mean -#%- AdamW

Figure 3: Results on Accuracy, calibration and selective prediction on VQAv2 after fine-tuning.

5.4 How many MC Samples are needed?

We perform an ablation on the number of MC samples, which is directly proportional to the required inference
time. Moreover, we also compare Variational VQA to MC Dropout (Gal and Ghahramanil, [2016]), see Fig.
We find that while MC Dropout often improves over the AdamW baseline, it cannot match Variational
VQA in the high-stakes reliability metrics of selective prediction. For example, with BEiT-3 large, to beat
Dropout@64, 2 samples are enough on VQAv2 (Fig. left) and 4 samples suffice on NLVR2 (Fig. left).
Generally, Variational VQA is more sample-efficient than MC Dropout and saturates at higher reliability
scores. Extended results are in Supplement Section D.

4The achieved C@QR and ®. in these settings are much further below the theoretical optimum than for high R/low c.
5For example, BEiT-3 large on VQAv2 achieves C@Q10% > 81% and C@20% > 98%.
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Table 1: Reliability evaluation on VQAv2 for fine-tuned models. The variable N denotes the number of
forward passes. Best results per model are bold.

. . Selective Prediction Sel. Prediction
Calibration
Model Method N | Acc. high-stakes low-stakes
ECE (1) | C@i% CQ1%  ®s0 B0 | CQ5% Dy
AdamW 1 69.30 0.061 5.03 10.58 8.41 2.89 36.24 24.05
vibr . YarVQAmean | 1 | 6963 | 0.071 | 6.77__ 1332 974 545 | 3793 2508
AdamW Dropout | 64 | 69.66 0.019 10.44 16.63 8.99 8.44 38.49 26.18
VarVQA 64 | 69.71 0.019 13.81 19.68 12.93 10.88 39.53 27.15
AdamW 1 73.60 0.041 10.35 18.55 15.59 8.65 47.93 33.40
BEiT-3 VarVQA mean 1 73.84 0.039 14.08 21.98 16.72 11.36 19.57 34.80
base  AdamW Dropout | 64 | 7346 |  0.019 | 13.07 2011 1661 944 | 4749 3336
VarVQA 64 | 73.79 0.018 18.10 24.66 19.26 13.90 49.76 35.22
AdamW 1 78.59 0.039 21.63 32.15 26.31 17.80 63.19 45.83
BEiT-3 VarVQA mean 1 78.96 0.035 25.32 35.35 28.31 21.25 64.83 17.43
large  AdamW Dropout | 64 | 7841 |  0.018 | 2528 3452 27.99 2065 | 6300 4623
VarVQA 64 | 78.89 0.018 28.13 37.05 29.56 23.21 64.68 48.06

Table 2: Reliability evaluation on NLVR2 for fine-tuned models.The variable N denotes the number of
forward passes. Best results per model are bold.

. . Selective Prediction Sel. Prediction
Calibration
Model Method N | Acc. high-stakes low-stakes
ECE (1) | C@i% CQ1%  ®s0 B0 | CA5% Dy
AdamW 1 83.45 0.059 6.42 11.61 4.58 2.24 54.79 26.18
BEiT-3 VarVQA mean 1 83.28 0.058 5.15 15.58 6.44 1.41 55.66 27.30
base  AdamW Dropout | 64 | 83.18 |  0.016 | 9.98 1599  6.95 295 | 5543 2763
VarVQA 64 | 83.11 0.031 15.42 23.36 11.20 5.00 57.16 29.23
AdamW 1 88.34 0.041 16.53 41.14 18.08 9.45 78.53 15.64
BEiT-3 VarVQA mean 1 | 88.83 0.062 17.15 31.07 15.27 3.57 80.17 45.02
large  AdamW Dropout | 64 | 88.11 |  0.017 | 33.21  44.69 2343 14.71 | 76.99 4655
VarVQA 64 | 89.26 0.029 32.89 49.24 25.56 14.85 | 82.11 49.51

5.5 Mixed ID/OOD Experiments

Following (Dancette et al. 2023), we use VQAv2 (Goyal et al., [2016) and AdVQA (Sheng et all 2021) as
ID and OOD datasets, respectively. Both datasets use COCO images (Lin et al) 2014), but AdVQA has
a different multimodal distribution (more challenging questions). We use the splits from
, which draw testing data from Py, where

Prix = a - Poop + (1 — a) - Pip, (14)

using Pip = VQAv2 and Poop = AAVQA. Different mixtures are obtained by varying « € [0, 1]. Figure
shows the results for BEiT-3 large. Although the accuracy drops equally fast for all methods, Variational
VQA remains better calibrated (Fig. [5b)). The decline in C@1% is equal in absolute numbers (Fig. , but
this implies that the relative performance of VarVQA vs. AdamW is increasing at higher OOD fractions.
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Figure 4: Comparison of Variational VQA to MC Dropout, an approximate variational method that uses
the same inference compute, on the high-stakes selective prediction metrics.
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Figure 5: Accuracy, calibration and selective prediction results for different VQAv2/AdVQA mixtures for
BEiT-3 large. In (d), every model in the gray area is worse than a model that abstains on every input.

Thus, there is reason to believe that Variational VQA may be fundamentally more robust to OOD data than
AdamW-trained models. The results for the other models and metrics are in Supplement Section D.

5.6 Beyond Predictive Averaging

We compare the performance of our novel selector ggpa (cf. Sec. to the baseline gi;p (cf. Sec. . The
full results are shown in Tables [3] and [l For the high-stakes selective prediction metrics, ggpa consistently
outperforms the sample averaging of gi;p, achieving e.g. 5% higher C@%% on NLVR2 for BEiT-3 base. For
the mostly saturated low-stakes selective prediction (grayed), there is no clear winner. When using MC
Dropout, we did not find any systematic improvement of ggpa over gyjp.
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Table 3: Ablation of our risk-averse selection function ggpa (Eq. ) against gi;p on VQAv2. Best results
per model are bold.

high-stak low-stakes
Dataset | Model Selector 1 tgr-stakes ) ’ (:\V e
C@Q% CcQa1% [T D100 Ca5% P19
VLT Inp 13.35 19.24 13.04 10.05 39.52 26.64
JBPA 13.81 19.68 12.93 10.88 | 39.53 27.15
7 or 1
VQAv?2 BEIT-3 base Inp 17.15 23.87 18.64 12.23 | 49.91  35.17
9gBPA 18.10 24.66 19.26 13.90 | 49.76  35.22
iy . . . . 4.82 4758
BEIT-3 large Inp 27.09 36.00 28.82 22.14 | 64.8 7.5
9gBPA 28.13 37.05 29.56 23.21 | 64.68 48.06

Table 4: Ablation of our risk-averse selection function ggpa (Eq. ) against gi;p on NLVR2. Best results
per model are bold.

high-stak low-stakes

Dataset | Model Selector . tgh-stares m: stakes
0@5% C@l% @50 @100 ( ;(1‘5 / (I)IU
v . . . . 57.18 29.2
BETSbee (¥ | e mas 10 500 | i 2
NLVR2 9BPA . . . . o/(.10 J.20
iy 27.61 48.1 24.2 13. 82.16 49.51

BEiT-3 large Inp 76 8.16 0 3.59 T

9gBPA 32.89 49.24 25.56 14.85 | 82.11 49.51

5.7 Qualitative Results

We show qualitative examples that highlight the difference in uncertainty estimates between AdamW and
Variational VQA in Figures[fland[7} Further qualitative examples for VQAv2, AdVQA and NLVR2, including
failure cases, can be found in Supplement Section E. As the accuracy of the AdamW- and IVON-trained
models is similar, we focus on cases where they predict the same answer, as this reflects the typical behavior.
The key improvement of VarVQA lies not in better accuracy, but rather in improved uncertainty estimates.
A further study that investigates the behavior on the different question categories of VQAv2 and AdVQA
(Binary, Number, and Other), can also be found in Supplement Section E.

6 Discussion

In this work, we explore Variational VQA, i.e. the application of Variational Learning for multimodal tasks.
Our implementation replaces the standard AdamW optimizer with the IVON method and uses multiple
samples from the learned posterior at inference to achieve more reliable and well-calibrated results. Our
findings demonstrate that Variational VQA has two possible applications: When inference costs should be
minimal, parameter means can be used at inference to match or even slightly improve on the accuracy of
AdamW and decently increase reliability. When higher inference costs are acceptable, multiple MC samples
from the posterior can be used. Better reliability is demonstrated by better calibration as well as better
selective prediction, both in distribution for multiple tasks, and in the challenging mixed ID/OOD setting.
Moreover, we go beyond predictive averaging and introduce a novel selector function that improves selective
prediction in high-stakes settings with almost no computational overhead.

Variational VQA also has some limitations, particularly involving hyperparameter tuning with IVON. While
we observe correlations between the critical hyperparameters (discussed in the Supplement), which can be
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[ How many slices are cut? ] [ Is the man gloveless? ] [ Is anyone touching this umbrella? ]
(Ground Truth: 9) (Ground Truth: yes) (Ground Truth: yes)

[ Adamw ~ =0.986 |(1(0.987) > wrong ] ( no (0.989) > wrong ( no (0.991) > wrong )

(varvea ghip v =0.976 ) 1(0.593) > abstain | [ no (0.679) > abstain ) no (0.708) > abstain )

(varvQa gera ~ =0.957 |(1(0.486) > abstain | ( no (0.568) > abstain )( no (0.544) - abstain )

Figure 6: Qualitative examples on VQAv2 with BEiT-3 large where AdamW is wrong while VarVQA abstains.
The abstention thresholds v were determined by optimizing ®199 on VQAv2 validation data. Model answers
are displayed in bold, the corresponding answer confidences are provided in brackets.

At least one television hangs on a wall near some
simple paintings (Ground Truth: False)

shelves full of books (Ground Truth: False)

[AdamW v = 0.994 ][ True (0.995) > wrong True (0.996) > wrong

(varvaa giip 4 =0.994 |( True (0.692) > abstain True (0.782) > abstain

[ In at least one image there is a green bookshelf with 7 ]

—
I\

(varvQa gsea ~ =0.992 ]| True (0.326) > abstain True (0.496) > abstain

Figure 7: Qualitative examples on NLVR2 with BEiT-3 large where AdamW is wrong while VarVQA abstains.
The abstention thresholds v were determined by optimizing ®199 on NLVR2 validation data. Model answers
are displayed in bold, the corresponding answer confidences are provided in brackets.

exploited to reduce the search space, tuning still remains more involved than with AdamW. Additionally,
while VarVQA makes large gains in high-stakes selective prediction vs. AdamW, overconfidence still remains
an issue, and Coverages remain well below the theoretical optimum (/= Acc. for low risks). Thus, more work
is needed to make models truly ‘know what they don’t know’.

An exciting avenue for future work is to avoid the computational burden of sampling for VarVQA by variance
propagation in one forward pass. Recently, proposed a new method in this domain that
has shown promising results for unimodal tasks with IVON. Such ‘streamlining’ is only possible if learned
parameter variances are available, which is not the case for e.g. MC Dropout. While Variational VQA
intrinsically improves reliability, the incorporation of previous methods through e.g. training a (variational)
selector on top of the (variational) model, could also further enhance reliability.
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