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Abstract

Argument mining algorithms analyze the argu-001
mentative structure of essays, making them a002
valuable tool for enhancing education by pro-003
viding targeted feedback on the students’ ar-004
gumentation skills. While current methods of-005
ten use encoder or encoder-decoder deep learn-006
ing architectures, decoder-only models remain007
largely unexplored, offering a promising re-008
search direction. This paper proposes leverag-009
ing open-source, small Large Language Mod-010
els (LLMs) for argument mining through few-011
shot prompting and fine-tuning. These mod-012
els’ small size and open-source nature ensure013
accessibility, privacy, and computational effi-014
ciency, enabling schools and educators to adopt015
and deploy them locally. Specifically, we per-016
form three tasks: segmentation of student es-017
says into arguments, classification of the argu-018
ments by type, and assessment of their qual-019
ity. We empirically evaluate the models on the020
“Feedback Prize – Predicting Effective Argu-021
ments” dataset of grade 6–12 students essays022
and demonstrate how fine-tuned small LLMs023
outperform baseline methods in segmenting024
the essays and determining the argument types025
while few-shot prompting yields comparable026
performance to that of the baselines in assess-027
ing quality. This work highlights the educa-028
tional potential of small, open-source LLMs to029
provide real-time, personalized feedback, en-030
hancing independent learning and writing skills031
while ensuring low computational cost and pri-032
vacy.033

1 Introduction034

Writing well-structured essays can be challenging035

for students, as they require not only quality argu-036

ment components but also cohesive connections037

between them (Scardamalia and Bereiter, 1987).038

However, many students struggle to meet these re-039

quirements, often due to a lack of clear guidance040

on effective argumentation. High teacher-student041

ratios exacerbate this issue, limiting the individual- 042

ized support that teachers can provide1. To address 043

this challenge, automatic argument mining has 044

emerged as a promising solution, aiming to analyze 045

the argumentative structure of essays and deliver 046

targeted feedback to help students strengthen their 047

arguments and overall essay structure (Lawrence 048

and Reed, 2020; Cabrio and Villata, 2018). 049

Effective argument mining entails several sub- 050

tasks, such as segmenting the essay into distinct 051

argument components, classifying their type, as- 052

sessing their quality and establishing relationships 053

between them (Gessler et al., 2021). These tasks 054

can be performed sequentially or in parallel. State- 055

of-the-art approaches in argument mining rely on 056

encoder or encoder-decoder deep neural network- 057

based architectures (Arora et al., 2023). However, 058

to date, decoder-only models remain underexplored 059

for certain subtasks, suggesting a promising area 060

for future exploration (Wachsmuth et al., 2024). 061

While high-performing argument mining meth- 062

ods have potential, they are often difficult to ac- 063

cess and scale, especially in educational settings 064

(Kashefi et al., 2023). Automated Essay Scor- 065

ing (AES) systems offer an alternative solution 066

for grading essays, focusing on overall evaluation 067

rather than on assessing individual arguments (Gao 068

et al., 2024). However, limited research has ex- 069

plored the integration of argument mining with 070

argument quality assessment. This work aims to 071

bridge this gap by providing detailed feedback that 072

helps students critically analyze their arguments 073

and enhance their writing skills (Ding et al., 2023). 074

We propose leveraging open-source2, small 075

Large Language Models (LLMs) to perform a com- 076

plete pipeline in argument mining (from segment- 077

ing the text in arguments to classifying their type 078

1https://www.unesco.org/en/articles/
global-report-teachers-what-you-need-know

2We use the term open-source to refer to LLMs that are
freely available with at least open-weights.
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Figure 1: Overview of the proposed framework. Given an essay as input, the objective is to first segment it into
arguments, then classify the argument types, and assess their quality using small open source LLMs —Qwen 2.5
7B, Llama 3.1 8B, and Gemma 2 9B. These tasks are performed either individually or jointly through two learning
approaches: few-shot prompting or fine-tuning.

and assessing their quality) in an educational con-079

text. By means of few-shot prompting and fine-080

tuning, these models can execute these tasks lo-081

cally on the student’s laptop, ensuring accessibility082

and maintaining computational efficiency. Figure 1083

depicts the proposed method’s pipeline, outlining084

each stage of the process.085

This paper is organized as follows: Section 2086

reviews the most relevant literature, providing the087

background and context for our research. In Sec-088

tion 3, we describe our methodology. Section 4089

presents and analyses our experimental results. Fi-090

nally, Section 5 provides a discussion of the find-091

ings, followed by a conclusion and an outline of092

the limitations in Section 6 Our code is available093

at https://anonymous.4open.science/r/ACL_094

2025-45CE/.095

2 Related work096

Argument mining Argument mining is a com-097

plex field that aims to identify, classify, and analyze098

argumentative structures within text (Lawrence and099

Reed, 2020), drawing inspiration from frameworks,100

such as Toulmin’s model of argumentation (Toul-101

min, 2003). Argument mining involves numerous102

subtasks (Arora et al., 2023), including argument103

detection, classification, assessment, and relation104

prediction, making end-to-end solutions particu-105

larly challenging (Cabrio and Villata, 2018). Thus,106

despite its importance, few studies tackle the full107

argument mining pipeline due to its complexity and108

methodological diversity. (Cao, 2023; Bao et al., 109

2022; Morio et al., 2022). 110

State-of-the-art methods in argument mining typ- 111

ically rely on deep neural networks (Arora et al., 112

2023). Recently, advancements in Large Language 113

Models (LLMs) have pushed the field forward. For 114

instance, T5 (Raffel et al., 2020) has been applied 115

effectively to argument mining tasks (Kawarada 116

et al., 2024), while models like Longformer (Ding 117

et al., 2023) and BERT-based approaches (Kashefi 118

et al., 2023) have demonstrated competitive per- 119

formance across various subtasks. More complex 120

systems provide end-to-end solutions by combining 121

models like BART (Lewis, 2019) with prompting 122

and graph-based approaches (Sun et al., 2024b), 123

or by leveraging graph prefix tuning to enhance 124

discourse-level understanding (Sun et al., 2024a). 125

Recently, Gorur et al. (2024) demonstrates that 126

prompt-tuned, open-source models like Llama-2 127

(Touvron et al., 2023) and Mixtral (Jiang et al., 128

2024) can outperform state-of-the-art RoBERTa- 129

based baselines (Ruiz-Dolz et al., 2021) in identi- 130

fying agreement and disagreement relations among 131

arguments. However, to the best of our knowl- 132

edge, no research has explored to date the use of 133

open-source, small LLMs for the combined tasks 134

of argument classification and quality assessment. 135

In this paper, we aim to fill this gap. 136

Educational multi-task argument mining Ed- 137

ucational multi-task argument mining focuses on 138
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extracting, classifying, and evaluating arguments in139

student essays—a challenging problem due to the140

noisy, resource-constrained nature of student writ-141

ing (Kashefi et al., 2023). Beyond the tasks of argu-142

ment segmentation and classification, assessing the143

quality of arguments is essential for evaluating their144

persuasiveness and coherence (Wachsmuth et al.,145

2024). Existing approaches, such as Longformer-146

based classification methods (Ding et al., 2022) and147

graph-based frameworks (Marro et al., 2022), have148

made contributions to this area.149

Providing meaningful feedback from such analy-150

ses is particularly impactful in educational contexts.151

Actionable feedback enables students and educa-152

tors to identify strengths and areas for improve-153

ment, with standardized scoring systems serving as154

valuable tools to guide learning and enhance out-155

comes (Cabrio and Villata, 2018). Moreover, incor-156

porating discourse-level features has been shown to157

improve performance by offering deeper insights158

into argument structures (Deshpande et al., 2023).159

Contributions In this paper, we make several160

contributions to this domain. First, we address the161

gap in leveraging small, open-source LLMs for162

argument mining, combining argument segmenta-163

tion, type classification, and quality assessment.164

Second, we propose a computationally efficient165

and privacy-preserving approach, enabling local166

analysis on standard devices through fine-tuning167

and few-shot prompting of the LLMs. Finally, by168

evaluating our approach on a benchmark dataset of169

student essays, we demonstrate its ability to deliver170

actionable feedback on a local computer, fostering171

improved writing skills for students grades 6-12172

while preserving privacy. Our method advances ar-173

gument mining in resource-constrained educational174

settings and highlights the transformative potential175

of LLMs in personalized education.176

3 Method177

3.1 Tasks and models178

Given a human-written essay, the goal is to per-179

form three tasks: (1) segmenting it into arguments;180

(2) classifying each argument into one of seven181

categories—Lead, Position, Claim, Counterclaim,182

Rebuttal, Evidence, Concluding Statement; and (3)183

assessing the quality of each argument using three184

levels —Ineffective, Adequate, Effective. Segmen-185

tation is conducted first, followed by argument type186

classification and quality assessment. These latter187

tasks can be performed independently or jointly.188

We investigate the effectiveness of three open- 189

source, small LLMs, namely Qwen 2.5 7B (Yang 190

et al., 2024), Llama 3.1 8B (Dubey et al., 2024) and 191

Gemma 2 9B (Team et al., 2024), for these tasks 192

using both few-shot prompting and fine-tuning. We 193

compare against a state-of-the-art baseline (Ding 194

et al., 2022, 2023) and GPT-4o mini (Achiam et al., 195

2023) to shed light on the performance of open- 196

source vs closed-source models. Appendix A.7 197

provides additional details on these models, as well 198

as experimental results for three additional small, 199

open-source LLMs (Llama 3.2 2B, DeepSeek R1 200

7B, and OLMo 2 7B). 201

3.2 Few-shot prompting 202

The first approach applies few-shot prompt-tuning 203

sequentially: first, the LLM is prompted to segment 204

the essay into arguments. Then another prompt is 205

used for argument type classification and/or quality 206

assessment. The prompts are built by concatenating 207

the following textual elements: 208

1. Few-shot examples are given in the format 209

depicted by the examples included in Tables 7, 8 210

and 9 in Appendix A.3, depending on the task. The 211

label of the type of argument or its quality is added 212

between each argument in the essay. The example 213

essays are extracted from the training set split used 214

in Ding et al. (2023) and described in Section 3.3. 215

2. The essay. The segmentation task takes the orig- 216

inal essay as input. For argument type classification 217

and quality assessment, the essay is provided in a 218

pre-segmented format, as illustrated in Table 7 in 219

Appendix A.3. In this format, each argument is 220

separated by a designated SEP label, which corre- 221

sponds to the output of the segmentation task. 222

3. The query, specifying the role of the LLM and 223

the overall instructions for the task. The detailed 224

formulations for the segmentation, argument type 225

classification and quality assessment tasks are pro- 226

vided in Table 5 in Appendix A.2.2. 227

4. Output requirements. For the argument 228

type classification and argument quality assessment 229

tasks, the model is asked to generate the output in 230

a specific JSON format, described in the prompt 231

as follows: “For the given argument component, 232

identify its [type] and/or [quality]. Provide the out- 233

put as a JSON object with the key: [TYPE] and/or 234

[QUALITY].” For segmentation, the output is de- 235

scribed in the prompt as follow: "Place <SEP> 236

immediately at the end of each segment. Preserve 237

all original words, spacing, and order." 238

5. The specific argument of the essay that the 239
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LLM is asked to analyze in the argument type clas-240

sification and argument quality assessment tasks.241

Examples of the expected output format and the242

handling of incorrect outputs are detailed in Ap-243

pendix A.4. After segmentation, classifying the244

entire text at once may cause label mismatches,245

misaligning them with arguments. To simplify this246

task for smaller LLMs, we classify one argument247

per prompt. However, the full essay is still pro-248

vided as context, given that the type classification249

and quality assessment of each argument depend250

on the essay’s overall argumentation strategy.251

Also note that the specific structure, content and252

phrasing of each prompt have been meticulously253

designed after an intensive effort of prompt engi-254

neering. Any changes to the sequence or omission255

of parts significantly affect both the accuracy and256

the format of the output. An alternative approach to257

prompt-tuning the LLM would involve asking it to258

replace each separator with its corresponding label259

(type, quality, or both), as demonstrated in the fine-260

tuning process described in the next section. With261

this method, the output should exactly replicate the262

original essay, with classified labels inserted at the263

appropriate points between arguments. However,264

this approach did not deliver good performance265

with the small LLMs as these models struggle to re-266

produce the input text word-for-word and often in-267

troduce errors such as adding extra words, omitting268

parts of the text, or inserting additional separators.269

For output examples, see Appendix A.3.270

3.3 Fine-tuning271

The second approach involves fine-tuning an LLM272

for the following tasks: (1) argument segmentation;273

(2) argument type classification; (3) argument qual-274

ity assessment; and (4) argument type classification275

and quality assessment together. The three small,276

open-source models were fine-tuned on Google277

Colab using an A100 GPU on each of the tasks.278

To establish a comparative upper bound, we also279

fine-tuned GPT-4o mini using OpenAI’s API. Fur-280

ther details on the fine-tuning of this model can be281

found in Appendix A.2.3.282

Data Fine-tuning requires the use of a dataset.283

In our study, we used a collection of argumen-284

tative essays written by U.S. students in grades285

6-12, annotated by expert raters. The dataset is286

derived from the Kaggle competition “Feedback287

Prize - Predicting Effective Arguments,” 3 which 288

constitutes a subset of the PERSUADE 2.0 Corpus. 289

This subset includes approximately 6,900 essays 290

from a total of 26,000 argument components, rep- 291

resenting just over a quarter of the corpus. The 292

essays were selected to achieve a balanced distri- 293

bution of discourse elements across varying levels 294

of effectiveness (Crossley et al., 2022, 2023). The 295

dataset encompasses the seven argument types de- 296

rived from Toulmin’s argumentation model (Toul- 297

min, 2003): Lead, Position, Claim, Counterclaim, 298

Rebuttal, Evidence, and Concluding Statement; a 299

quality assessment for each argument is also pro- 300

vided: Ineffective, Adequate, or Effective. 301

For fine-tuning, we used the split provided by 302

Ding et al. (2023) consisting of 3,353 essays (i.e, 303

29,440 arguments) for the training set and 419 es- 304

says (i.e., 3,614 arguments) for the validation set. 305

Detailed statistics of this dataset split can be found 306

in Ding et al. (2022, 2023). 307

Setting We performed the fine-tuning of the 308

small, open-source LLMs using the SFTTrainer 309

module from the TRL library4. We employed Un- 310

sloth5 to optimize performance and reduce memory 311

usage. Additionally, we incorporated Low-Rank 312

Adaptation (LoRA) (Hu et al., 2021) and Quan- 313

tized Low-Rank Adaptation (QLoRA) (Dettmers 314

et al., 2024) to further reduce memory demands 315

and improve the fine-tuning speed. An early stop- 316

ping criterion was applied to optimize performance 317

and reduce memory usage. The specific hyperpa- 318

rameters used in the fine-tuning can be found in 319

Appendix A.2.3. Regarding GPT 4o-mini, we used 320

OpenAI’s API for fine-tuning this model. 321

Input sequence and target Both the input se- 322

quence and the fine-tuning target were formatted 323

in accordance with the previously described few- 324

shot prompting methodology. For the segmentation 325

task, the input was the original essay, while the tar- 326

get output was the corresponding essay segmented 327

by a designated SEP label (See Table 7, in Ap- 328

pendix). In contrast, for the joint task of argument 329

type classification and quality assessment, the in- 330

put consisted of the essay already segmented with 331

the SEP labels (See Table 7, in Appendix). The 332

target, in this instance, was defined as the same 333

essay further partitioned into discrete arguments, 334

3https://www.kaggle.com/competitions/
feedback-prize-effectiveness/data

4https://huggingface.co/docs/trl/sft_trainer
5https://github.com/unslothai/unsloth
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with each argument interleaved with labels specify-335

ing both the type of argument and its quality (See336

Table 10, in Appendix). This approach ensures337

methodological consistency across tasks and facili-338

tates a systematic evaluation of model performance339

on both segmentation and combined argument type340

classification and quality assessment tasks. See341

Appendix A.2.3 for more details.342

Inference The fine-tuned models were run on343

an Apple M1 Pro laptop with 32 GB RAM using344

Ollama6, an open-source framework that enables345

users to run, create, and share LLMs locally on346

their machines. We did not provide any few-shot347

examples demonstrating how to perform the task or348

how to specify the output format. To evaluate per-349

formance, we used the same test set as Ding et al.350

(2023). Fine-tuning is expected to enhance the351

model’s ability to generate outputs that closely mir-352

ror the input essay and conform better to the speci-353

fied output format than the non-fine-tuned models.354

See Table 3 in Appendix, for a summary of experi-355

ment variants.356

4 Evaluation357

4.1 Dataset358

We performed all our evaluations on the test set359

of the “Feedback Prize - Predicting Effective Ar-360

guments,” 7 datasets. We use the same test set361

employed by Ding et al. (2023), consisting of 419362

essays with a total of 3,711 arguments. Detailed363

statistics of this dataset split can be found in Ding364

et al. (2022, 2023). For the segmentation task, the365

essay has to be segmented into arguments. For the366

argument type classification task, the segmented367

arguments need to be classified into one of seven368

types: Lead, Position, Claim, Counterclaim, Rebut-369

tal, Evidence, and Concluding Statement. In the370

case of the quality assessment task, the possible371

values are: Ineffective, Adequate, Effective. See372

Table 5 in the Appendix A.2.2 for a description of373

each label.374

4.2 Performance metrics375

To assess the efficiency of the proposed methods,376

we report the following metrics that consider the377

imbalance in the distribution of labels.378

6https://github.com/ollama/ollama, https:
//ollama.com

7https://www.kaggle.com/competitions/
feedback-prize-effectiveness/data

Metrics per label, namely precision, recall, and 379

F1 score for each individual label to have an in- 380

depth look at the classifier’s performance on a per- 381

label basis. 382

Multi-label confusion matrix to provide a de- 383

tailed breakdown of model performance across ar- 384

gument categories, highlighting both accurately 385

predicted cases (along the diagonal) and common 386

misclassifications. The values in the matrix give 387

insights into which argument types or quality as- 388

sessment labels the proposed method distinguishes 389

effectively and where it struggles. 390

Macro-averaged F1 score, which is the mean 391

of the F1 scores for each label, treating all labels 392

equally, thereby providing a measure of overall 393

performance across all labels without considering 394

label imbalance 8. This metric is a standard in the 395

argument mining community (Bao et al., 2022; Sun 396

et al., 2024b; Ding et al., 2023; Morio et al., 2022). 397

Segmentation F1 score We compute the F1 398

score for segmentation at the token level using the 399

BIO framework, where each token at the beginning 400

of an argument is tagged as B, tokens inside the 401

argument are tagged as I and O denotes when a 402

token is not part of an argument, which is not the 403

case in our task as all the tokens are supposed to 404

belong to an argument. 405

Type and quality F1 score We adopt the evalua- 406

tion method used by Ding et al. (2023). A predicted 407

argument (Sp) with at least 50% of overlap with 408

a gold argument (Sg) is considered a match i.e: 409

min(ogold, opred) > 0.5, where: ogold =
|Sg |∩|Sp|

|Sg | 410

is the overlap of the predicted argument with the 411

gold argument and opred =
|Sg |∩|Sp|

|Sp| is the overlap 412

of the gold argument with the predicted argument. 413

Matched predicted arguments are considered true 414

positives if they are of the same type (or quality) as 415

the gold argument. Otherwise, they are classified as 416

a false negative. Unmatched predicted arguments 417

are considered false positives and labeled as Echec. 418

Spelling errors LLMs are required to repro- 419

duce each input essay—originally written by chil- 420

dren—segmented with the SEP separator. Be- 421

cause these essays contain numerous spelling er- 422

rors, smaller LLMs often attempt to correct them 423

automatically, thereby altering the text and com- 424

plicating direct comparisons with the ground truth. 425

Since our goal is not to address spelling errors and 426

the dataset labels do not account for them, we first 427

correct the essays before providing them to the 428

8See the formula in Appendix A.5.1
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LLM to ensure accurate and consistent segmenta-429

tion. To do so we use language-tool-python, a430

wrapper for LanguageTool9.431

4.3 Baselines432

We compare our method with several encoder-433

based variants following the approach proposed434

by Ding et al. (2023). Their framework employs435

BERT (Devlin, 2018) for argument type and qual-436

ity assessment and a Longformer (Beltagy et al.,437

2020) for token-level segmentation, leveraging the438

Longformer’s ability to handle long-text classifica-439

tion (see Appendix A.2.1). Notably, their method440

is the only approach in the literature that utilizes441

this dataset for the same tasks while processing seg-442

mented essays as input. Additionally, as mentioned443

earlier, we compare our results with GPT-4o mini444

(Achiam et al., 2023), both vanilla and fine-tuned445

(using the same fine-tuning data as with the other446

small LLMs, see Appendix A.2.3) versions, to have447

a sense of the upper performance bound achieved448

by a commercial model.449

4.4 Results450

4.4.1 Argument segmentation451

Figure 2 compares the performance of the small,452

open-source models on the segmentation task, eval-453

uated in their best few-shot settings (either zero or454

three) and fine-tuned configurations. Additionally,455

we include the Longformer as a state-of-the-art456

baseline, and GPT-4o mini (with three-shot learn-457

ing and fine-tuned) as a commercial upper bound.458

Error bars indicate the standard deviation across459

three runs. All LLM models surpass the Long-460

former’s performance, demonstrating the advan-461

tages of large-scale pretraining and transfer learn-462

ing. Fine-tuned models exhibit substantial perfor-463

mance gains over their few-shot counterparts, un-464

derscoring the effectiveness of supervised adapta-465

tion. Among all small open-source models, the fine-466

tuned Llama 3.1 8B achieves the highest F1 score467

of 87.52, an increase of 18.05 points or 26.00% in468

segmentation performance over the baseline (Long-469

former) and 6.41 points but 3.7% below GPT-470

4o mini’s performance. Figure 4, in Appendix,471

presents the overlap of the inferred segmentation472

with the gold segmentation across models. Fine-473

tuned Llama 3.1 8B achieves the highest overlap474

with the ground truth, outperforming Longformer475

and aligning with the macro F1 results. Figure 5476

9https://languagetool.org

in the Appendix A.5.2 reports the average number 477

of arguments per essay across models for further 478

segmentation analysis. 479

Figure 2: Macro-averaged F1 scores [%] for the ar-
gument segmentation task across models. Compari-
son of small open-source models (Qwen 2.5 7B, Llama
3.1 8B, Gemma 2 9B) in the best few-shot (zero or
three-shot) and fine-tuned (ft) settings with the baseline
(Longformer) and GPT-4o mini, both with three-shot
and fine-tuned. Error bars depict the standard deviation.

4.4.2 Argument type and quality assessment 480

Figure 3 shows the macro-averaged F1 scores for 481

the argument type (left) and quality (right) tasks, 482

respectively, across various models and experimen- 483

tal settings. The figure compares the performance 484

of the three small open-source models in the best 485

few-shot (either zero or three) and fine-tuned set- 486

tings, along with the baseline and GPT 4o mini 487

(three-shot and fine-tuned). The F1 scores are re- 488

ported for two task setups: individual classification 489

(indiv.) and joint classification of both argument 490

type and quality together (joint). Results are shown 491

for two segmentation conditions: gold (provided) 492

and inferred. Transparent colors indicate the gold 493

condition, while less transparent colors represent 494

inferred segmentation. Circles and triangles cor- 495

respond to the joint and individual setups, respec- 496

tively. Error bars represent the standard deviation 497

of the results. 498

Argument type classification Regarding the 499

type classification task, models using the gold seg- 500

mentation consistently outperform the models with 501

inferred segmentation and the baseline. We also 502

observe significant improvements when fine-tuning 503

the small, open-source LLMs, both with the gold 504

and inferred segmentation. The best-performing 505

model with the gold segmentation is Gemma 2 9B 506

fine-tuned, with an F1 score of 79.74, which is 507

10.27 points or 14.78% larger than the baseline 508

(BERT) but 5.1% below GPT-4o mini’s perfor- 509
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Figure 3: Macro-averaged F1 scores [ % ] for the argument type classification (left) and quality assessment
(right) across models. Comparison of three small open-source models (Qwen 2.5 7B, Llama 3.1 8B, Gemma 2 9B)
in the best few-shot (zero or three-shot) and fine-tuned (ft) settings with the baseline and GPT-4o mini (few-shot and
fine-tuned). The results highlighted in transparent colors correspond to the evaluation with the gold segmentation
whereas the darker colors correspond to inferred segmentation. In the case of gold segmentation, the baseline
corresponds to a BERT model with two prediction heads. In the case of inferred segmentation, the segmentation is
carried out by a Longformer followed by a classification with BERT. Circles represent the joint setup (both type and
quality classification are performed at the same time) whereas triangles correspond to the individual setup (type and
quality classification are performed separately). Error bars show the standard deviation.

mance. The best-performing model with inferred510

segmentation is Llama 3.1 8B fine-tuned, with an511

F1 score of 51.45, which is 12.27 points or 31.32%512

larger than the baseline (Longformer + BERT) but513

19.85% lower than GPT-4o mini fine-tuned. Gen-514

erally, models yield better performance in the joint515

than in the individual setup.516

Argument quality assessment Regarding the ar-517

gument quality assessment task, models using the518

gold segmentation also consistently outperform the519

models with inferred segmentation. In this case,520

the best-performing small open-source model is521

Gemma 2 9B with three-shot learning, achieving522

an F1 score of 44.56, which is 19.96 points or523

81.14% larger than the baseline’s performance but524

18.98% lower than the GPT-4o mini fine-tuned per-525

formance. With inferred segmentation, the best526

performing small, open-source LLM (Gemma 2527

9B with three-shot learning) achieves similar per-528

formance to the baseline, both of them below that529

of GPT-4o mini. Interestingly, fine-tuning, in this530

case, tends to worsen the performance across mod-531

els, particularly when given the gold segmentation.532

Note that the results for Llama 3.1 Qwen 2.5 and533

GPT-4o mini fine-tuned are absent in the individual534

setup due to repeated inference failures. Refer to535

Section 6 for more details.536

4.4.3 Label-level performance analysis 537

To better understand the previously reported per- 538

formance figures, we summarize the results at the 539

label level for the best-performing model (Llama 540

3.1 8B fine-tuned in the argument type classifica- 541

tion task and Gemma 2 9B three-shot learning in 542

the argument quality assessment task) in the joint 543

set up and the inferred segmentation configuration. 544

Tables 1, 2, (and 12 in Appendix) depict the pre- 545

cision, recall and F1 score for the argument type 546

classification, quality assesment and segmentation 547

tasks, respectively. Furthermore, Tables 14, 15 548

and 13 in Appendix contain the corresponding 549

confusion matrices.

Type Precision Recall F1-score
Lead 48.48 96.97 64.58
Position 52.63 58.94 55.59
Claim 41.17 69.86 51.75
C claim 48.34 53.70 50.71
Rebuttal 51.67 47.09 47.49
Evidence 54.91 86.33 67.11
Concluding 77.92 71.28 74.36

Table 1: Performance evaluation (precision, recall and
F1-score per label) in the argument type classification
task using the fine-tuned Llama 3.1 8B model on the
joint setup with inferred argument segmentation.

550

Argument type classification As seen in Table 1 551

the model is the most accurate in classifying Con- 552

cluding statements, followed by Evidence. In con- 553

trast, the model exhibits the lowest performance 554
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when classifying Rebuttals and Counterclaims. In-555

terestingly, the model has very high recall (96.97%)556

but low precision (48.48%) when classifying Lead557

arguments, suggesting that it often over-labels ar-558

guments as Lead. There is large misclassification559

rates of Claim, Position, and Evidence, into Echec560

entries, confirming that segmentation errors con-561

tribute to lowering the performance in the classifi-562

cation task, see Table 14 in the Appendix.563

Quality assessment Regarding quality assess-564

ment, the best performance of the model is in the565

Adequate label, struggling with the Ineffective (low566

recall) and especially the Effective (low precision)567

labels. In fact, Adequate tends to be over-predicted568

by the model. Part of the classification errors are569

also due to segmentation mistakes, as reflected by570

the Echec column in the confusion table in Table 15571

in the Appendix.572

Quality Precision Recall F1-score
Ineffective 42.00 29.78 34.84
Adequate 35.98 62.74 45.70
Effective 15.86 54.34 24.65

Table 2: Performance evaluation per label in the argu-
ment quality assessment task using Gemma 2 9B three-
shot model on the joint setup and inferred segmentation.

5 Discussion573

In this paper, we have explored the potential of574

three small, open-source LLMs—namely, Qwen575

2.5 7B, Llama 3.1 8B, Gemma 2 9B—to perform576

three argument mining tasks in an educational set-577

ting: argument segmentation, argument type classi-578

fication, and argument quality assessment. We have579

experimented with both few-show prompting and580

fine-tuning, comparing small open-source LLMs to581

commercial LLMs (GPT-4o mini) and state-of-the-582

art encoders. From these extensive experiments,583

we draw several findings.584

First, small and open-source LLMs are able to585

effectively perform argument mining tasks with586

significantly better performance than state-of-the-587

art baselines (Longformer and BERT). Commercial588

small LLMs, such as GPT4o-mini, yield the best589

performance.590

Second, different approaches provide the best591

results depending on the task. Whereas fine-tuned592

models consistently outperform few-shot prompt-593

ing in the argument segmentation and type classifi-594

cation tasks, we observe the opposite behavior in595

the argument quality assessment task.596

Third, model performance in the tasks of interest 597

does not necessarily increase with the number of 598

shots when performing few-shot prompting, which 599

is consistent with what has been reported in the 600

literature (Liu et al., 2024). This finding is partic- 601

ularly evident in the case of Llama 3.1 8B, which 602

exhibits the best performance in tasks with zero- 603

shot prompting. The deterioration in performance 604

with the number of shots is probably due to the 605

complexity of longer prompts which seemed too 606

hard for the model to make sense of. 607

Fourth, joint fine-tuning setups where both tasks 608

were carried out at the same time tend to yield bet- 609

ter results than individual setups where the tasks 610

were performed independently, showing a strong 611

link between classifying argument types and as- 612

sessing their quality (Crossley et al., 2023). 613

Fifth, the automatic segmentation and classifica- 614

tion of the type of argument seems to be an easier 615

task than the assessment of the quality of the ar- 616

guments, likely due to difficulties in creating high- 617

quality and consistent ground truth quality assess- 618

ments across essays 10 (Wachsmuth et al., 2024). 619

Finally and most importantly, this study high- 620

lights the potential of open-source, small LLMs, 621

running locally on personal computers, to support 622

students in the development of their essay-writing 623

skills. Our framework prioritizes privacy and ac- 624

cessibility, addressing the challenge of developing 625

efficient models for local use without consuming 626

too many resources (Kashefi et al., 2023). 627

6 Conclusion and future work 628

In this paper, we have presented a study of the po- 629

tential of small, open-source LLMs for argument 630

mining, investigating their effectiveness in both 631

few-shot prompting and fine-tuning setups. Fine- 632

tuning proved especially valuable for argument seg- 633

mentation and type classification such that small, 634

open-source LLMs significantely outperform state- 635

of-the-art approaches by 18.05 points in argument 636

segmentation and 10.27 points in argument type 637

classification. Our experiments also illustrate the 638

value of joint setups for improved argument type 639

classification. By focusing on models running lo- 640

cally on students’ personal computers, our research 641

promotes accessibility and resource efficiency, il- 642

lustrating the potential of open-source, small LLMs 643

as a promising tool for educational applications. 644

10See Appendix A.6 for a discussion on the annotation
quality
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Limitations645

Our work is not exempt from limitations that we646

plan to address in future work. First, the perfor-647

mance on the argument quality assessment task is648

low for all models, including state-of-the-art meth-649

ods. We hypothesize that the poor performance650

might be due to the quality of the annotated data,651

as suggested by other authors (Crossley et al., 2022,652

2023). Hence, we plan to improve the annotation653

quality and create a more reliable dataset to be654

shared with the research community.655

Second, the fine-tuned Qwen 2.5 7B, Llama 3.1656

8B, and GPT4o mini in the individual setup were657

unable to perform the argument type classification658

and quality assessment tasks due to repeated fail-659

ures during inference. While the exact cause re-660

mains to be investigated, potential reasons include661

the hyperparameters used for the fine-tuning not662

being suitable for the individual setup or instability663

in the fine-tuned models.664

Finally, we evaluated small LLMs using the PER-665

SUADE 2.0 corpus dataset, which consists solely of666

English high-school writing. As a result, it remains667

uncertain whether findings can be generalized to668

other educational contexts and languages, which669

could be explored in future work.670

Ethical considerations671

The integration of AI-based argument mining for672

automatically evaluating student essays raises ethi-673

cal concerns related to data privacy, fairness, and674

accountability. First, sensitive educational data,675

which is often tied to the students’ identities, must676

be handled securely, with clear consent and trans-677

parent data-sharing policies. Second, the presence678

of biases in the annotation and model training pro-679

cesses can lead to inequitable outcomes that dis-680

advantage specific student groups. Third, blind681

trust and over-reliance on automated assessments682

can lower the teachers’ professional judgment and683

lead to a lack of human touch in the educational684

process. The proposed approach is part of a larger685

project aiming to develop an educational chatbot686

that mitigates these concerns by leveraging small,687

open-source LLMs that run locally on the students’688

computers and by consciously measuring and miti-689

gating biases both in the training data and the mod-690

els.691
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A Appendix871

A.1 Detailed experimental setup and872

methodology873

The experimental setup consists of multiple config-874

urations based on different task types, segmentation875

methods, adaptation strategies, and model choices.876

Table 3 provides an overview of the experiment877

variants. The tasks include argument segmentation,878

argument type classification, and argument qual-879

ity assessment. Two segmentation approaches are880

considered: gold segmentation (ground truth) and881

inferred segmentation (automatically performed882

by the model). The setup can be either individ-883

ual, where argument type and quality are classified884

separately, or joint, where both are assessed to-885

gether. We explore two adaptation strategies: few-886

shot learning (ranging from zero to four-shot) and887

fine-tuning. The models used in the experiments888

fall into three categories: encoder-based models,889

small open-source LLMs, and a proprietary model,890

GPT-4o mini.891

A.2 Further details on adaptation strategies892

A.2.1 Encoder-based baseline893

The following encoders are used for different task894

variants, following the approach proposed by Ding895

et al. (2023):896

• BERT (Devlin, 2018) for argument type clas-897

sification and argument quality assessment898

(individual setup) with segmentation given.899

• BERT with two prediction heads (Ding900

et al., 2023) for joint argument type classifi-901

cation and argument quality assessment (joint902

setup) with segmentation given.903

Category Options

Task
- Argument segmentation
- Argument type classification
- Argument quality assessment

Segmentation
- Gold
- Inferred

Setup
- Individual: type or quality
- Joint: type and quality

Adaptation
strategy

- Few-shot (zero to four-shot)
- Fine-tuned

Models - Encoder-based:
- BERT
- BERT with two heads
- Longformer
- Longformer with two heads

- Small open source LLMs:
- Llama 3.2 3B
- OLMo 2 7B
- Qwen 2.5 7B
- DeepSeek R1 7B
- Llama 3.1 8B
- Gemma 2 9B

- GPT 4-o mini

Table 3: Summary of experiment variants: detailing
different tasks, segmentation methods, experimental se-
tups, adaptation strategies, and the models used.

• Longformer (Beltagy et al., 2020) for seg- 904

mentation via token classification. 905

• Longformer with two prediction heads 906

(Ding et al., 2023) for segmentation and argu- 907

ment type classification and segmentation and 908

argument quality assessment (joint setup). 909

The training was conducted for 10 epochs and using 910

the same specific setting used in Ding et al. (2023). 911

The evaluation follows the same methodology used 912

to assess the LLMs’ performance. 913

A.2.2 Few-shot learning 914

Few-shot prompting queries Complementing 915

the Section 3.2 in the main paper, Table 4 presents 916

the expected output format for different tasks, while 917

Table 5 lists the queries used to prompt the LLMs. 918

A.2.3 Fine-tuning 919

Following the dataset split used in (Ding et al., 920

2023), we fine-tuned the small LLMs and GPT-4o- 921

mini on a training set of 3,353 essays (29,440 argu- 922

ment segments) and evaluated them on a validation 923
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Tasks Few-shot output format
Type {"TYPE": ["Position"]}

Quality {"QUALITY": ["Adequate"]}

Type and Quality {"TYPE AND QUALITY":
["Position", "Adequate"]}

Table 4: Expected output format for few-shot learning
for the argument type classification and quality assess-
ment task in the individual and joint setups.

set of 419 essays (3,614 argument segments).924

Input sequences and target formats Comple-925

menting the Section 3.3 in the main paper, Table 6926

provides the input sequences and target formats927

used during the fine-tuning for the different tasks.928

See Tables 7, 8, 9 and 10 in Appendix A.3 for929

examples of these formats.930

Fine-tuning small, open source LLMs Qwen931

2.5 7B, Llama 3.1 8B, and Gemma 2 9B were932

fine-tuned on a single GPU. We used the AdamW933

optimizer (β1 = 0.9, β2 = 0.999) in 8-bit preci-934

sion. A weight decay of 0.01 was applied to all935

weights except biases and normalization layer pa-936

rameters. The mini-batch size was 2, and we opted937

for 12 warmup steps. Regarding QLoRA, the rank938

of LoRA modules, r is 16, the LoRA scaling fac-939

tor, α is 16 with 0 dropout and 4-bit quantization.940

Gradient accumulation is set to 4, with a learning941

rate of 1e− 4 or 5e− 4, depending on the model942

and setup configuration, and a cosine learning rate943

schedule. Thanks to the early stopping method,944

training terminated after approximately 100 to 400945

steps.946

Fine-tuning GPT-4o mini GPT-4o mini-2024-947

07-18 was fine-tuned, using the OpenAI fine-948

tuning platform11. The hyperparameters, number949

of epochs, learning rate, and batch size were au-950

tomatically determined, resulting in 3 epochs, a951

learning rate of 1.8, and a batch size of 6.952

A.3 Prompting and handling output format953

A.3.1 Examples of prompt and output format954

Table 7 presents an example of essay segmentation955

format used as few-shot and fine-tuned output for-956

mat for the segmentation task and input format for957

the argument type classification task. Table 8, Ta-958

ble 9 and Table 10 present examples of the few-shot959

and fine-tuned output format used for the argument960

type classification and quality assessment tasks in961

11https://platform.openai.com/finetune

the individual and join setups, respectively. Note 962

that the tables retain spelling errors present in the 963

original essay, as they directly reflect the source 964

text. 965

A.4 Incorrect outputs format during LLM 966

inference 967

Handling incorrect outputs During inference, 968

the LLM’s responses did not always adhere to the 969

specified output format required to perform prop- 970

erly the argument mining tasks. In such cases, the 971

inference was repeated up to five times. If the 972

issue persisted, the argument (or the essay) was 973

discarded. 974

Examples of incorrect outputs Table 11 975

presents two examples of incorrect outputs gen- 976

erated with Llama 3.1 8B for the argument type 977

task, along with their corresponding prompt. Note 978

how in the first output, Llama 3.1 8B argues that 979

it is not able to perform the task because it is too 980

complex for it. In the second output, a part of the 981

essay is missing: “The Electoral College is also a 982

modern sense", and Llama 3.1 8B has omitted the 983

classifications of some arguments. 984

Fequency of incorrect output format across mod- 985

els and experiments Among all the tested LLMs, 986

fine-tuned models required more inference retries 987

and experienced higher failure rates compared to 988

their few-shot counterparts. Furthermore, increas- 989

ing the number of shots in the few-shot setting led 990

to a higher number of retries and failures. Notably, 991

Qwen 2.5 7B in the few-shot setting exhibited the 992

highest failure rate among all models. 993

A.5 Further analyses 994

A.5.1 Details about the macro-averaged F1 995

score 996

The macro-averaged F1 score is the mean of the 997

F1 scores for each label, treating all labels equally. 998

Thereby it provides a measure of overall perfor- 999

mance across all labels without considering label 1000

imbalance. 1001

For n classes, the macro-averaged F1 score is 1002

F1 =
1
n

∑n
i=1 F1,i, where the F1 score of class i is 1003

given by: 1004

F1,i =
2 · Precisioni · Recalli
Precisioni + Recalli

, 1005

with Precisioni and Recalli representing the preci- 1006

sion and recall scores of class i. 1007
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Task Instructions

Segmentation #TASK: Segment the following essay into distinct argument components. After
each argument component, insert the marker <SEP>. Keep the original text in
the same order without adding, removing, or altering any words (other than
inserting the <SEP> markers).
#GUIDELINES: Identify each coherent segment that forms a logical unit of the
argument (e.g., claims, premises, evidence, or conclusions).

Type You are a strict AI evaluator specializing in detecting the type of argument
components in essays. The argument types are as follows:
- Lead: An introduction that begins with a statistic, quotation, description, or
other device to grab the reader’s attention and point toward the thesis.
- Position: An opinion or conclusion on the main question.
- Claim: A statement that supports the position.
- Counterclaim: A statement that opposes another claim or provides an opposing
reason to the position.
- Rebuttal: A statement that refutes a counterclaim.
- Evidence: Ideas or examples that support claims, counterclaims, or rebuttals.
- Concluding Statement: A statement that restates the claims and summarizes
the argument.

Quality You are a strict AI evaluator specializing in assessing the quality of argument
components in essays. Each component should be rated as one of the following:
- Ineffective: The component is unclear, unconvincing, or poorly structured.
- Adequate: The component is understandable and somewhat convincing but
lacks strong support or clarity.
- Effective: The component is well-structured, clear, and strongly supports the
argument.

Table 5: Queries used in LLM few-shot prompting (Section 3.2) for segmentation, argument type classification, and
quality assessment tasks.

Tasks Input Format Target Format
Segmentation Essay Essay + SEP separator
Type (Indiv.) Essay + SEP Essay + TYPE separators

Quality (Indiv.) Essay + SEP Essay + QUALITY separators
Type + Quality Essay + SEP Essay + TYPE and QUALITY sep.

Table 6: Input sequences and target formats for different
tasks when fine-tuning the models.

A.5.2 Segmentation analysis1008

Table 12 depicts the precision, recall, and F1 score1009

for the argument segmentation task, and Table 131010

the corresponding confusion matrix.1011

Llama 3.1 8B fine-tuned shows very strong per-1012

formance in predicting the I label (precision, recall,1013

and F1-score are above 99%). However, for the B1014

label (beginning of an argument), while recall is1015

quite high (88.32%), precision is noticeably lower1016

(66.01%), suggesting the model sometimes over-1017

predicts beginnings. The confusion matrix con-1018

firms that the model occasionally misclassifies B1019

tokens as I, but rarely the other way around. Over-1020

all, this points to strong segmentation performance,1021

with the main challenge being the precise identifi- 1022

cation of the beginning of an argument (B). 1023

Figure 4 shows the overlap with the gold segmen- 1024

tation and predicted segmentation across models. 1025

Figure 4: Overlap, in %, with the gold segmentation
and predicted segmentation across models. Compari-
son of small open-source models (Llama 3.1 8B, Qwen
2.5 7B, Gemma 2 9B) in the few-shot and fine-tuned
(ft) settings with the baseline (Longformer) and GPT-4o
mini few-shot and fine-tuned for the joint setup. Error
bars correspond to the standard deviation.
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Hi, i’m Isaac, i’m going to be writing about how this face on Mars is a natural landform or if there is life on Mars that made it.
The story is about how NASA took a picture of Mars and a face was seen on the planet. NASA doesn’t know if the landform was
created by life on Mars, or if it is just a natural landform. <SEP>. On my perspective, I think that the face is a natural landform
because I dont think that there is any life on Mars. In these next few paragraphs, I’ll be talking about how I think that is is a
natural landform <SEP>I think that the face is a natural landform because there is no life on Mars that we have descovered yet
<SEP> [...] Though people were not satified about how the landform was a natural landform, in all, we new that alieans did not
form the face. I would like to know how the landform was formed. we know now that life on Mars doesn’t exist. <SEP>

Table 7: An example of essay segmentation format used as few-shot and fine-tuned output format for the segmenta-
tion task and input format for the argument type classification task.

Hi, i’m Isaac, i’m going to be writing about how this face on Mars is a natural landform or if there is life on Mars that made it.
The story is about how NASA took a picture of Mars and a face was seen on the planet. NASA doesn’t know if the landform
was created by life on Mars, or if it is just a natural landform. <Lead>. On my perspective, I think that the face is a natural
landform because I dont think that there is any life on Mars. In these next few paragraphs, I’ll be talking about how I think
that is is a natural landform <Position>I think that the face is a natural landform because there is no life on Mars that we have
descovered yet <Claim> [...] Though people were not satified about how the landform was a natural landform, in all, we new
that alieans did not form the face. I would like to know how the landform was formed. we know now that life on Mars doesn’t
exist. <Concluding Statement>

Table 8: An example of the few-shot and fine-tuned output format used for the argument type classification task.

Hi, i’m Isaac, i’m going to be writing about how this face on Mars is a natural landform or if there is life on Mars that made it.
The story is about how NASA took a picture of Mars and a face was seen on the planet. NASA doesn’t know if the landform was
created by life on Mars, or if it is just a natural landform. <Adequate>. On my perspective, I think that the face is a natural
landform because I dont think that there is any life on Mars. In these next few paragraphs, I’ll be talking about how I think that
is is a natural landform <Adequate>I think that the face is a natural landform because there is no life on Mars that we have
descovered yet <Adequate> [...] Though people were not satified about how the landform was a natural landform, in all, we new
that alieans did not form the face. I would like to know how the landform was formed. we know now that life on Mars doesn’t
exist. <Ineffective>

Table 9: An example of the few-shot and fine-tuned output format used for the argument quality assessment task.

Hi, i’m Isaac, i’m going to be writing about how this face on Mars is a natural landform or if there is life on Mars that made it.
The story is about how NASA took a picture of Mars and a face was seen on the planet. NASA doesn’t know if the landform was
created by life on Mars, or if it is just a natural landform. <Lead, Adequate >. On my perspective, I think that the face is a
natural landform because I dont think that there is any life on Mars. In these next few paragraphs, I’ll be talking about how I
think that is is a natural landform <Position, Adequate> I think that the face is a natural landform because there is no life on
Mars that we have descovered yet <Claim, Adequate> [...] Though people were not satified about how the landform was a
natural landform, in all, we new that alieans did not form the face. I would like to know how the landform was formed. we know
now that life on Mars doesn’t exist. <Concluding Statement, Ineffective>

Table 10: An example of the few-shot and fine-tuned output format used for the argument type classification and
quality assessment tasks.

A.5.3 Argument type classification analysis1026

As a complementary analysis of Table 1 in the main1027

paper, Table 14 displays the confusion matrix using1028

the fine-tuned Llama 3.1 8B model on the joint1029

setup with the segmentation inferred by the model.1030

Note that the entire Echec row consists of zeros as1031

this label is not present in the ground truth dataset,1032

and it is counted when the predicted argument does1033

not match the ground truth argument.1034

A.5.4 Quality assessment analysis1035

As a complementary analysis of Table 2 in the main1036

paper, Table 15 displays the confusion matrix of1037

fine-tuned Gemma 2 9B on the joint setup with the1038

segmentation inferred by the model.1039

A.6 Discussion on the annotation quality 1040

Data quality issues—such as inconsistent annota- 1041

tions, missing data, or biased labeling—can skew 1042

model performance and reduce the reliability of 1043

automatic essay assessments, leading to inflated or 1044

misleading metrics and limit the generalization of 1045

results. In our experiments, we identified noise in 1046

the annotations. Hence, future research should aim 1047

to address these limitations by improving annota- 1048

tion guidelines, enhancing inter-rater reliability and 1049

expanding the available dataset to include a more 1050

diverse range of essays. 1051

A.7 Additional small open source LLMs 1052

We evaluated three recent small open-source LLMs 1053

on the argument type classification task, using 1054
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Prompt“#QUERY: You are a very strict AI evaluator specializing in detecting the type of argument in essays. The argument
types are as follows: - <Lead >: An introduction that begins with a statistic, quotation, description, or other device to grab the
reader’s attention and point toward the thesis. - <Position >: An opinion or conclusion on the main question. - <Claim >: A
statement that supports the position. - <Counterclaim >: A statement that opposes another claim or provides an opposing reason
to the position. - <Rebuttal >: A statement that refutes a counterclaim. - <Evidence >: Ideas or examples that support claims,
counterclaims, or rebuttals. - <Concluding Statement >: A statement that restates the claims and summarizes the argument.
#TASK: Analyze the following essay and replace only each instance of <SEP>with the argument type of the sentence immediately
preceding it. Do not insert any additional markers or segmentations beyond replacing <SEP >. If a sentence does not have
<SEP>, leave it unmodified.
#ESSAY: Dear,Florida I think that we should keep the Electoral College becuase it keeps the number of votes and it produces a
clear winner. <SEP>The Electoral College restores some of the weight in the political balance that large states (by population)
lose by virtue of the senate decreed in the constitution. <SEP>The Electoral College is a process that consists of 538 electors.
Each state equals the number of members in the house of representives. The Electoral also select what their responsibilities are.
<SEP>The Electoral college is widely regarded as an anachronism a non-democratic method. <SEP>The Electoral College is
also a mordern sense. Also no region (south,northeast,etc.) has enough electoral votes to elect a president. Residents also feel
that their votes dont get counted that the new president will have no regard for thier interest, that he really isnt their president.
<SEP>Electoral College alson avoids the problem of elections in which no candidate receives a majority of the vote cast. <SEP>"
Output 1 “I can’t help you with this task. This task requires identifying and labeling specific argument types in an essay, which
is a complex task that may require human judgment and expertise. If you’d like to discuss this further, I can try to provide more
information on the topic of argument type identification."
Output 2 “After analyzing the essay, I will replace each instance of <SEP>with the argument type of the sentence immediately
preceding it. Here is the modified essay: Dear, Florida I think that we should keep the Electoral College because it keeps the
number of votes and it produces a clear winner. <Claim >The Electoral College restores some of the weight in the political
balance that large states (by population) lose by virtue of the senate decreed in the constitution. <Claim >The Electoral College
is a process that consists of 538 electors. Each state equals the number of members in the house of representives. The Electoral
also select what their responsibilities are. <Counterclaim >The Electoral college is widely regarded as an anachronism a
non-democratic method. <Position >Also, no region (south,northeast,etc.) has enough electoral votes to elect a president.
Residents also feel that their votes dont get counted that the new president will have no regard for thier interest, that he really isnt
their president. <Claim >Electoral College alson avoids the problem of elections in which no candidate receives a majority of the
vote cast. Note: Some sentences don’t have <SEP>as they are not part of an argument sequence or are standalone statements."

Table 11: Two examples of incorrect outputs generated with Llama 3.1 8B for the argument type task, along with
their corresponding prompt.

Segm. Precision Recall F1-score
B 66.01 88.32 75.55
I 99.79 99.18 99.48

Table 12: Performance evaluation (precision, recall and
F1-score per label) for the segmentation task using the
fine-tuned Llama 3.1 8B model.

Segm. B I
B 254.33 131.00
I 33.67 15881.00

Table 13: Confusion matrix for the segmentation task
using the fine-tuned Llama 3.1 8B model on the joint
setup.

three-shot prompting. Table 16 contains the macro-1055

averaged F1 score for the following models:1056

• Llama 3.2, 3B. Llama 3.2 a multilingual1057

auto-regressive language model which uses an1058

optimized transformer architecture, released1059

in September 2024 by Meta. See https:1060

//ollama.com/library/llama3.2:3b.1061

• OLMo 2 7B. OLMo 2 is the latest iteration1062

of the fully open language model, featuring1063

dense autoregressive models with enhanced1064

Figure 5: Average number of arguments Comparison
of small open-source models (Qwen 2.5 7B,Llama 3.1
8B, and Gemma 2 9B) in few-shot and fine-tuned (ft)
settings with the baseline (Longformer) and GPT 4o
min few-shot and fine-tuned for the joint setup. Error
bars show the standard deviation.

architecture and training methodologies, re- 1065

leased in November 2024 by the Allen Insti- 1066

tute for AI (OLMo et al., 2024) 1067

• Qwen 2.5 7B. Qwen 2.5 is a multilingual 1068

transformer-based LLM with RoPE, SwiGLU, 1069

RMSNorm and Attention QKV bias, released 1070

in September 2024 by the Qwen Team. (Yang 1071
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Type Lead Pos Clai C Clai Reb Evid Ccl Ech
Lead 10.33 8.67 0.33 0.00 0.00 1.00 0.00 1.00
Pos 0.00 23.00 4.33 0.67 0.67 0.67 3.33 11.67
Clai 0.00 5.33 51.33 3.67 1.67 7.67 1.33 53.67
C Clai 0.00 0.33 1.00 9.67 0.00 0.33 0.00 8.67
Reb 0.00 0.33 0.33 0.00 4.67 0.33 0.33 3.33
Evid 0.33 1.33 16.33 3.67 2.67 74.00 5.00 31.33
Ccl 0.00 0.00 0.00 0.33 1.00 1.67 24.67 4.00
Ech 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00

Table 14: Confusion matrix for the classification of the
type of argument using the fine-tuned Llama 3.1 8B
model on the joint setup without the gold segmentation.
The argument types are: Lead, Position, Claim, Coun-
terclaim, Rebuttal, Evidence, and Concluding Statement.
Echec is accounted when the predicted argument doesn’t
match with the gold segment.

Quality Ineffective Adequate Effective Echec
Ineffective 32.33 16.00 2.00 26.67
Adequate 72.67 95.22 10.67 86.33
Effective 4.00 40.33 15.00 34.67
Echec 0.00 0.00 0.00 0.00

Table 15: Confusion matrix for the quality assessment
task using the fine-tuned Gemma 2 three-shot model on
the joint setup without the gold segmentation. The qual-
ity scores, sorted in increasing order, are: Ineffective,
Adequate, and Effective. Echec is accounted when the
predicted segment doesn’t match with the gold segment.

et al., 2024).1072

• DeepSeek R1 7B. DeepSeek R1 is an open-1073

source large language model designed to1074

enhance reasoning capabilities through re-1075

inforcement learning. It rivals other ad-1076

vanced models in tasks such as mathemat-1077

ics, coding, and logical reasoning. Released1078

in January, 2025 by the Chinese AI startup1079

DeepSeek(Guo et al., 2025).1080

• Llama 3.1 8B, Llama 3.1 is a multilingual1081

large language model optimized for dialogue1082

applications. It supports eight languages and1083

offers a context window of up to 128,000 to-1084

kens, enabling it to handle extensive conver-1085

sational contexts. Released in July 2024 by1086

Meta (Dubey et al., 2024).1087

• Gemma 2 9B, Gemma is a text-to-text1088

decoder-only LLM available in English with1089

open weights, released in June 2024 by1090

Google, (Team et al., 2024).1091

Additionally, we tested Mistral v 0.2 12 and Fal-1092

con 3 13. However, the majority of their outputs1093

12https://ollama.com/library/mistral
13https://ollama.com/library/falcon3:7b

did not conform to the expected format, making it 1094

impossible to evaluate their performance. 1095

Model Type Quality
Llama 3.2 3B 27.56 34.67
OLMo 2 7B 34.28 31.91
Qwen 2.5 7B 42.15 39.20

DeepSeek R1 7B 29.19 37.81
Llama 3.1 8B 38.25 39.11
Gemma 2 9B 47.55 44.56

Table 16: Macro-averaged F1 of three additional small,
open-source LLMs on the argument type classification
task with three-shot prompting. Models are sorted by
their number of parameters. Best result is highlighted
in bold and second best result is underlined.
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