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Abstract

Reward models trained on human preference data have been proven to effectively
align Large Language Models (LLMs) with human intent within the framework of
reinforcement learning from human feedback (RLHF). However, current reward
models have limited generalization capabilities to unseen prompts and responses,
which can lead to an unexpected phenomenon known as reward over-optimization,
resulting in a decline in actual performance due to excessive optimization of
rewards. While previous research has advocated for constraining policy opti-
mization, our study introduces a novel approach to enhance the reward model’s
generalization ability against distribution shifts by regularizing the hidden states.
Specifically, we retain the base model’s language model head and incorporate a
suite of text-generation losses to preserve the hidden states’ text-generation capa-
bilities, while concurrently learning a reward head behind the same hidden states.
Our experimental results demonstrate that the introduced regularization technique
markedly improves the accuracy of learned reward models across a variety of
out-of-distribution (OOD) tasks and effectively alleviates the over-optimization
issue in RLHF, offering a more reliable and robust preference learning paradigm 1.

1 Introduction

Pretrained large models have showcased impressive capabilities across diverse fields [1, 2, 3, 4, 5].
A notable trend in recent research is ensuring that large models align with human values and
mitigate potentially harmful behaviors [6, 7, 8, 9, 10]. Alignment methods are crucial in achieving
this objective, with two primary approaches being supervised fine-tuning (SFT) and reinforcement
learning from human feedback (RLHF) [7, 8]. SFT directly finetunes the model using prompt
and response pairs, proving to be a straightforward and efficient alignment technique [11, 12, 13].
Differently, RLHF begins by learning a reward model from user preferences and then employs
reinforcement learning to optimize the language model to maximize rewards. A significant advantage
of RLHF is its potential to generalize the reward model to unseen prompt-response pairs, effectively
leveraging large volumes of unlabeled data [8, 14].

Despite the empirical success of RLHF, the challenge of training a reliable and generalizable reward
model for unseen data remains an open problem. A well-known failure mode of reward model
is known as "overoptimization" or "reward hacking" [15, 16, 17, 18], where policy optimization
seemingly improves the proxy reward model but actually degrades the true reward function. [17]
demonstrated in a synthetic setup that increasing the size of the reward model and the volume of
training data can mitigate this overoptimization issue. However, such scaling is not always feasible

1Code and open-source reward models are available at https://github.com/YangRui2015/Generalizable-
Reward-Model
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Figure 1: (1) Illustration of GRM. Given preference data pairs (x, yc, yr), the reward head rθ
minimizes the reward loss in Eq 1, while the language model (LM) head πθLM

minimizes a suite of
text-generation losses introduced in Sec 3.2. (2) Performance of GRM and the vanilla reward model
on in-distribution (ID) task (Unified-Feedback) and average results of OOD tasks (HHH-Alignment
and MT-Bench). Compared with the baseline reward model, GRM generalizes better on OOD tasks,
with a larger advantage when the dataset size is relatively small.

in many realistic scenarios. To address this, a series of studies have been conducted, focusing
either on enhancing the reward model with ensemble techniques [18, 19, 20, 21] or on constrained
policy optimization [22, 23, 24, 25]. The latter paradigm is related to the offline RL literature
[26, 27, 28, 29, 30, 31], which involves limiting the policy distribution to be close to the training
data distribution. Among these, improving the generalization ability of reward models presents a
fundamental and promising direction that can be studied independently from enhancements in policy
optimization. Nevertheless, previous methods [18, 32] requiring training multiple reward models
may be resource-intensive for the practical application of large models.

In this study, we present a lightweight yet effective solution designed to enhance the reward model’s
generalization ability against distribution shifts. Previous research [33] has theoretically shown
that a randomly initialized head can distort pre-trained features, thereby negatively impacting out-
of-distribution (OOD) performance. Inspired by this finding, we propose to regularize the feature
during fine-tuning for preference learning using an adversarial regularizer, which derives a suite of
text-generation losses. To this end, we introduce Generalizable Reward Model (GRM), which
retains the base model’s language model head and regularizes the hidden states of the reward model
by incorporating text-generation losses. This approach makes better use of the preference learning
data while preserving the text generation capabilities of the hidden states. Notably, GRM does not
necessitate training multiple reward models or relying on additional training data.

In our experiments, GRM substantially improves the evaluation accuracy of the reward model OOD
evaluation datasets, demonstrating its superior ability to generalize learned preferences to unseen
prompt and response pairs. Moreover, GRM consistently improves the performance of both 2B and
7B reward models, with a more pronounced improvement observed when the data size is limited. We
also demonstrate that GRM can markedly enhance the performance of best-of-n (BoN) sampling and
PPO [34], effectively mitigating the overoptimization problem. These results highlight the potential
of the GRM to serve as a more reliable proxy reward model for human preferences.

To conclude, our primary contributions are as follows:

• We propose GRM, a novel approach that employs text-generation regularization on the
hidden states to enhance the generalization ability of reward models.

• Our study validates the effectiveness of all three types of text-generation regularization for
GRM, identifying the SFT regularization as the most effective and stable solution.

• Our empirical results show that GRM significantly improves the accuracy of reward models
across various OOD tasks. Furthermore, it consistently enhances the performance of RLHF,
effectively alleviating the overoptimization problem.

2 Background

Typically, reinforcement Learning from Human Feedback (RLHF) involves reward modeling and
policy optimization, with Best-of-n Sampling (BoN) and Proximal Policy Optimization (PPO) being
two commonly used methods for policy optimization.
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Reward Modeling. Generally, reward modeling is based on the Bradley-Terry model [35], which
aims to distinguish between the chosen response yc and the rejected response yr given the prompt x:

Lreward(θ) = −E(x,yc,yr)∼D [log (σ (rθ(x, yc)− rθ(x, yr)))] , (1)

where rθ(x, y) represents the reward score for prompt x and output y with model parameters θ. σ(·)
is the sigmoid function. By minimizing this loss function, the reward model assigns higher scores
to outputs preferred by humans. Subsequently, the trained reward model can be used to guide the
optimization of the language model.

Best-of-n Sampling (BoN). BoN generates n samples from the policy model, denoted as Ygen,
and then selects the best one based on scores provided by a reward model. BoN can be used for
inference-time improvement or iterative optimization [36, 37, 38].

yBON(x) = arg max
y∈Ygen

rθ(x, y). (2)

Proximal Policy Optimization (PPO). PPO is a widely adopted method for RLHF in optimizing
language models [16, 8, 39]. PPO learns a policy by maximizing a reward objective with a KL
divergence penalty with coefficient η:

rtotal = rθ(x, y)− ηKL(πPPO(y|x) ∥ πSFT(y|x)), (3)

where the KL penalty ensures that the optimized policy does not deviate significantly from the SFT
policy to maintain the reliability of the reward model.

Overoptimization. Although the learned proxy reward model aims to approximate human preference,
it may not consistently reflect authentic human preferences, potentially resulting in over-optimization
[17, 18]. This issue emerges when the proxy reward model becomes overly optimized, causing
the policy model to overfit certain erroneous patterns. Ultimately, this issue can diminish the
model’s alignment with actual human preferences, highlighting the need to ensure the reward model’s
robustness and reliability.

3 Method

In the common practice of training a reward model [8, 39, 40], reward models are initialized using
a pretrained or SFT finetuned backbone, along with a randomly initialized reward head to predict
the scores for prompt-response pairs. It’s important to note that the backbone and original language
model head are trained on a diverse range of datasets for text generation, which is distinct from the
preference learning tasks. Under the task shift, the randomly initialized reward head can distort the
pretrained features, thereby reducing the OOD generalization performance, as observed by [33]. We
also confirm this impact on preference learning in Appendix C.1.

To improve the reward model’s generalization capability against distribution shifts, we propose a
lightweight yet effective solution, Generalizable Reward Model (GRM). This model employs a suite
of text-generation regularizations for the hidden states. More specifically, GRM employs a structure
as illustrated in Fig 1, with one language model (LM) head and one reward head sharing the same
hidden states. The reward head is trained to minimize the reward loss Lreward in Eq 1, while the LM
head is trained to maintain the text-generation ability of the hidden states during preference learning.
Consequently, we define the overall loss function as follows:

Ltotal = (1− α)Lreward + αLreg. (4)

Here, α is the coefficient that balances the reward loss and the regularization. We will derive potential
forms of the regularization term below.

3.1 Theoretical Motivation

To derive the potential formulation of the regularization term, we consider the following adversarial
optimization problem: learning a reward model against an adversarial policy.

θ = argmin
θ

{
Lreward(θ) + γmax

π
J(θ, π)

}
, (5)

where γ > 0 is a coefficient. This objective is also considered by recent studies [24, 25] aiming to
enhance DPO. Differently, we adopt it to learn a generalizable reward model.
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The insight of Eq 5 is that we can enhance the robustness of the reward model by considering an
adversarial policy π from a certain policy class. The term for policy optimization J(θ, π) can have
various formulations, but a KL divergence-regularized objective is generally used in training the
policy [16, 8]. Moreover, it has an advantageous property that the inner optimization problem has an
analytical solution, which can simplify the problem.

J(θ, π) = Ex∼D,y∼π(·|x) [rθ(x, y)]− βEx∼D [KL (π(·|x) ∥ πref(·|x))] , (6)

where β > 0 is a regularization coefficient and πref is the reference model. We denote the analytical
solution of J(θ, π) as π∗

θ . Incorporating π∗
θ into Eq 5, we can transform the min-max optimization

problem into a standard optimization problem under certain assumptions:

θ = argmin
θ

{(1− α)Lreward(θ) + αDPOLDPO(π
∗
θ) + αSFTLSFT(π

∗
θ)} (7)

Detailed derivation is deferred to Appendix A. Here, LDPO is the same as the DPO objective [41]
and LSFT is the SFT objective that maximizes the probability of chosen responses. Notably, the two
regularization terms originate from different sources: LDPO stems from the reward loss, while LSFT is
derived from the adversarial term. This may explain why SFT regularization proves more beneficial
than DPO regularization in our empirical results. Motivated by Eq 7, we relax the relationship
between rθ and π∗

θ and propose learning a reward model parameterized by θ and a language model
head parameterized by θLM, both sharing the same hidden states. A discussion of this design can be
found in Appendix A. Below, we detail three practical implementations.

3.2 Text-Generation Regularization

Inspired by Eq 7, we train the LM head to minimize text-generation losses, such as DPO and SFT
losses, as the regularization term for GRM. To independently study the effectiveness of these two
regularizations and reduce GPU memory usage, we introduce three practical implementations: DPO
regularization, DPO without reference regularization, and SFT regularization.

DPO Regularization. By setting αDPO = α and αSFT = 0 in Eq 7, we can directly adopt the DPO
loss as a regularization term for GRM to regularize the hidden states:

LDPO(θLM) = −E(x,yc,yr)∼D

[
log σ

(
β log

(
πθLM(yc | x)
πref(yc | x)

)
− β log

(
πθLM

(yr | x)
πref(yr | x)

))]
, (8)

where πref is the base model serving as the reference model, and πθLM
is our optimized policy. β is a

coefficient that controls the KL penalty between πθLM
and πref. Notably, πθLM

shares the same base
model with the reward model rθ, except for the output layer.

DPO Regularization w/o Reference Model. While straightforward, the use of a reference model in
DPO regularization can be memory-intensive for large models. To address this, and inspired by prior
works that eliminate the need for reference model [42, 43], we introduce the DPO regularization
without a reference model, denoted as LDPO-noref. This method reduces the need for large GPU
memory during training. The loss function LDPO-noref is defined as:

LDPO-noref(θLM) = −E(x,yc,yr)∼D

[
log σ

(
β log

(
πθLM

(yc | x)
πθLM(yr | x)

))]
. (9)

SFT Regularization. By setting αDPO = 0 and αSFT = α in Eq 7, we can simplify the regularization
term to SFT regularization, thereby reducing the computational cost. This method only maximizes
the probability of the chosen responses:

LSFT(θLM) = −E(x,yc)∼D [log σ (β log (πθLM
(yc | x)))] . (10)

This equation differs slightly from the standard SFT objective to maintain coherence with the above
two cases within the regularization suite and avoid the need for hyperparameter adjustments for α.
Please refer to Appendix C.3 for a discussion.

3.3 Advantages of GRM

In summary, GRM offers three key advantages: (1) Mitigating feature distortion. The application
of text-generation loss helps maintain the text-generation ability of the base model and prevents
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excessive feature distortion. Simultaneously, it also adapts the model to the data distribution of
preference learning. (2) Prevention of Overfitting. The text-generation regularization derived from
an adversarial training objective helps prevent the reward model from overfitting to certain spurious
features, which can be detrimental to OOD generalization. This effect becomes more pronounced
when the preference data includes erroneous comparison pairs or when the dataset size is limited.
(3) Efficiency. GRM is an efficient solution that does not require training multiple reward models
or additional training data. Additionally, different choices of loss type entail varying memory and
computational costs. Interestingly, we find that the simplest option, SFT regularization, proves to be
the most stable choice.

4 Experimental Setup

Datasets. For training reward models, we leverage the Unified-Feedback dataset 2, which stands
as one of the largest collections of pairwise feedback datasets. In Section 5.1, we train all reward
models on a subset of 400K and 40K samples from the Unified-Feedback dataset and evaluate them
on the hold-out 8K eval set. In addition, for evaluating model performance on out-of-distribution
(OOD) preference data, we utilize datasets such as HHH-Alignment 3 [44], MT-Bench Human
Judgements 4 [45], and RewardBench [46]. The HHH-Alignment dataset evaluates language models
on helpfulness, honesty, and harmlessness, while the MT-Bench dataset contains human preferences
for model responses to MT-bench questions. Besides, RewardBench is a new benchmark designed to
evaluate the capabilities and safety of reward models. We consider HHH-Alignment, MT-Bench, and
RewardBench as OOD evaluation tasks because the prompt and response distributions differ from
our training distribution. For the RLHF experiments in Section 5.2 we downsample 20K data from
Unified-Feedback for training reward models and optimizing the PPO policy, and another 1K data for
evaluating BoN or the learned PPO policy.

Base Models. In the preference learning experiments, our base models include gemma-2B-it [47] and
Mistral-7B-Instruct-v0.2 [48]. For the RLHF experiments, gemma-2B-it serves as the policy model
for both BoN and PPO experiments, whereas the gold reward model 5 is a 7B human preference
model finetuned using the entire Unified-Feedback dataset.

Baselines. We compare the performance of GRM with several baselines, including Baseline Classifier
trained using the original reward loss in Eq 1; Frozen Classifier that fixes the base model’s feature and
only finetunes a nonlinear classification head; Margin that adds an additional margin in the original
reward loss [10, 39]; Label Smooth that mitigate the overfitting problem by penalizing overconfident
model outputs [39]; Ensemble method with a group of 3 reward models [18] to calculate the average
or minimum values as rewards. In addition, for RewardBench, we present the performance of several
existing open-source state-of-the-art reward models for better reference, including PairRM [49],
Starling-RM-7B/34B [50], and UltraRM-13B [51]. For more experimental details and additional
results, please refer to Appendix B and Appendix C, respectively.

5 Evaluation Results

We present a comprehensive evaluation of GRM, utilizing both in-distribution (ID) and out-of-
distribution (OOD) datasets, as well as existing benchmarks for reward models. Furthermore, we
explore the impact of GRM on the overoptimization issue in RLHF. Our primary findings can be
summarized as follows:

• GRM significantly enhances the generalization capability of reward models, resulting in
substantial improvements on both ID and various OOD evaluation sets (Section 5.1).

• All three types of text-generation regularization losses can improve the generalization
performance, with the SFT regularization being the most effective and stable (Section 5.1).

• GRM demonstrates robustness in the limited dataset setting, outperforming baselines by an
even larger margin (Section 5.1).

2https://huggingface.co/datasets/llm-blender/Unified-Feedback
3https://huggingface.co/datasets/HuggingFaceH4/hhh_alignment
4https://huggingface.co/datasets/lmsys/mt_bench_human_judgments
5reward-model-Mistral-7B-instruct-Unified-Feedback
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• GRM effectively mitigates the overoptimization issue in both BoN and PPO (Section 5.2).

• GRM also exhibits robustness against label noise in the preference dataset (Section 5.2).

Table 1: Results on ID and OOD evalua-
tion with 400K training data from Unified-
Feedback. The best performance in each task
is in bold and the second best one is under-
lined.

Reward Model Unified HHH MT
Feedback Alignment Bench

Classifier (Frozen) 63.8 66.4 69.5
Classifier (baseline) 72.1 73.4 71.2
Classifier + margin 72.0 75.0 72.6
Classifier + label smooth 71.5 72.1 71.2
Classifier + Ensemble 72.8 76.8 73.7
GRM w/ dpo (ours) 73.8 79.2 73.4
GRM w/ dpo-noref (ours) 73.9 79.7 73.0
GRM w/ sft (ours) 73.2 79.8 73.4

Table 2: Results on ID and OOD evalua-
tion with 40K training data from Unified-
Feedback. The best performance in each task
is in bold and the second best one is under-
lined.

Reward Model Unified HHH MT
Feedback Alignment Bench

Classifier (Frozen) 63.9 68.6 68.2
Classifier (baseline) 68.8 70.3 69.1
Classifier + margin 69.6 69.8 71.0
Classifier + label smooth 68.5 68.8 71.9
Classifier + Ensemble 69.9 72.2 71.1
GRM w/ dpo (ours) 70.2 71.6 71.3
GRM w/ dpo-noref (ours) 71.4 76.6 72.1
GRM w/ sft (ours) 71.5 78.7 73.0

5.1 Evaluation on Reward Modeling

ID and OOD Evaluation. The results, shown in Table 1 and Table 2, illustrate the evaluation
performance of different reward modeling methods using the gemma-2B-it base model on both ID
(Unified-Feedback) and OOD (HHH-Alignment and MT-Bench) datasets. Regardless of the size of
the training data (400K or 40K), our proposed method, GRM, with three types of regularizations,
consistently outperforms the baseline models on both the ID evaluation set and the two OOD datasets.
For instance, GRM w/ sft with 400K training data enhances the baseline from 72.1 to 73.2 in ID
score, and improves the HHH-Alignment score from 73.4 to 79.8 and the MT-Bench score from
71.2 to 73.4. Notably, the improvement in OOD performance is significantly larger than that in ID.
These results suggest that the GRM methods are highly effective in evaluating unseen preference
data, demonstrating substantially robust generalization capabilities.

Regarding other baseline models, the Frozen classifier, which maintains its base model’s parameters,
exhibits the lowest ID and OOD scores. This suggests that the pretrained features of the base model
alone are insufficient for effective preference learning, emphasizing the importance of fine-tuning
the base model’s features to the preference task. Furthermore, the margin loss and label smoothing
techniques do not consistently improve the ID and OOD tasks, whereas the ensemble baseline
consistently enhances both ID and OOD scores. Despite requiring the training of multiple reward
models, ensemble-based methods still do not surpass GRM, particularly when learning from a 40K
training set. These results highlight the substantial improvement and generalization capability of
GRM in preference learning.

Comparison of Different Regularizations. As observed in Table 1, when the training dataset
is sufficiently large, GRM with three types of regularizations (namely GRM w/ dpo, GRM w/
dpo-noref, and GRM w/ sft) perform comparably. This demonstrates that GRM is robust to the
choice of regularization type when the dataset is large. However, in Table 2, where the training data
is limited to 40K, a clear trend emerges: GRM w/ sft outperforms GRM w/ dpo-noref, which in
turn outperforms GRM w/ dpo, on both the ID and OOD scores. Interestingly, the simplest form of
regularization, SFT regularization, not only requires the lowest training cost but also yields the most
stable overall results. Consequently, we adopt it as the default choice for our subsequent study.

Results on RewardBench. In Table 3 and Table 4, we evaluate GRM and various baselines on
RewardBench across chat, chat-hard, safety, and reasoning task groups. We consider a variant of
GRM with a linear reward head instead of the default nonlinear reward head as detailed in Appendix
B. In Table 3, the 7B baseline matches the score of Starling-RM-7B [50], while GRM (linear) w/ sft
demonstrates a considerable improvement, increasing the average score from 76.3 to 79.5. Comparing
variants of GRM, we can conclude that: (1) SFT regularization performs better than the DPO w/o
reference model regularization, and (2) GRM with a linear head achieves a better overall score than
that with a nonlinear head, especially in the challenging reasoning task group.
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Table 3: Results on RewardBench with 400K training data from Unified-Feedback.
Reward model Average Chat Chat-Hard Safety Reasoning
PairRM 58.7 90.2 53.0 31.5 60.0
Starling-RM-7B 76.2 98.0 43.4 88.6 74.6
Starling-RM-34B 84.0 96.9 59.0 89.9 90.3
UltraRM-13B 69.8 96.1 55.3 45.8 82.0

Base Model: Gemma 2b it

Classifier (baseline) 68.2 95.5 38.0 73.8 65.3
Classifier + margin 70.2 95.8 38.4 73.9 72.5
Classifier + label smooth 70.6 94.4 37.3 73.2 77.4
Classifier + Ensemble 71.0 98.0 37.5 77.3 71.3
GRM (linear) w/ dpo noref (ours) 70.2 96.7 39.0 76.4 68.5
GRM (linear) w/ sft (ours) 71.5 96.1 40.1 80.3 69.3
GRM w/ dpo noref (ours) 70.2 95.8 40.1 78.7 66.2
GRM w/ sft (ours) 70.8 97.8 42.1 77.9 65.2

Base Model: Mistral 7b Instruct

Classifier (baseline) 76.3 96.6 52.4 86.7 69.5
Classifier + margin 74.5 96.4 51.5 85.3 64.8
Classifier + label smooth 76.3 97.2 49.8 85.8 72.3
Classifier + Ensemble 76.6 96.6 51.8 85.1 73.0
GRM (linear) w/ dpo noref (ours) 78.3 98.0 53.3 86.4 75.3
GRM (linear) w/ sft (ours) 79.5 97.8 54.6 86.3 79.2
GRM w/ dpo noref (ours) 78.0 97.8 54.0 85.7 74.4
GRM w/ sft (ours) 77.6 98.0 55.3 85.8 71.2

Table 4: Results on RewardBench with 40K training data from Unified-Feedback.
Reward model Average Chat Chat-Hard Safety Reasoning

Base Model: Gemma 2B it

Classifier (baseline) 64.5 95.8 37.3 59.9 64.8
Classifier + margin 66.1 97.2 37.5 56.8 72.7
Classifier + label smooth 61.1 91.6 39.0 53.8 60.2
Classifier + Ensemble 65.2 96.1 38.2 58.8 67.6
GRM (linear) w/ dpo noref (ours) 61.7 94.7 38.4 62.5 51.2
GRM (linear) w/ sft (ours) 69.5 94.7 40.8 65.4 77.0
GRM w/ dpo noref (ours) 66.6 92.5 39.9 72.5 61.4
GRM w/ sft (ours) 66.8 94.1 41.9 69.5 61.5

Base Model: Mistral 7B Instruct

Classifier (baseline) 68.2 89.7 50.7 74.7 57.9
Classifier + margin 62.8 89.7 47.1 70.7 43.6
Classifier + label smooth 72.1 94.1 47.1 67.5 79.7
Classifier + Ensemble 69.3 89.6 50.2 72.7 59.0
GRM (linear) w/ dpo noref (ours) 77.8 96.9 52.9 82.7 78.8
GRM (linear) w/ sft (ours) 78.3 96.7 52.4 81.5 82.5
GRM w/ dpo noref (ours) 78.6 97.8 54.6 82.0 79.9
GRM w/ sft (ours) 78.4 97.2 54.2 83.6 78.6

Regarding the baselines, consistent with previous results, the margin loss and label smoothing do not
provide a coherent improvement over the baseline. While ensemble methods effectively improve upon
the baseline, they still underperform GRM. Overall, these results demonstrate that GRM is a strong
contender in reward modeling tasks, exhibiting superior performance across various benchmarks.

Comparison of Different Dataset Sizes. Another noteworthy observation is that GRM exhibits
greater robustness to the size of the training dataset compared to baselines. For instance, in Table 1
and Table 2, when the training data size decreases from 400K to 40K, the baseline’s HHH Alignment
score and MT-Bench score drop from 73.4 and 71.2 to 70.3 and 69.1, respectively. In contrast, GRM
with SFT regularization only slightly drops from 79.8 and 73.4 to 78.7 and 73.0, respectively. This
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Figure 2: Proxy scores and gold scores of BoN experiments for base models of (a)(b) gemma-2b-it
and (c)(d) Mistral-7B-Instruct. Proxy and gold scores are in dashed and solid curves, respectively.
Rewards are normalized to start from 0. GRM demonstrates a robust ability to select the best response
aligned with the gold rewards as the KL Divergence increases.

trend is consistent in Table 3 and Table 4. Specifically, for the Mistral 7B Instruct base model, the
baseline’s average score drops from 76.3 to 68.2 when learning from 40K training data, while GRM
(linear) w/ sft only drops from 79.5 to 78.3. These findings suggest that the prior reward training
paradigms are sensitive to smaller dataset sizes. In contrast, GRM is robust even with a limited
dataset.

Full Parameter Training Results on a Larger Dataset. To further demonstrate the effectiveness
of GRM, we trained the GRM using the llama3-8b-instruct model [52]. We perform a full parameter
fine-tuning for 1 epoch on one of the largest open-source preference datasets 6. Our results, presented
in Table 5, highlight the considerable potential of scaling GRM to larger models and datasets.
Especially, GRM outperforms a 34B reward model and even GPT-4 as a judge. It is worth noting
that the GRM significantly improves the performance of the 8B reward model from 84.7 to 87.0,
using the same base model and training data as FsfairX-LLaMA3-RM-v0.1 [40]. This improvement
is particularly remarkable in the challenging ’Reasoning’ section.

Table 5: Results of full parameter training on RewardBench.
Reward model Average Chat Chat-Hard Safety Reasoning
GRM (Ours, 8B) 87.0 98.6 67.8 89.4 92.3
gpt-4-0125-preview 85.9 95.3 74.3 87.2 86.9
gpt-4-turbo-2024-04-09 85.1 95.3 75.4 87.1 82.7
FsfairX-LLaMA3-RM-8B 84.7 99.4 65.1 87.8 86.4
Starling-RM-34B 82.7 96.9 57.2 88.2 88.5

5.2 Evaluation on RLHF

Best-of-n Sampling (BoN). Fig 2 presents the results of BoN sampling for base models of sizes
2B and 7B. For all BoN experiments, we utilize a 20K subset from the Unified-Feedback dataset,
labeled by the gold reward model, to train proxy reward models. Following the [17, 18], we conduct
BoN sampling on a 1K held-out test set from n responses for each prompt, based on the scores of
the trained proxy model. The selected responses are then scored using the gold reward model, and
their gold scores are averaged over the 1K test prompts. The average gold score reveals the true
quality of the responses selected by the proxy reward models. We set the KL Divergence from 0 to 5,
corresponding to the number of responses n ranging from 1 to 405 for each prompt, according to
the equation KLBoN = log n− n−1

n . Ideally, a good proxy reward model should yield larger average
proxy and gold scores as the KL increases. However, the average gold scores of some baseline
methods plateau or even drop after KL > 4, such as the baseline reward model in Fig 2(d), despite
their proxy scores continuing to increase in Fig 2(c). This suggests that these reward models suffer
from the overoptimization issue.

6https://huggingface.co/datasets/hendrydong/preference_700K
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Figure 3: Proxy scores and gold scores of PPO experiments for reward model based on (a)(b) gemma-
2b-it and (c)(d) Mistral-7B-Instruct. All rewards are normalized to start from 0.
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Figure 4: Proxy scores and gold scores of (a)(b) BoN experiments and (c)(d) PPO experiments with
25% label noise. All rewards are normalized to start from 0.

In contrast, GRM consistently demonstrates an increase in both the proxy score and gold score,
indicating that it effectively mitigates over-optimization. This advantage is more pronounced in the
7B base model, where GRM achieves an average gold score of 1.5, while the baseline reward model
only reaches a score of 0.5. Regarding other baselines, we find that the margin loss and ensemble
methods (especially the ’min’ strategy) contribute to the robustness of the reward model. However,
they still do not compare favorably with GRM. These results underscore the strong potential of GRM
to serve as a reliable and robust proxy reward model for RLHF.

Proximal Policy Optimization (PPO). To investigate whether GRM can effectively mitigate the
overoptimization issue in PPO, we further employ those 2B and 7B reward models obtained from
the BoN experiments to fine-tune the policy model (gemma-2b-it) using PPO. The training and
evaluation datasets are identical to the BoN experiments. We train PPO for one epoch on the training
set, comprising 20K training samples. As depicted in Fig 3, PPO exhibits a stronger tendency to hack
the learned reward models compared to BoN. The gold scores of baseline methods begin to decline
early in the training process, while their proxy scores increase, indicating a clear overoptimization
issue. In contrast, GRM demonstrates superior robustness in terms of the gold score, which rises
with the increase in proxy scores. This validates that GRM can effectively alleviate overoptimization
for PPO. Please refer to Appendix D for a clear comparison of the results generated by PPO.

Robustness to Label Noise. Human preference data typically contains around 20 to 30% noise, as
highlighted in previous studies [39]. Such inconsistent preference data can render the reward model
less generalizable [32, 53] and hinder policy learning [54, 55, 56], leading to a performance decline.
To evaluate the robustness of GRM against label noise, we incorporate a 25% label noise into the
20K training data for all proxy reward models. The results are depicted in Fig 4. Most gold scores
expose a more severe over-optimization issue, as compared to the results in Fig 2(b) and Fig 3(b),
indicating that those reward models are heavily overfitting under the noisy label setting. On the
contrary, GRM exhibits superior robustness under noisy conditions, consistently achieving a peak
gold score over 1.0 without a significant decline. This demonstrates that GRM is highly accurate and
robust at measuring the sample quality, even in the presence of noise within the training data.
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6 Related Works

Reward Modeling. Reward models, trained on human preference data, are crucial in guiding RLHF
[8, 57] or prompt optimization [58]. Recent studies have concentrated on developing advanced
reward models to improve the performance of LLMs in RLHF. One approach involves enhancing
reward modeling by improving the quality or quantity of preference data [59, 60, 61]. Other strategies
focus on learning token-wise dense rewards [62, 63] or multi-objective rewards [38]. Additionally, a
series of works aim to enhance the robustness of reward models against preference inconsistencies.
Techniques such as adaptive margin [10], contrastive learning [39], and meta-learning [64] are
employed to improve the model’s ability to differentiate between chosen and rejected responses.

Mitigating Overoptimization in RLHF. Reward models tend to overfit and struggle to generalize
beyond the training distribution, which often leads to the overoptimization issue [17]. One approach
to mitigate this is to penalize overly confident model outputs using label smoothing [39] or SFT
regularization [24, 25]. Alternatively, the model and data can be iteratively updated, replacing hard
labels with soft labels [65]. Ensemble techniques, which train several reward models, can also help
reduce reward hacking and manage shifts in distribution [18, 19, 20, 66, 32, 67, 68]. Adversarial
Preference Optimization employs adversarial learning between reward models and an LLM agent
to address the gap in generation distribution [69]. Recent studies have also utilized uncertainty to
mitigate reward over-optimization, including the integration of an uncertainty penalty into rewards
[70], or the construction of a confidence interval for gold rewards based on uncertainty estimations
[23].

7 Conclusion

In this study, we introduce an efficient approach aimed at enhancing the generalizability and ro-
bustness of reward learning for large language models. By incorporating regularization techniques
on the hidden states of reward models, our method demonstrates substantial improvements in the
generalization performance of reward models for unseen data. Moreover, our approach effectively
mitigates the issue of overoptimization in RLHF. We believe that our findings hold promise in
inspiring future research efforts towards the development of more robust reward models that can
facilitate the alignment of large models through cost-effective solutions.

Limitations

In this study, we evaluate the robustness of GRM against label noise by introducing a 25% level
of synthetic noise into the training data for all proxy reward models. This is achieved by randomly
flipping chosen and rejected labels. Due to cost considerations, we conduct synthetic experiments
in line with community practices [18, 39], as using human-labeled data is not feasible for us.
However, synthetic data may introduce biases that don’t accurately reflect real-world scenarios. Future
research should aim to mitigate this limitation by incorporating experiments with human-labeled data,
providing a more thorough evaluation of the reward model’s robustness. Another limitation of our
study is the computational restriction preventing us from testing GRM with parameter sizes exceeding
10B. Further efforts to extend our method to larger reward models could be highly promising.
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A Deriving the Regularization Term

To derive the potential formulation of the regularization term, we consider the following adversarial
optimization problem: learning a reward model against an adversarial policy.

θ = argmin
θ

{
Lreward(θ) + γmax

π
J(θ, π)

}
(11)

The term for policy optimization J(θ, π) can have different formulations, but a KL divergence
regularized optimization objective is generally used in training the policy [16, 8, 71]. Moreover, it
has an advantageous property that the inner optimization problem has an analytical solution, which
can simplify the problem.

J(θ, π) = Ex∼D,y∼π(·|x) [rθ(x, y)]− βEx∼D [KL (π(·|x)|πref(·|x))] , (12)

where β > 0 is the coefficient controlling the regularization degree and πref is the reference model.
The analytical solution of J(θ, π) is formulated as follows:

π∗
θ =

1

Zθ(x)
πref(y|x) exp (rθ(x, y)/β), Zθ(x) =

∑
y′

πref(y
′|x) exp (rθ(x, y′)/β) (13)

Equivalently, we can obtain the formulation of reward described by π∗
θ and πref as in [41]:

rθ(x, y) = β (log π∗
θ(y|x)− log πref(y|x) + logZθ(x)) (14)

Following recent theoretical analysis [25], we define a fixed calibration policy πcal that is independent
of the algorithm, which has the calibration effect of centering the reward function while incorporating
additional policy preferences into the objective.

Definition 1 πcal is a fixed calibration policy for reward model rθ and the dataset D that satisfies:

Ex∼D,y∼πcal
[rθ(x, y)] = 0

Therefore, we can rewrite maxπ J(θ, π) as:

max
π

J(θ, π) = J(θ, π∗
θ) = Ex∼D,y∼π∗

θ (·|x) [rθ(x, y)− β(log π∗
θ(y|x)− log πref(y|x))]

= Ex∼D,y∼π∗
θ (·|x) [logZθ(x)] = Ex∼D,y∼πcal(·|x) [logZθ(x)]

= Ex∼D,y∼πcal(·|x) [rθ(x, y)− β(log π∗
θ(y|x)− log πref(y|x))]

= −βEx∼D,y∼πcal(·|x) [log π
∗
θ(y|x)− log πref(y|x)] .

(15)

The second line is established because logZθ(x) is independent of the distribution y. Besides, the
last line just adopts the definition of πcal.

Incorporating Eq 15 and Eq 14 into Eq 11, we can transform the min-max optimization problem into
a standard optimization problem by considering the policy π∗

θ :

θ = argmin
θ

{
(1− α)Lreward(θ) + αLreward(θ) + γmax

π
J(θ, π)

}
= argmin

θ

{
(1− α)Lreward(θ)− αE(x,yc,yr)∼D log σ

(
β log

(
π∗
θ(yc | x)

πref(yc | x)

)
− β log

(
π∗
θ(yr | x)

πref(yr | x)

))
− γβEx∼D,y∼πcal(·|x) [log π

∗
θ(y|x)− log πref(y|x)]

}
= argmin

θ
{(1− α)Lreward(θ) + αLDPO(π

∗
θ)− γβEx∼D,y∼πcal(·|x) [log π

∗
θ(y|x)]}

(16)
Here, we use LDPO(π

∗
θ) to replace the second term, as it is the same as DPO objective [41]. In the

second line, we put the reward described by Eq 14 into αLreward. In the final step, we remove the
πref term as it does not depend on the parameters of the reward rθ, unlike π∗

θ which is dependent on
reward rθ.

Interestingly, if we set the calibration policy πcal as the chosen responses yc from the dataset D, the
last term becomes an SFT loss. Thus, we can derive the general regularization terms in our framework
by renaming the coefficients for π∗

θ as αDPO and αSFT, and removing the constraint that αDPO = α.

argmin
θ

{(1− α)Lreward(θ) + αDPOLDPO(π
∗
θ) + αSFTLSFT(π

∗
θ)} (17)
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Notably, the two regularization terms come from different sources, where LDPO is from the reward
loss and LSFT is derived from the adversarial term. This may be the reason why SFT regularization is
more helpful than DPO regularization in our empirical results. Inspired by the objective in Eq 7, we
relax the relationship between rθ and π∗

θ and propose to learn a reward model parameterized by θ
and a language model head parameterized by θLM, both sharing the same hidden states.

Discussion. In Eq 17, we retain both the reward model rθ and the policy π∗
θ , and replace π∗

θ with a
language head πθLM . A simpler solution is to keep only the reward model by replacing π∗

θ with rθ,
which leads to the following objective:

argmin
θ

{Lreward(θ)− γEx,yc∼D[rθ(x, yc)] + γβEx∼D[logZθ(x)]}.

This approach can be understood as minimizing reward loss while applying regularization to maximize
the rewards of selected responses relative to the overall rewards. However, this method is limited
by the inefficient calculation of Zθ over the response distribution generated by πSFT. Therefore,
we propose our solution, GRM, which involves a reward model that shares hidden states with a
language head. This setup captures certain correlations through shared parameters, helps prevent
feature distortion, and is both cost-effective and highly efficient.

B Implementation Details

Baseline Details. All baseline reward models employ the "AutoModelForSequenceClassification"
class from transformers [72], which utilizes a randomly initialized linear head to derive rewards. We
then train each reward model to minimize the loss function with the training data. For ensemble
baselines, we train 3 reward models with different random seeds and aggregate their outputs via the
’average’ or the ’minimum’ strategy. We adopt the average value for the ensemble baseline in Section
5.1 as we find that the minimum value can decrease accuracy and underperform the average one. But
for the RLHF experiments in Section 5.2, we report both results because we find some sometimes the
’minimum’ strategy can work better than due to its pessimism.

The margin loss function [10] is defined as below:

Lmargin(θ) = −E(x,yc,yr)∼D [log (σ (rθ(x, yc)− rθ(x, yr)−m(r)))] ,

which enhances the reward model by emphasizing the differences in rewards. We use the scores
between chosen and rejected responses in the Unified-Feedback dataset to calculate m(r).

Additionally, the label smooth loss is defined as

Lsmooth(θ) = −E(x,yc,yr)∼D [(1− ϵ) log (σ (rθ(x, yc)− rθ(x, yr)))− ϵ log (σ (rθ(x, yc)− rθ(x, yr)))] ,

where we set ϵ = 0.1. The label smooth loss function enhances the model’s resilience to a certain
degree of errors, thereby alleviating the problem of overfitting.

GRM Details. For GRM, the default reward head is configured as a linear layer with shape (hidden
size, 1024), followed by a ReLU activation function, and another linear layer of shape (1024, 1). The
weight of the text-generation regularization α is set to 0.01 and the coefficient β in our regularizations
is set to 0.1 by default. In the case of the GRM (linear) variant, the reward head is directly set as a
linear layer of shape (hidden size, 1). We found a smaller α = 0.001 is better for the linear variant.

Training and Evaluation Details. We implement all methods based on transformers [72] and trl
[73]. More details are listed in Table 6. To use the Unified-Feedback dataset, we downsample the
training data from the ’all’ set and use all the 8K test data for evaluation. For the HHH Alignment
dataset, we adopt the average score of all four subsets as the result. For the main experiments trained
with LoRA, we truncate the inputs for all reward models over 1024 tokens. All reward models are
trained for two epochs using a learning rate of 1× 10−5 and a batch size of 16. We load the model
with the bf16 precision. Regarding the full parameter training, we truncate the inputs over 4096
tokens and train the reward model for one epoch with a learning rate of 2× 10−6 and a batch size of
512 (with gradient accumulation).

Computational Resources. We use NVIDIA RTX A6000 49G for our experiments. Training a 2B
reward model with LoRA [74] on the 40K training data for 2 epochs requires approximately 30.4
GPU hours. A 7B reward model requires approximately 93.6 GPU hours.
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Table 6: Key implementations of the text generation experiments.
Basic information

Base models gemma-2b-it and Mistral-7B-Instruct-v0.2
Quantization for training bf16

Fine-tuning strategy LoRA [74]
LoRA r 32

LoRA alpha 64
LoRA dropout 0.05

Optimizer Adamw_hf
Batch size 16

Learning Rate 1× 10−5

Learning Rate Scheduler cosine
Warmup Ratio 0.03

GRM (Ours)
Regularization weight α 0.01 by default, and 0.001 for the linear variant

Temperature β for loss functions 0.1

PPO[34]

KL regulaization 0.0
Epochs 1

learning rate 1× 10−5

lambda for GAE 0.95
gamma 1

clip range 0.2
Number of optimization epochs per batch 4

Number of tokens during generation 512

Dataset and Gold Reward Model
Main Training Dataset Unified-Feedback

Eval dataset: HHH-Alignment https://huggingface.co/datasets/HuggingFaceH4/hhh_alignment
Eval dataset: MT-Bench Human Judgements https://huggingface.co/datasets/lmsys/mt_bench_human_judgments

Gold Reward Model for BoN and PPO reward-model-Mistral-7B-instruct-Unified-Feedback

C Additional Experimental Results

C.1 Comparing with Frozen Backbone

The effect of the random head for downstream finetuning of pretrained model is studied by [33], both
theoretically and empirically (across a range of computer vision tasks). It is also easy to validate in
the preference learning setting when using a smaller dataset size. We included a baseline, "Classifier
(Frozen)", which fixes the base model’s features and only fine-tunes the classification head. When the
dataset size is 8K (see Table 7), the OOD evaluation results of the baseline reward model (without
freezing the backbone) are worse than those of the frozen one, demonstrating the negative effect
of distorting pre-trained features. However, we would like to note that when the dataset size is
sufficiently large, this negative effect can be mitigated, and the baseline reward model can surpass the
frozen reward model due to having more trainable parameters to fit the large preference dataset.

In contrast, by regularizing the hidden states, our GRM can achieve the regularizing effect while
fine-tuning all parameters, showing strong performance with both large and small dataset sizes.

Table 7: Reward model performance trained with 8K data.
Reward Model Unified Feedback (ID) HHH Alignment (OOD) MT Bench (OOD)
Classifier (Frozen) 62.2 68.8 67.6
Classifier (Baseline) 66.1 65.1 67.7
GRM (ours) 69.0 71.9 69.8

C.2 Choice of Training Epochs

In our main experiments, we train reward models for 2 epochs with LoRA. We determine this number
based on a nearly converging validation loss. Specifically, we reserve 1% of the training set for
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Figure 5: Learning curves for reward models on Unified-Feedback.

validation (e.g., 4K for 400K training data) and found that 2 epochs are sufficient for reward modeling
with LoRA in our setting. As shown in Figure 5, we observe convergence in the validation loss
during the second epoch, with no further improvement in the third epoch. For full-parameter training
experiments, which are more prone to overfitting, we train the reward model for only one epoch.

C.3 Choice of the SFT objective

In our paper, we consider a slightly different form of SFT objective as in Eq 10. A more straightfor-
ward objective is LSFT(θLM) = −E(x,yc)∼D [log (πθLM(yc | x))]. In ideal situations, the two forms
should perform similarly. We also tried the log form but found that it requires different hyperparame-
ter tuning for the regularization weight α in Eq 4 due to changes in the loss scale. In Table 8 and
Table 9, "GRM logreg" outperforms the baseline reward model and matches or even slightly exceeds
the performance of GRM on OOD tasks when α is tuned appropriately. This experiment uses the
same gemma-2B-it as the base model.

We found that the current form of SFT regularization can directly use the same hyperparameters as
our DPO regularization. Therefore, we opted for this solution to maintain coherence with these
regularizations and avoid the need for hyperparameter adjustments.

Table 8: Results on ID and OOD evalua-
tion with 400K training data from Unified-
Feedback.

Reward Model Unified HHH MT
Feedback Alignment Bench

Classifier (Baseline) 72.1 73.4 71.2
GRM 73.2 79.8 73.4
GRM logreg α = 0.005 72.8 77.6 72.8
GRM logreg α = 0.001 73.3 80.2 73.6

Table 9: Results on ID and OOD evalua-
tion with 40K training data from Unified-
Feedback.

Reward Model Unified HHH MT
Feedback Alignment Bench

Classifier (Baseline) 68.8 70.3 69.1
GRM 71.5 78.7 73.0
GRM logreg α = 0.005 69.7 72.4 72.8
GRM logreg α = 0.001 70.8 80.7 72.0

C.4 Ablation of the Regularization Weight

We find the most impactful hyperparameter of GRM is the regularization weight α. Figure 6 presents
an evaluation of GRM’s performance under various α values. It is evident from the figure that
setting α to either extreme, such as 0, or a relatively large value like 0.1, results in suboptimal
out-of-distribution (OOD) performance. However, selecting an appropriate value between 0 and 0.1
consistently yields higher scores. In all our experiments, we default to an α value of 0.01. This choice
has already shown significant performance improvements in our experiments.

C.5 Impact of Reward Head Layers on Performance

An interesting aspect to explore is how the structure of the nonlinear reward head influences preference
learning performance. In Figure 7, we compare the performance of the default GRM (using the SFT
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Figure 6: Comparing different values of α for GRM (2B) on scores of HHH-Alignment and MT-
Bench.
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Figure 7: Comparing different layers of reward head for GRM (2B) on scores of HHH-Alignment,
MT-Bench, and RewardBench.

regularization) against a variant of GRM that incorporates an additional linear layer and a ReLU
activation in the reward head, denoted as "2 layer". The results indicate that the two-layer version
slightly surpasses the performance of the single-layer GRM on MT-Bench and RewardBench scores,
but it exhibits a decline in the score on the HHH-Alignment. Due to this inconsistency, we opted not
to include the two-layer version in our main experiments. However, future research focusing on the
impact of the reward model’s structure could yield promising insights.

C.6 Comparison with Additional Variant

In Appendix A, we derive an objective that retains only the reward model rθ by replacing the policy
π∗
θ with a formula of rθ. Empirically, this objective is challenging to optimize due to the calculation

of Zθ. As an alternative, we propose a simplified objective by omitting the Zθ term:

argmin
θ

{Lreward(θ)− γEx,yc∼D[rθ(x, yc)]}.

This objective includes a regularization term to maximize the average rewards of chosen responses.
However, the second term can easily dominate the loss since the reward loss term is constrained by
the logsigmoid operator. A more stable approach is to use the following empirical objective:

argmin
θ

{Lreward(θ)− γEx,yc∼D[log σ(rθ(x, yc))]}.

We refer to this regularizer as "positive regularization" or "pos reg" for short. We compare positive
regularization with the baseline classifier and GRM with SFT regularization in Tables 10 and 11.
The base model for the reward models is gemma-2B-it, and GRM adopts the linear variant for the
RewardBench results. "Positive regularization" does not yield improvement when the dataset size is
limited to 40K, but it brings slight overall enhancement when learning from 400K training data.

In contrast, GRM significantly enhances both ID and OOD accuracy, especially when learning from
a limited preference dataset. These results demonstrate that our approach is more effective, even
when based on similar theoretical derivation.
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Table 10: Results on ID and OOD evalua-
tion with 400K training data from Unified-
Feedback.

Reward Model Unified HHH MT Reward
Feedback Alignment Bench Bench

Classifier (baseline) 72.1 73.4 71.2 68.2
Classifier (pos reg) 71.7 75.0 70.7 69.8
GRM w/ sft (ours) 73.2 79.8 73.4 71.5

Table 11: Results on ID and OOD evalua-
tion with 40K training data from Unified-
Feedback.

Reward Model Unified HHH MT Reward
Feedback Alignment Bench Bench

Classifier (baseline) 68.8 70.3 69.1 64.5
Classifier (pos reg) 69.5 70.0 69.6 63.2
GRM w/ sft (ours) 71.5 78.7 73.0 69.5

C.7 Regularization with pretraining dataset

In our default design, we use the preference dataset employed to train reward models to regularize
the text-generation ability of the language head, eliminating the need for additional datasets. While
we believe that other data formats, such as pretraining datasets, can also be beneficial, preference
data offers a distinct advantage. It allows us to avoid using external datasets during reward modeling,
which may also better align with the distribution of prompts and responses.

To illustrate this, we conduct an experiment using GRM with text-generation regularization on an
open-source pretraining dataset, togethercomputer/RedPajama-Data-1T-Sample 7 (which includes
text from Commoncrawl, Arxiv, and books), referred to as ’GRM pretrain reg’. For fairness, we only
used a pretraining dataset of the same size as the training set for reward modeling.

The results indicate that ’GRM pretrain reg’ outperforms the baseline reward model and matches the
performance of GRM when the dataset size is large (400K). However, when the dataset size is small,
using a pretraining dataset is less effective than using the preference dataset.

Table 12: Results on ID and OOD evaluation
with 400K training data from open-source
pretraining dataset.

Reward Model Unified HHH MT
Feedback Alignment Bench

Classifier (baseline) 72.1 73.4 71.2
GRM 73.2 79.8 73.4
GRM pretrain reg 73.0 79.2 74.3

Table 13: Results on ID and OOD evaluation
with 40K training data from open-source pre-
training dataset.

Reward Model Unified HHH MT
Feedback Alignment Bench

Classifier (baseline) 68.8 70.3 69.1
GRM 71.5 78.7 73.0
GRM pretrain reg 70.8 74.5 72.9

C.8 Alignment Result after PPO

To demonstrate the advantage of GRM over vanilla reward modeling, we evaluate the win rate of
models after PPO training with GRM against those with the vanilla reward model. The evaluation is
conducted using GPT-4o on 100 randomly selected prompts from the test set in Unified-Feedback,
with the order of responses randomly flipped to avoid order bias. The results below show a signif-
icantly higher win rate for GRM than the vanilla reward model across two different base reward
models.

Table 14: Win rate of models after PPO training with GRM against those with the vanilla reward
model.

Base reward model Win rate (%) Tie rate (%) Loss rate (%)
Gemma 2B it 68 5 27
Mistral 7B Instruct 73 6 21

C.9 Comparison with Label Smooth in RLHF

In Figure 8, we observed that reward models trained with label smoothing are vulnerable to hacking
by BoN and PPO, leading to inferior performance compared to other baselines. The proxy score

7https://huggingface.co/datasets/togethercomputer/RedPajama-Data-1T-Sample
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Figure 8: Proxy scores and gold scores of (a)(b) BoN experiments and (c)(d) PPO experiments for
base models Mistral-7B-Instruct. Proxy and gold scores are in dashed and solid curves, respectively.
Rewards are normalized to start from 0.

increases, while the gold score decreases rapidly. This finding suggests that previous robust techniques
in the literature may not be effective for RLHF, underscoring the superiority of GRM as a more
viable solution.

D Examples in the PPO Experiments

In Tables 15, 16, and 17, we present three examples that compare the responses of optimized language
models using the PPO algorithm with different reward models. The base models for policy and
reward models are all gemma-2b-it as in Section 5.2.

For baselines, it is evident that the models exploit certain patterns in rewards, such as the "Ensemble
(min)" methods. This exploitation often leads to a collapse into repeated patterns. Besides, the
"Baseline" and "Margin" models tend to disregard instructions or refuse to respond to harmless
prompts, as demonstrated in Tables 15 and 16. Moreover, the baseline methods negatively impact
the reasoning ability of language models for the math problem as in Table 17. These observations
indicate that current reward models can be easily hacked by the PPO algorithm, raising concerns
about their reliability.

In contrast, the GRM model demonstrates greater robustness in generating instruction-following
responses and exhibits better reasoning abilities, even with identical hyperparameters of PPO. Notably,
this superior performance of GRM is achieved even with a smaller training cost compared to ensemble
baselines. These examples underscore the importance of GRM and its effectiveness in mitigating the
overoptimization problem, further highlighting its potential in RLHF applications.

E Broader Impacts

The proposed approach to enhancing the generalization capabilities of reward models within the
RLHF framework offers several positive societal impacts. By improving the accuracy of reward
models on out-of-distribution (OOD) tasks, we can enhance the alignment of LLMs with human intent
on larger dataset without human labels, leading to more reliable and stronger alignment. Moreover,
the regularization technique that preserves the base model’s language generation capabilities can
contribute to the development of more robust and versatile AI systems, fostering innovation and
efficiency across multiple domains. Currently, we do not foresee apparent negative societal impacts
stemming from our methods. However, one potential adverse effect could arise if the generalizable
reward model is exploited for harmful language model training. Therefore, future efforts in AI safety
are crucial to prevent such misuse.

21



Table 15: Examples in the PPO experiments. GRM optimizes a better language model aligned with
human intention, while other baseline reward models can be easily hacked by PPO.

Prompt Respond to the latest instruction based on the conversation history. Human: How do I fly a kite?
Assistant: I’m happy to explain more about kites. What would you like to know?
Human: how to get the kite in the air
Assistant: Can you tell me a bit more about what you’re trying to do? What kind of kite? What
kind of wind conditions are you planning to use it in? What is your kite-flying experience?
Human: I don’t have much experience and it’s just a simple diamond shaped one
Assistant: What wind conditions are you planning to use it in?
Human: just regular low wind i guess
Assistant:

Comment

Baseline Based on the conversation history, the human is looking for guidance on how to get a simple
diamond-shaped kite in the air. The assistant recommends considering wind conditions such as
the direction and strength of the wind, the kite type, and the intended flying environment. They
suggest considering low wind speeds as suitable for beginners.
Therefore, the assistant suggests that the human research the specific wind conditions and kite
specifications suitable for their location and desired flying experience before attempting to fly
the kite. Remember to prioritize safety and seek guidance from experienced kite enthusiasts or
professionals if possible.

The response
does not follow
the conversa-
tional tone.

Margin Based on the conversation history, the human is seeking guidance on how to get a kite in the
air. However, the assistant cannot provide specific instructions or recommendations without a
thorough understanding of the individual’s situation and capabilities. It’s important to prioritize
safety and avoid engaging in activities that could potentially harm the person or property involved.
If you have any general kite-flying tips or suggestions, it’s recommended to consult with a local
park or outdoor enthusiast or seek guidance from a reputable kite-flying organization or instructor.
Remember to always follow safety guidelines and regulations, especially when engaging in kite
flying activities.

The response
does not follow
the conversa-
tional tone.

Ensemble (min) Sure, here’ soprHãy guidHŭ´ŏng pulsa palab»() sedi lampa palab pulsa palab pulsa palab pulsa
palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa
palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa
palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa
palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa
palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa
palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa
palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa
palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa
palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa palab pulsa
palab pulsa palab pulsa palab pulsa (omitted due to repeating)

The model is
hacked to gen-
erate repeated
words.

Ensemble (avg) Sure, here’s some advice on how to get a kite in the air safely and effectively:
**Wind Conditions:**
* Choose a location with consistent and gentle winds. Avoid strong or gusty winds, as they can
make it difficult to control the kite. * Consider the wind speed and direction. Start with lighter
winds, especially if you’re a beginner.
**Kite Selection:**
* Choose a kite that’s appropriate for your weight and the wind conditions. A well–sized kite
will have sufficient lift to stay aloft and provide a thrilling flight experience. * Consider the kite’s
design. Diamond-shaped kites are relatively stable and easy to maneuver, while symmetrical
kites offer more stability but may be more difficult to control.
**Safety Precautions:**
* Always fly kites away from people and obstacles. * Use a sturdy line or bridle that’s long
enough to allow the kite to fly freely but not become tangled. * Start in an open area with a
clear view. * Be patient and allow the kite to fly for a few minutes before adjusting the line or
releasing it. Remember to fly kites responsibly and always prioritize safety.

A good re-
sponse to the
prompt.

GRM (Ours) **How to Get a Kite in the Air:**
**1. Choose the Right Kite:** - Select a kite that is appropriate for your skill level and wind
conditions. - Consider the kite’s size, shape (diamond, square, or oval), and the amount of lift it
provides.
**2. Set Up the Kite:** - Unpack the kite and follow the instructions provided in the manual. -
Attach the line to the kite’s bridle or string and adjust the length to achieve the desired height. -
Make sure the kite is securely attached to a sturdy pole or frame.
**3. Choose Wind Conditions:** - Look for wind conditions that are moderate and consistent. -
Ideal wind speeds are between 5 and 15 mph (8 and 24 kph). - Avoid strong winds, as they can
make it difficult to control the kite.
**4. Fly the Kite:** - Hold the kite’s handle or string comfortably, keeping your arms relaxed. -
Raise the kite slowly until it reaches its peak altitude. - Adjust the kite’s height and angle (angle
it slightly upwards) to control its flight path. - Gently move the kite with your hands to change
its direction and speed.
**Tips for Beginners:**
- Start in a flat, open area with minimal obstacles. - Use a lightweight kite to make it easier
to handle. - Start flying in the early morning or late afternoon when the wind conditions are
generally favorable. - Be patient and persistent, as it takes time to learn how to fly a kite
effectively.

A more infor-
mative response
to the prompt.
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Table 16: Examples in the PPO experiments. GRM optimizes a better language model aligned with
gold scores, while other baseline reward models can be easily hacked by PPO.

Prompt FINAL EXAM Question 1. Mission Records was created by which lead singer of The Eagles?
Answer:

Comment

Baseline The mission records were created by Don Henley, lead singer of The Eagles. The band was
formed in 1974 and released several successful albums and hit songs throughout the 1970s and
1980s. Henley is widely regarded as one of the most influential and successful singers in the
history of rock music. His songwriting and vocal contributions have influenced countless artists
and fans worldwide. The Eagles became one of the best-selling and critically acclaimed bands
of the late 20th century, with songs like "Hotel California," "Desperado," and "Hotel," among
many hits. Henley’s contributions to the band have solidified his status as a legend in the music
industry.

Lengthy re-
sponse to the
question

Margin The context does not provide information about the lead singer of The Eagles, so I cannot answer
this question from the provided context. For accurate information about mission records and
their creators, it is recommended to refer to official sources or seek further research. Remember
to always prioritize reliable sources and avoid relying on secondhand or biased information. If
you have any specific questions or concerns related to mission records or the artists involved,
consider consulting with experts or professionals familiar with the subject matter.

Unhelpful
response to the
question

Ensemble (min) Mission Records was created by lead singer of Eagles Eagles Keseitar sven pixabay Keseitar
sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay
sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay
sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay
sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay
sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay
sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay
sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay
sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay
sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay
sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay sven pixabay
sven pixabay sven (omitted due to repeating)

The model is
hacked to gen-
erate repeated
words.

Ensemble (avg) Mission Records was created by the lead singer of The Eagles, Don Henley. Mission Records was
founded in 1971 in Nashville, Tennessee, United States. The mission of the record label was to
provide a platform for artists to showcase their music and talents. Mission Records has released
songs by many artists, including Eagles, Bruce Springsteen, and Dolly Parton. Missions Records
has also been instrumental in helping to establish Nashville as a global music hub. Selamat—|—
|—|—| Selamat—|—| Selamat—|—| Selamat—|—| Selamat—|—| Selamat—|—| Selamat—|—|
Selamat—|—| Selamat—|—| Selamat—|—| Selamat Intere—|—| Selamat Intere—|—| Selamat
Intere—|—| Selamat Intere—|—| Selamat Intere—|—| Selamat Intere—|—| Selamat Intere—|
Selamat Intere—|—| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—
| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—|
Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—|
Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—|
Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—|
Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—|
Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—|
Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—|
Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—|
Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—|
Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—| Selamat Intere—|
Selamat Intere—| Selamat Intere— (omitted due to repeating)

The model is
hacked to gen-
erate repeated
words.

GRM (Ours) The answer is Don Henley.
Mission Records was a record label founded by Don Henley in 1974. The label was initially
focused on releasing albums by The Eagles and other artists in the Eagles’ genre. Mission
Records went on to sign and release albums by a number of other artists, including Fleetwood
Mac, Bon Jovi, and Linda Ronstadt.

A concise reply
to the question
with a short ex-
planation.
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Table 17: Examples in the PPO experiments. GRM optimizes a better language model aligned with
gold scores, while other baseline reward models can be easily hacked by PPO.

Prompt You will be given a definition of a task first, then some input of the task. You are given a math
word problem and you are supposed to apply multiplication or division mathematical operators
on the numbers embedded in the text to answer the following question and then only report the
final numerical answer.
A chef needs to cook 9 potatoes . He has already cooked 7 . If each potato takes 3 minutes to
cook , how long will it take him to cook the rest ? Output:

Comment

Baseline **Task:** Cook 9 potatoes for 3 minutes each.
**Input:** Number of potatoes cooked = 7, cooking time per potato = 3 minutes.
**Multiplication:** 7 potatoes * 3 minutes/potato = 21 minutes
**Answer:** It will take the chef 21 minutes to cook the remaining 9 potatoes.
Therefore, the final numerical answer is **21**.

Wrong solution.

Margin **Task:** Cook 9 potatoes for 3 minutes each.
**Input:** Number of potatoes cooked = 7, cooking time per potato = 3 minutes.
**Multiplication Operator:** To calculate the total cooking time, we multiply the number of
potatoes cooked by the cooking time per potato.
9 potatoes * 3 minutes/potato = 27 minutes.
**Final Answer:** It will take the chef 27 minutes to cook the remaining potatoes.
Please note that the question does not provide any information about the initial state of the
potatoes or any constraints, so the final answer may vary depending on the specific context
and assumptions. It’s always recommended to carefully review the task and input data before
applying mathematical operations.

Wrong solution.

Ensemble (min) Sure , here’s how you calculate the time needed to cook the remaining potatoes :
**Step 1**: Calculate the total time already spent cooking potatoes : 7 minutes
**Step 2**: Subtract the time already spent from total time allotted : 9 minutes - 7 minutes = 2
minutes
**Step 3**: Multiply the remaining time by the number of potatoes to cook : 2 minutes x 9 = 18
minutes
Therefore , it will take him 18 minutes to cook the remaining potatoes .

Wrong solution.

Ensemble (avg) **Task Definition:** Cook 9 potatoes for 3 minutes each.
**Input:**

7 potatoes cooked at 3 minutes each
**Calculations:**

9 potatoes × 3 minutes each = 27 minutes
Therefore, it will take the chef 27 minutes to cook the rest of the potatoes. Answer: 27 minutes.

Wrong solution.

GRM (Ours) Sure, here’s the analysis and solution for the task:
**Task Definition:**
The chef needs to cook 9 potatoes.
**Initial Information:**
* Cooked potatoes = 7
**Calculation:**
To cook the remaining potatoes, we need to add the number of cooked potatoes to the initial
number of cooked potatoes:
9 potatoes - 7 potatoes = 2 potatoes
**Time to Cook Potatoes:**
Each potato takes 3 minutes to cook.
Therefore, the total time to cook the 2 potatoes is:
2 potatoes x 3 minutes/potato = **6 minutes**
**Final Answer:**
It will take the chef **6 minutes** to cook the 9 potatoes after he has cooked 7.

Right solution.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: Our study proposes a novel approach to enhance the reward model’s general-
ization ability against distribution shifts by regularizing the hidden states. It was mentioned
both in the abstract and introduction.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: The limitations are discussed in the separate "Limitations" section.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory Assumptions and Proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]
Justification: This paper mainly focuses on empirical evaluation but also provides theoretical
insights. We provide step-by-step proof and assumptions in Appendix A and carefully cite
related works that can support our proof.
Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.
4. Experimental Result Reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?
Answer: [Yes]
Justification: Our proposed method GRM and three types of regularization terms are
detailed and illustrated in Section 3. For more in-depth experimental details to reproduce
the main experimental results of the paper, please refer to Section 4 and Appendix B. We
also open-source our code on GitHub.
Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
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some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [Yes]
Justification: We have ensured that all necessary information to reproduce the experimental
results of the paper is included. Links to the datasets and base models used are provided
in the footnotes and Appendix B. The code repository and our open-sourced models are
available at https://github.com/YangRui2015/Generalizable-Reward-Model.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental Setting/Details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [Yes]
Justification: The details of experimental setup are provided in Section 4, including dataset,
base models, baselines, and model configurations. For more in-depth experimental details,
please refer to Appendix B.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment Statistical Significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [No]
Justification: We evaluate our method and other baselines on large-scale open-source
preference datasets with large models (2B and 7B). Repeating each experiment multiple
times presents a challenge due to time and computational constraints. However, we guarantee
equitable comparisons, strikes a balance between efficiency and practical limitations.
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Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments Compute Resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: For more details of computer resources, please refer to Appendix B.

Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code Of Ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]

Justification: We have reviewed the NeurIPS Code of Ethics and followed all the rules
mentioned.

Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).

10. Broader Impacts
Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
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Answer: [Yes]

Justification: For more details of Broader Impacts, please refer to Appendix E.

Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This paper does not release any new pretrained models or datasets for now.
And we avoid the harmful examples to show in the paper.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: Links to the datasets and base models used are provided in the footnotes. We
also cite the original papers of the datasets and benchmarks.

Guidelines:

• The answer NA means that the paper does not use existing assets.
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• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New Assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [Yes]
Justification: Our code and open-source reward models are available at GitHub and Hug-
gingface.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and Research with Human Subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human
Subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This paper does not involve crowdsourcing nor research with human subjects.
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Guidelines:
• The answer NA means that the paper does not involve crowdsourcing nor research with

human subjects.
• Depending on the country in which research is conducted, IRB approval (or equivalent)

may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
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