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Abstract

Understanding where and how knowledge is stored in LLMs is an active and1

important area of research. In this work, we take a model pruning approach: if2

removing certain parameters does not affect model output in question-answering3

knowledge benchmarks, then those parameters are likely are not useful for storing4

knowledge. To find these parameters, we design simple layer-pruning strategies for5

popular families of open-weight pretrained LLMs, finding minimal degradation6

of performance on different question-answering benchmarks until after a large7

fraction (up to half) of the layers are removed. Concretely, we identify the optimal8

block of layers to prune by considering similarity across layers; then, to “heal” the9

damage, we perform a small amount of finetuning. From a scientific perspective,10

the robustness of these LLMs to the deletion of layers implies either that current11

pretraining methods are not properly leveraging the parameters in the deeper layers12

of the network or that the shallow layers play a critical role in storing knowledge.13

1 Introduction14

Over the last few years, large language models (LLMs) have evolved from mere research artifacts [1]15

into useful products [2]. As language model abilities improve [3, 4] and they are used more widely,16

it becomes increasingly important to understand how language models store knowledge internally17

(one can imagine being able to update incorrect knowledge in LLMs directly). This question is18

commonly approached through interpretability studies, which produce post-hoc explanation of what19

certain parameters are doing, for example by probing internal model representations on specific tasks20

[5–7], or analyzing model activations [8, 9] and finding "circuits" responsible for certain behaviors21

[10, 11]. Ideally, one would go further than interpreting model representations, and directly intervene22

to control model behavior. While some studies have attempted to use their mechanistic understanding23

to edit world knowledge stored in models [12], subsequent work demonstrates that these methods24

and knowledge localization may be uncorrelated [13].25

We propose using model pruning as a framework for understanding open-weight LLMs — model26

pruning emphasizes finding subsets of parameters that can be removed without affecting model27

performance. This serves as a suitable intervention for understanding how a network uses its28

parameters: if you can remove sections of a network with minimal effect on its performance, then29

those parameters are likely not important to your specific task. Moreover, using model pruning as30

an intervention for understanding leads to practical results, as at the end of your investigation you31

actually obtain a smaller model that performs well on your task. We design very simple layer pruning32

strategies using open-weight LLMs and measure performance degradation on common question-33

answering benchmarks. Our method uses the similarity between the representations at different layers34

to identify the optimal layers to prune for a given pruning fraction; then, after removing these layers35

we “heal” the pruning-induced mismatch with a small amount of fine tuning (using QLoRA). Our36

main empirical result is that we can remove a substantial fraction of the deepest layers from models37

with minimal degradation in performance on QA benchmarks. For example, for Llama-2-70B [14]38
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we can eliminate up to roughly half of the layers before the performance collapses on MMLU. The39

robustness of open-weight LLMs to removal of deeper layers and the sharp transition in performance40

on downstream knowledge tasks (e.g. MMLU and BoolQ) suggest that shallow layers may play a41

critical role in storing knowledge.42

2 Layer-pruning algorithm(s)43

Our principal layer pruning algorithm is very simple:44

0. Pick a a number of layers to prune n.45

1. Compute the angular distance d(x(ℓ), x(ℓ+n)), cf. (2) below, between the input to layer ℓ46

and the input to layer ℓ+ n on a neutral pretraining dataset or on a dataset representative of47

a downstream task of interest.48

2. Find the layer, ℓ∗, that minimizes that distance:49

ℓ⋆(n) ≡ argmin
ℓ

d(x(ℓ), x(ℓ+n)) . (1)

3. Drop layers ℓ⋆ to ℓ⋆+n−1; connect the old input to layer ℓ⋆ to the old (ℓ⋆+n)th layer block.50

4. (Optionally) heal the mismatch at layer ℓ⋆+ n with a small amount of fine tuning on a51

neutral pretraining dataset or particular dataset of interest.52

This algorithm is also pictorally depicted in panels (a)-(d) of Figure 4. The angular distance d in step53

(1) on a single sequence of length T is given by54

d(x(ℓ), x(ℓ+n)) ≡ 1

π
arccos

 x
(ℓ)
T · x(ℓ+n)

T∣∣∣∣∣∣x(ℓ)
T

∣∣∣∣∣∣ ∣∣∣∣∣∣x(ℓ+n)
T

∣∣∣∣∣∣
 , (2)

where the inner product is over the hidden dimension of the model for the final token T of the55

sequence, || · || denotes the L2-norm, and the factor of 1/π is a convention.56

3 Results57

For our experiments, we prune a wide variety of large-scale LLMs from 2.7B to 70B parameters58

spanning 32 to 80 total unpruned layers. Specifically, we used models in the Llama-2 family [14], the59

Qwen family [15], Mistral-7B [16], and Phi-2 [17]. For these models, we executed the “healing” step60

using QLoRA [18]: our models were quantized to 4-bit precision and then finetuned, using QLoRA61

for efficient training, on either 164M or 328M tokens from the Colossal Clean Crawled Corpus (C4)62

[19], a common pretraining dataset. As a result, each experiment of ours was performed on a single63

A100 GPU. For our QA evals, we used Massive Multitask Language Understanding (MMLU) [20],64

and BoolQ [21] The specifics of our models, healing procedure, dataset choices, and evaluation65

details can be found across Appendix D; ablations of different hyperparameter choices can be found66

across Appendix E.67

3.1 Pruning as a lens into knowledge localization: accuracy on QA benchmarks68

In Figure 1 we show the performance on algorithm described in §2 on MMLU performance. We69

observe a characteristic flat region of robust performance followed by a sharp transition to random70

accuracy at a pruning fraction around 45%-55% for models in the Llama-2 family, 35% for Mistral 7B,71

25% for Phi-2, and 20% for models from the Qwen family. This implies that the essential knowledge72

required to achieve a model’s top score isn’t removed by significant layer removal – even though the73

fraction can be quite large(!) – until eventually that knowledge is lost at a critical model-dependent74

threshold. Contrasting the curves with and without healing, we see that finetuning offers a modest75

improvement by better preserving the unpruned performance and pushing the phase transition to76

random guessing to slightly larger pruning fractions. Broadly we see that layer pruning is more robust77

for the larger and deeper models, e.g. Llama-2-13B and Llama-2-70B, which we hypothesize could78

be related to the fact that either the smaller models are more overtrained, making parameters less79

redundant, or that the deeper models can afford to lose more layers in an absolute sense. Also, the80

Qwen family is strange, a fact we will further elaborate on in §3.3.81
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Figure 1: MMLU accuracy (5-shot) vs. fraction of layers dropped for different model families. (Left:
Llama-2 family; Middle: Qwen family; Right: Mistral-7B and Phi-2.) The solid lines represent
performance after dropping layers and healing, dotted lines show performance after dropping layers
only (no healing), and the dashed gray line is the score for guessing randomly. For these models,
healing leads to modest improvements, and performances are quite robust until 20%-55% pruning
fractions, depending on model family and size, at which point they transitions to random guessing.
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Figure 2: Normalized C4 validation loss vs. fraction of layers dropped before healing (left) and
after healing (right); each curve is normalized by the cross-entropy loss of sampling uniformly from
the model’s vocabulary. For the experiments before healing, the loss for each model transitions
to random guessing (gray dashed line) at approximately the same pruning fractions that the QA
benchmarks transition to random guessing; after healing, there is continuity through the regions of
sharp transition on QA tasks, cf. Figure 1. Contrasting the overall scale of both plots, it’s clear that
healing significantly restores the performance on next-token prediction to near-unpruned levels.

3.2 What are deeper layers doing? Analyzing loss on next-token predictions82

In Figure 2 , we plot the normalized C4 validation loss for all seven of our models, after healing83

(left panel) and before healing (right panel). Without healing, we see that there is a somewhat sharp84

transition to random guessing for each model at approximately the pruning fraction that the QA85

benchmark accuracies also sharply transition to random guessing (see Figure 1). Contrasting the86

scales of both plots, we see that healing significantly restores the next-token prediction ability of all87

the models to near-unpruned levels, with the loss increasing slowly and linearly with layer dropping.88

This smooth increase in loss highlights (i) one way of disconnecting performance on downstream89

tasks and continuous measures such as cross entropy loss and (ii) that deeper layers may be used90

for some other ability that is learned during pre-training. Preliminary results show that one of these91

abilities may be reasoning — we evaluate our pruning strategy on GSM8k in Figure 6, and observe92

that performance immediately drops, suggesting that deeper layers may be important for reasoning.93

3.3 Angular distances between representations and a simpler pruning strategy94

Given the central role the angular distance (2) plays in our pruning strategy, we analyze these95

distances across our seven models. For this analysis, the angular distances for each model were96

averaged over 10k samples from the C4 validation set. In Figure 3 each square is colored to depict97

the row-normalized angular distance between layer ℓ and ℓ + n across all possible ℓ, and n up to98

very large fractions of the total number of layers; the optimal layer to prune for a given block size,99

ℓ∗(n), corresponds to the minimal distance in each row. Across models, we make two observations:100

(i) deeper layers are typically quite similar to each other and can be more easily dropped; (ii) the101

distances across the blocks that include the last layer are nearly maximal i.e. one should never drop102
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Figure 3: Normalized angular distance (2) from initial layer ℓ (x-axis) with block size n (y-axis) for
each of the seven models we evaluated; the distance for each n is shifted and rescaled to span the
same range, [0, 1] (yellow to purple): the optimal block to prune, ℓ∗(n), corresponds to the deepest
yellow for each row. Across models, the deeper layers tend to be very similar, though the deepest
blocks that include the final layer (squares along the outer diagonal) are (near-)maximally dissimilar.

the final layer. Inspired by this, we experiment with a very simple heuristic pruning strategy: (1) if103

pruning n layers from an L-layer model, drop layers (L− n) to (L− 1) so as to remove the deepest104

block that excludes the final layer; then (2) heal with a small amount of finetuning as before. This105

provides a meaningful ablation of the importance of optimizing the block to prune. In Figure 5,106

we find that this simple heuristic performs poorly without healing the damage incurred by pruning:107

accuracy on QA benchmarks decays rapidly to (near-) random with increased pruning fraction, and108

loss begins to increase very rapidly even with small amounts of pruning. However, after healing, the109

two pruning strategies are quite comparable: for QA benchmarks, the similarity-informed algorithm110

slightly better preserves the accuracy before the phase transition, though the simple algorithm pushes111

the phase transition to slightly greater pruning fractions; and for C4 loss, the curves nearly overlap,112

although the similarity-informed strategy does marginally outperform for all amounts of pruning.113

These experiments are strong evidence that the purpose of post-pruning finetuning is the healing of114

damage at the pruning interface and not the acquisition of additional knowledge.115

4 Discussion and Future Directions116

We leverage model pruning as a tool to understand how open-weight LLMs store knowledge, and117

demonstrate that we can prune a significant portion (up to 50%) of deeper layers with minimal impact118

on QA benchmark performance. At the conclusion of the work, we are left with numerous questions:119

Why does healing eliminate the phase transition in the loss but not in the QA accuracies? With more120

comprehensive evals, will accuracy on different tasks degrade at different depths? Do pretraining121

details affect the ability to prune, e.g., are scaling-law over-trained or distilled models more effectively122

using deeper layers? Some of these questions would benefit from studying both layer similarity and123

pruning across different pretraining checkpoints; for instance, at what point does the sharp phase124

transition and critical depth in the QA accuracies emerge, and does more training lead to better use of125

the later layers? Others suggest explorations with different pretraining architectures and objectives,126

e.g. in order better make use of the deeper layers. With more comprehensive evaluations, if different127

kinds of tasks degrade at very different depths, then this might indicate that the knowledge required128

to complete those tasks is stored at different depths.1129

1Alternatively, one could measure d(x(ℓ), x(ℓ+n)) or find ℓ∗(n) as a function of different eval datasets.
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NeurIPS Paper Checklist346

1. Claims347

Question: Do the main claims made in the abstract and introduction accurately reflect the348

paper’s contributions and scope?349

Answer: [Yes]350

Justification: The main claim mentioned in the abstract is that we can efficiently finetune351

open-weight LLMs by combining layer pruning with quantization and low rank adapters,352

with minimal degradation performance on QA benchmarks. We provide empirical evidence353

for in §3. The scope of this work as claimed in the abstract is open-weight LLMs, and we354

show in §3 that our results hold across 7 different open-weight LLMs of varying size and355

model families.356

2. Limitations357

Question: Does the paper discuss the limitations of the work performed by the authors?358

Answer: [Yes]359

Justification: In §4, we clearly outline the limitations of our empirical evidence – for360

example, the need for more comprehensive evaluations beyond QA benchmarks – and361

highlight future questions that our work did not cover.362

3. Theory Assumptions and Proofs363

Question: For each theoretical result, does the paper provide the full set of assumptions and364

a complete (and correct) proof?365

Answer: [NA]366

Justification: Our work is primarily empirical and so we do not have any theorems.367

4. Experimental Result Reproducibility368

Question: Does the paper fully disclose all the information needed to reproduce the main ex-369

perimental results of the paper to the extent that it affects the main claims and/or conclusions370

of the paper (regardless of whether the code and data are provided or not)?371

Answer: [Yes]372

Justification: We disclose all of the precise training details in §D.1 and all of the precise373

evaluation details in §D.2. Moreover, we ran all experiments with full determinism, such that374

all experimental results in our paper are fully reproducible, and we provide code snippets375

for fully deterministic training in §E.2. Most importantly, we describe our layer pruning376

algorithm in step-by-step detail in §2.377

5. Open access to data and code378

Question: Does the paper provide open access to the data and code, with sufficient instruc-379

tions to faithfully reproduce the main experimental results, as described in supplemental380

material?381

Answer: [No]382

Justification: Unfortunately, we are unable to release the exact code we used to produce383

our results. However, all models, datasets, and training code are directly taken from open-384

sourced repositories (e.g. Hugging Face) and are noted as such in the text. With these385

models and data, the exact training and evaluation details are described in §D. Furthermore,386

as previously mentioned, all training runs were performed with full determinism, and we387

provide specific instructions instructions our setup in §E.2.388

6. Experimental Setting/Details389

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-390

parameters, how they were chosen, type of optimizer, etc.) necessary to understand the391

results?392

Answer: [Yes]393
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Justification: For training, we provide all model configurations – Hugging Face model394

name, optimizer type, etc. – and hyperparameters decisions in §D.1. Note, we use the395

C4 dataset via Hugging Face (https://huggingface.co/datasets/c4), which does not have396

splits. For evaluation in §D.2, we provide complete instructions for reproducing our397

evaluation pipeline; in particular, we detail which datasets from Hugging Face to use, how398

we constructed n-shot prompts – including the split used to create the prompts – and which399

metric we compute.400

7. Experiment Statistical Significance401

Question: Does the paper report error bars suitably and correctly defined or other appropriate402

information about the statistical significance of the experiments?403

Answer: [Yes]404

Justification: In §E.2, we investigated the effect of changing finetuning seed on our results405

and report error bars. Note that error bars with respect to finetuning seed would be too small406

to be noticed if they were included on plots in the main paper.407

8. Experiments Compute Resources408

Question: For each experiment, does the paper provide sufficient information on the com-409

puter resources (type of compute workers, memory, time of execution) needed to reproduce410

the experiments?411

Answer: [Yes]412

Justification: We discuss computer resources (GPU type, memory, total GPU hours for413

training) at the beginning of Appendix D. We also highlight the compute efficiency of our414

work at the end of our introduction (§1).415

9. Code Of Ethics416

Question: Does the research conducted in the paper conform, in every respect, with the417

NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?418

Answer: [Yes]419

Justification: We do not conduct any research involving human subjects or participants,420

and all of the data used in this paper is publicly available and commonly used in the LLM421

literature.422

10. Broader Impacts423

Question: Does the paper discuss both potential positive societal impacts and negative424

societal impacts of the work performed?425

Answer: [Yes]426

Justification: We discuss the broader impacts of our work in Appendix F.427

11. Safeguards428

Question: Does the paper describe safeguards that have been put in place for responsible429

release of data or models that have a high risk for misuse (e.g., pretrained language models,430

image generators, or scraped datasets)?431

Answer: [NA]432

Justification: We do not release any models or data, so the paper poses no such risks.433

12. Licenses for existing assets434

Question: Are the creators or original owners of assets (e.g., code, data, models), used in435

the paper, properly credited and are the license and terms of use explicitly mentioned and436

properly respected?437

Answer: [Yes]438

Justification: We cite all relevant models and datasets: for models, we provide Hugging439

Face download links and license information in the first table in Appendix D; we also give440

the download link and license information for C4, our finetuning dataset, in Appendix D;441

finally, we provide download links and license information for our evaluation datasets (the442

download links are given in bullets across §D.2, while the license information is given in443

footnote 4 at the beginning of §D.2). In all cases, the terms of use are properly respected.444
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13. New Assets445

Question: Are new assets introduced in the paper well documented and is the documentation446

provided alongside the assets?447

Answer: [NA]448

Justification: We do not release any new assets.449

14. Crowdsourcing and Research with Human Subjects450

Question: For crowdsourcing experiments and research with human subjects, does the paper451

include the full text of instructions given to participants and screenshots, if applicable, as452

well as details about compensation (if any)?453

Answer: [NA]454

Justification: We do not run any crowdsourcing experiments with human subjects.455

15. Institutional Review Board (IRB) Approvals or Equivalent for Research with Human456

Subjects457

Question: Does the paper describe potential risks incurred by study participants, whether458

such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)459

approvals (or an equivalent approval/review based on the requirements of your country or460

institution) were obtained?461

Answer: [NA]462

Justification: This work does not conduct any studies involving human participants.463
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A Layer Pruning Strategy464

A.1 Pictorial description of our layer pruning strategy465

See Figure 4 below for a succinct description of our layer pruning strategy and empirical results.466
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d(x(`), x(`+n))

Figure 4: Overview of our layer-pruning strategy and example results: (a) a flowchart describing
the algorithm: if removing n layers, we find the layer, ℓ∗, that minimizes the angular distance, d,
between layers ℓ and ℓ+n; we then remove the n layers beginning with layer ℓ∗; finally, if necessary,
we can “heal” the damage with a small amount of (parameter-efficient) finetuning. (b) a schematic
depicting the removal of n total layers, indexed from ℓ∗ to ℓ∗+n−1. (c) angular distance, d, between
different numbers of layers, n, vs. the layer number, ℓ, that indexes the beginning of the block of n;
the bottom curve (darkest purple) represents n = 1, while the top curve (lightest yellow) represents
n = 64; the black line traces ℓ∗(n), the minimum of the angular distance across the different sized
layer blocks. (d) results of pruning Llama-2-70B with healing (light blue) and without healing (dark
blue) as a function of the fraction of layers removed: the top (middle) panel gives the accuracy on the
MMLU (BoolQ) question-answering benchmark, while the bottom panel the autoregressive loss on a
subset of the C4 validation set; here, the dashed red lines (dashed gray lines) indicate the accuracy or
loss of the original unpruned model (of random guessing); these plots illustrate that typical behavior
we find in which there are sharp transitions in performance for the accuracy of question-answering
tasks (here between 40%-50% pruning fraction), but continuity and very slow growth in the healed
loss (dark blue) up to at least to 80% pruning fraction.

A.2 Comparing Simple vs. Similarity based pruning467

In this subsection, we compare the similarity based pruning described in §2 to the simpler heuristic468

based pruning described in §3.3. We notice that before healing, the similarity-based method greatly469

outperforms the simple heuristic. After healing, we observe that the two methods perform comparably,470

but the similarity-based method marginally outperforms the simple heuristic.471
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Figure 5: Evaluation of Llama-2-70B with the simple pruning heuristic (solid red line), shown along
with scores for the similarity-informed pruning strategy (solid blue line), scores of the unpruned
Llama-2-70B (red dashed line), and scores for randomly guessing (gray dashed line). (Left: before
healing, Right: after healing; Top: MMLU, Middle: BoolQ, Bottom: C4 Validation Loss.) Without
healing, the simple heuristic performs poorly across all evals; with healing, the scores of both methods
are quite similar.

A.3 GSM-8K evaluation472

In this section, we investigate the performance of our similarity-based metric described in §2 on473

GSM8K (8-shot) EM@1. We see in Figure 6 that performance immediately drops with layer pruning,474

unlike the results in §3; this suggests that deeper layers may be useful for harder reasoning tasks.475
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Figure 6: Evaluation of Llama-2-70B with the similarity-informed pruning strategy before healing
(dashed blue line) and after healing (solid blue line) on GSM8k (8-shot). Unlike the question-
answering benchmarks we studied in the main paper, we find an immediate degradation in perfor-
mance, suggesting that deeper layers might be useful for harder reasoning tasks.
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B Extended Literature Review476

In this section, we review practical strategies for post-training efficiency and discuss some scientific477

investigations that provide motivation for, or insight into, our approach: in §B.1, we first review the478

history of pruning and then discuss its modern application to LLMs; in §B.2, we contrast pruning479

with distillation, an alternative strategy for reducing the parameter count of LLMs; then in §B.3,480

we discuss the various practical methods for efficient finetuning and inference acceleration that481

can be used in conjunction with our pruning strategy; finally in §B.4 we highlight some scientific482

investigations into some depth-dependent statistical properties of LLMs that are complementary to483

our results.484

Note: As we were finalizing this work, a preprint of Ref. [22] was posted, which has a number of485

points of overlap with our work.486

B.1 Pruning487

Pruning is a method for reducing the size of a trained machine-learning model by removing unneces-488

sary parameters, either individually or together as a group. Pruning for neural networks has a long489

history [23, 24], and, as originally conceived, unstructured pruning techniques sparsify networks490

by removing individual parameters based on pre-defined criteria. For instance, if a parameter of the491

model has a very small value, then removing it – i.e. by setting it to exactly zero – will likely have492

minimal impact on performance. Inspired by this early work, modern researchers began exploring493

different criteria for such unstructured pruning, focusing mostly on computer vision models [25–27].494

In particular, Ref. [25] developed an iterative pruning method for alternatively pruning and finetuning495

a network in order to reach better compression ratios and performance.496

While these models were smaller, they were not necessarily more efficient: sparsifying networks497

by removing individual parameters according to a criterion leads to irregular or pseudorandom498

sparsification patterns that are difficult to accelerate without specialized hardware or libraries designed499

for sparsity [28]. To that end, structured pruning techniques were developed to remove irrelevant500

groups of parameters together, such as particular channels or filters in convolutional networks. As501

this increased their practical relevance, researchers then began exploring structured pruning across502

computer vision [28–32] and pre-transformer NLP architectures [33–35].503

Following unprecedented progress in language modeling, recent work has focused on applying504

structured pruning methods to the Transformer [36]. These studies consider nearly every possible505

component of the model architecture for elimination, with methods ranging from dropping attention506

heads [37–39], to dropping layers [40–45], to pruning hidden states [46], to rank reducing large weight507

matrices [47], replacing sparse weight matrices with smaller dense ones [48], to many combinations508

of the aforementioned groups [49, 50].509

Of the prior work that also considers transformer layer dropping, most [40–42, 44, 49] study BERT-510

style models [51], while we consider decoder-only GPT-style models [1] that are most commonly511

used for large-scale language modeling and generation. BERT-style models are naturally suited for512

understanding tasks due to their bidirectional masked language modeling (MLM) objective, while513

GPT-style models are instead suited for generation, due to their autoregressive objective. While this514

divide has been questioned in light of more powerful GPT-style models [52], previous work [53] has515

found significant qualitative differences between BERT and GPT models in terms of the evolution of516

the layer-wise representation of words. Altogether, this suggests that layer-dropping strategies will517

behave differently between the two families.518

One study for BERT-style pre-trained models, Ref. [44], concludes that the best layer-pruning strategy519

is dropping the final layers; this partially resonates with our results, although in contrast we find520

that (a) for some pruning sizes keeping the last few layers of the model is actually beneficial, and521

that (b) for all pruning sizes keeping the very last layer is essential. Additionally, while the authors522

also study similarity between representations in different layers – as in our approach – they actually523

found a higher similarity between representations in the shallow layers compared to the deeper ones –524

which very sharply disagrees with our results. Importantly, the models considered in Ref. [44] consist525

of a few hundred million parameters, which is much smaller than the model scales we consider in526

our work. Perhaps as a consequence, the authors didn’t observe the sharp transition in downstream527

accuracies that we report in §3.1, despite the fact that they also finetuned their pruned models.528
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In contrast, while Ref. [43] does consider GPT-style models, the methodology is quite different529

from ours: (i) rather than pretraining first and then using a fixed layer-dropping strategy as we530

do, instead the authors incrementally drop layers in a modified pretraining procedure; and (ii) the531

authors study their own sub-1B parameter models, while we focus on the families of readily available,532

open-weight, large-scale 2.7B-70B parameter models that are commonly used and/or finetuned for533

practical applications.534

Finally, a systematic approach to layer dropping in transformers has also been studied in the context535

of wav2vec models, which are encoder-only models that map speech to embeddings and are sized in536

the hundred-million parameter regime [54]. With these models, Ref. [45] developed a layer-pruning537

algorithm based on the correlation between layers and downstream metrics. Beyond the model538

architecture and domain, one significant difference between this and our work is that Ref. [45]539

considered non-contiguous pruning proposals, e.g. dropping alternate layers. Our intuition for layer540

pruning predicts that this shouldn’t work as well – at least for decoder-only language models – as it541

creates multiple mismatches, one with each block of layers removed.542

B.2 Model distillation543

A completely different method for reducing the size of a trained machine-learning model is model544

distillation [55], in which knowledge is transferred from a large “teacher” model to a smaller “student”545

model by training the student on the distribution predicted by the teacher. The essential insight is that546

this can transform the very general knowledge and capabilities of the teacher into more streamlined,547

compressed, and possibly skill-specific representations.548

While a very general technique, in the setting of language models, distillation has been implemented549

with (a) white-box approaches, in which the the student is trained to imitate the teacher’s logits [56]550

or hidden states [57]; as well as with (b) black-box approaches, in which the student only has access551

to the output tokens generated by the teacher. This latter approach broadly covers cases where the552

student is trained on text that is augmented by the teacher in some way, such as by adding synthetic553

labels [58], generating high quality synthetic text [59–61] by providing chain of thought reasoning554

[62, 63], which aims to enhance the student’s reasoning skills, or by annotating instructions that555

enhance the student’s instruction-following capabilities [64].556

Compared to layer pruning, these distillation methods require considerable computational resources557

due to the reliance on the large teacher to process a big corpus of data. Instead, our similarity-based558

pruning strategy only requires computing the similarity between representations at different layers559

on a small subset of a pretraining corpus, while our second simpler pruning strategy only uses the560

reduced model post pruning.561

B.3 Efficient finetuning and inference acceleration562

Complementary to directly reducing size of a model, parameter-efficient finetuning (PEFT) focuses563

on reducing the cost of specializing LLMs to certain tasks. In particular, Low Rank Adapters (LoRA)564

reduce the memory and compute of fine tuning by freezing the pretrained model and introducing565

a parametrically small number of additional trainable weights [65]. We use its quantized cousin,566

QLoRA [18], to keep our experiments cost efficient. Other PEFT methods that can be combined567

with our work are Refs. [66] and [67]: in the first, the initialization of the LoRA matrices is adjusted568

to a quantization scheme; in the second, LoRA ranks for different LLM modules are chosen in an569

adaptive manner.570

For additional efficiency gains we could combine our layer-pruned models with methods that further571

accelerate inference: with speculative decoding [68], tokens are rapidly generated from a smaller572

draft model and then evaluated in parallel by the main model; with Medusa [69] the draft model is573

discarded for extra decoding heads, but ultimately achieves a similar effect. In particular, it could574

be interesting to consider highly-compressed layer-pruned models as potential draft models in a575

speculative decoding setup.576

B.4 A breadth of depth-dependent studies577

Finally, let us highlight some scientific work that study the depth-dependent properties of LLMs.578

One relevant direction considers how knowledge and linguistic properties are encoded in language579
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models. On the one hand, Refs. [12, 70] analyze the storage and recall of factual associations:580

these works emphasize that knowledge localizes within the middle [12] or final [70] layers, which581

has implications for directly editing or erasing part of a model’s factual knowledge. On the other582

hand, attempts to perform such editing gives evidence that information may be stored non-locally583

across layers [71]. Relatedly, Ref. [72] investigates the way facts are processed during inference,584

distinguishing between the role of attention heads, for attribute extraction, and the MLP blocks, for585

subject enrichment: both are delocalized across several layers.586

Next, following the earlier “logic lens” [73], Ref. [74] invented a technique they called “tuned587

lens” to study the trajectory of predictions by using a learnable affine transformation to convert588

intermediate representations into a distributions over tokens (see also [75]). By studying the layer-to-589

layer dynamics of this distribution, the authors noted that it tended to converge. This convergence590

is very suggestive that that the deeper layers could be prunable, while the fact that they had to train591

an affine probe is likely related to our observation that the final layer cannot be pruned. Somewhat592

relatedly, Ref. [76] observed that geographic features in the underlying text can be determined from593

linear probes trained on intermediate activations, as long as the activations are deeper than halfway.594

More abstractly, Refs. [77, 78] found that the sparsity of activations transitions at around halfway595

through a network’s forward pass, evolving from sparse to dense. Perhaps relatedly, Ref. [79]596

investigated which model weights update the most during finetuning, finding that it’s those in the597

mid-layers.598

Altogether, these deep studies are complementary to our work, which, on the one hand, provides599

evidence that removing the deepest layers of an LLM does not significantly alter the model’s perfor-600

mance, and, on the other hand, demonstrates a sharp pruning transition after removing approximately601

half of an LLM’s deepest layers.602

C Layer Pruning Intuition603

Our intuition for layer dropping comes from thinking about the representations as a slowly changing604

function of layer index. In particular, the layer-to-layer evolution of representations for a transformer605

is given by a residual iteration equation606

x(ℓ+1) = x(ℓ) + f(x(ℓ), θ(ℓ)) , (3)

where (x(ℓ), θ(ℓ)), respectively, are the multi-dimensional input and parameter vectors for layer ℓ, and607

f(x, θ) describes the transformation of one multi-head self-attention and MLP layer block. As for608

any residual network, if we unroll this iteration, we see that after L total layers the output is described609

as a sum over the transformations of all the layers610

x(L) = x(0) +

L−1∑
ℓ=0

f(x(ℓ), θ(ℓ)) . (4)

If the terms in the sum were numerous, (L ≫ 1), and independent, e.g. if the block functions were611

instead a function of the overall input as f(x(0), θ(ℓ)), then perhaps any particular contribution to the612

sum (4) could be neglected.613

Of course, they are not at all independent: if we delete layer ℓ− 1, then we must now connect the old614

input to that layer, x(ℓ−1), into the block function of layer ℓ as615

x(ℓ+1) = x(ℓ−1) + f(x(ℓ−1), θ(ℓ)) , (5)

where, for clarity, we are not relabeling layers or inputs despite the deletion. In general, such616

a mismatch between the original input and new input should be very damaging for the network.617

However, if, after some number of initial layers, the representations converge to a slowly changing618

function with respect to layer index,619

x(ℓ) ≈ x(ℓ−1) + ϵ , (6)

with ϵ ≪ x(ℓ) in some appropriate sense, then the effect of deleting a particular layer ℓ, e.g. making620

the replacement x(ℓ) → x(ℓ−1) in going from (3) to (5), should only change the representation in the621

subsequent layer, x(ℓ+1), by a small amount. Similarly, to successfully prune the n layers before622
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layer ℓ, i.e. those indexed from ℓ− n, . . . , ℓ− 1, we’d want that the input to the pruned block should623

be very similar to the output of the pruned block:624

x(ℓ) ≈ x(ℓ−n) + ϵ . (7)

Regardless, any layer removal has a cascading effect: since post pruning x(ℓ+1) is computed by a625

different function than before, cf. (3) vs. (5), and since then x(ℓ+1) is directly or indirectly input to626

subsequent layers, ℓ + 2, . . . , L, deleting a shallow layer should have a much greater impact than627

deleting a deeper layer.628

From this, we have the following hypotheses that we will test experimentally:629

(0) We should be able to prune layers of a residual network.630

(1) We should have greater success pruning deeper layers.631

(2) Blocks of layers we successfully prune should have outputs that are similar to their inputs.632

In the next subsection, §2 we will explain the details of our pruning algorithm and in the following633

section, §3, we will present experimental evidence for points (0)-(2).634

D Experimental Details635

Here we explain various details of models and healing (§D.1) and of evaluations (§D.2). Note: each636

model was trained and evaluated on a single A100 80GB GPUs, and no model’s training required637

greater than 72 GPU hours.638

D.1 Model and healing details639

All models in this paper were fine-tuned using the Hugging Face Trainer API [80]. A list of models,640

their paths on Hugging Face, and their respective licenses are as follows:641

Model Repository Path License

Llama-2 7B meta-llama/Llama-2-7b-hf Llama 2 Community License Agreement
Llama-2 13B meta-llama/Llama-2-13b-hf Llama 2 Community License Agreement
Llama-2 70B meta-llama/Llama-2-70b-hf Llama 2 Community License Agreement
Mistral 7B mistralai/Mistral-7B-v0.1 Apache 2.0 License
Phi-2 (2.7B) microsoft/phi-2 MIT License
Qwen 7B Qwen/Qwen-7B Tongyi Qianwen License Agreement
Qwen 14B Qwen/Qwen-14B Tongyi Qianwen License Agreement

642

For healing, we used the version of the Colossal Clean Crawled Corpus (C4) [81] from Hugging643

Face: data = load_dataset("c4", ’en’).2 We truncated long examples as described later in644

the paragraph and added special tokens when available.3 Models were finetuned for 5000 steps with a645

global batch size of 16: this corresponds to total finetuning tokens of 16×5000× [max_seq_length]646

for each model. We used a cosine-annealed learning rate schedule, with a warmup of 100 steps.647

When possible, the peak learning rate was set to the peak learning rate from the model’s pretraining;648

in practice, this means all models were trained with a peak LR of 3e-4, with the exceptions of Phi-2649

[17], which was trained with a peak LR of 2e-4 during pre-training, Llama-2-70B, which was trained650

with a peak LR of 3e-5 (a value that resulted from a sweep), and Mistral-7B which was trained with a651

peak LR of 3e-6 (also a value that resulted from a sweep). All models 7B parameters or smaller were652

trained with a max sequence length of 2048 tokens, while all models 13B parameters or greater were653

trained with a max sequence length of 4096 tokens. While we realize that some models may have654

been pretrained on longer sequences, e.g. Qwen-the-outlier [15], we decided to the max sequence655

length consistent across models of similar size to allow fairer comparisons across model families.656

On top of the Hugging Face Trainer API, we used quantization and Low-Rank Adapters (LoRA) [65]657

for all of our finetuning:658

2This dataset is released with an Open Data Commons Attribution License (ODC-By).
3N.B. the Qwen tokenizer from Hugging Face does not include any special tokens; in this case, it was

essential to add a default padding token.
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• For quantization, we used the bitsandbytes library for QLoRA [18] to quantize our659

models to 4 bits.660

• For LoRA, we used the Hugging Face peft library [82]. We set the LoRA dropout to661

0.05 and kept the LoRA α equivalent to the LoRA rank, following [83]. Aside from two662

exceptions, discussed below, models are trained with LoRA rank 64.663

• Also following Ref. [83], we only applied LoRA to FFN modules:664

["gate_proj", "down_proj", "up_proj"] for Llama-2 and Mistral models,665

["fc1", "fc2"] for Phi-2, and ["w1", "w2", "c_proj"] for Qwen models.666

The large majority of these hyperparameter choices are standard and found in previous works, e.g.667

Refs. [83, 84]. For absolute clarity, we list display all the model specific architecture and healing668

details below:669

670

Model # Layers Vocab Size Max Seq. Len. FT Tokens Peak LR LoRA Rank

Llama-2 7B 32 32,000 2048 164M 3e-4 2
Llama-2 13B 40 32,000 4096 328M 3e-4 64
Llama-2 70B 80 32,000 4096 328M 3e-5 8
Qwen 7B 32 151,936 2048 164M 3e-4 64
Qwen 14B 40 151,936 4096 328M 3e-4 64
Mistral 7B 32 32,000 2048 164M 3e-6 4
Phi-2 2.7B 32 51,200 2048 164M 2e-4 64

671

We also have the following hyperparameters common between all models:672

Config Value

Finetuning dataset C4
Batch size 16
LoRA α LoRA rank
LoRA dropout 0.05
LoRA targets FFN modules
LR scheduler Cosine
Warmup steps 100
Total steps 5000

673

D.2 Evaluation details674

We performed three principal evaluations: accuracy on MMLU, accuracy on BoolQ, and loss on C4.4675

For MMLU accuracy:676

• We use the cais/mmlu version of the dataset from Hugging Face.677

• We follow the formatting suggested in the original reference [20] without further prompt678

engineering.679

• For constructing few-shot examples, we use the dev set from cais/mmlu.680

• For our experiments, we use 0 few-shot examples; our results and analysis are robust to this681

choice, cf. Figure 8.682

• We report average accuracy across all subjects.683

For BoolQ accuracy:684

• We used the hassansh/boolq_n_shot version from Hugging Face.685

• For our experiments, we use 0 few-shot examples.686

4MMLU and BoolQ are released with an MIT license, while C4 is provided with an ODC-By license.
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• The complete BoolQ results – truncated from the main text – are shown here in Figure 7:687

in the left panel we present the Llama-2 family, in the middle panel we present models688

from the Qwen family, and in the right panel we should Mistral-7B and Phi-2; we also689

make the experiments without healing semi-transparent in order to better display the results690

from the complete similarity-informed pruning method. Importantly, while we see here that691

healing plays a more important role than it did for MMLU in Figure 1, after healing we still692

have a characteristic flat region of robust performance; as before, the capabilities required693

to achieve a model’s top score isn’t removed by significant layer pruning until a critical694

model-dependent threshold.695
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Figure 7: BoolQ accuracy (0-shot) vs. fraction of layers dropped for different model families.
(Left: Llama-2 family; Middle: Qwen family; Right: Mistral-7B and Phi-2.) The solid lines
represent performance after dropping layers and healing, and the (semi-transparent) dotted lines
show performance after dropping layers only (no healing), and the dashed gray line is the score for
guessing randomly. For BoolQ, healing leads to important improvements such that performances;
then, across all models, performances are quite robust until 20%-55% pruning fractions, depending
on model family and size, at which point they transitions to random guessing.

For C4 Validation Loss:696

• We used the c4 version from Hugging Face (soon be deprecated in favor of allenai/c4).697

• We evaluated using the validation split as we healed with the train split.698

• Given its size, we randomly sampled 60k sequences and held them fixed across all models.699

• In Figure 2 we normalized the loss to facilitate fair comparison across model families that700

employ different vocab sizes: to normalize, we divided by log V , where V is the per-model701

vocab size (listed in a table in §D.1). This, log V , corresponds to the loss of sampling tokens702

uniformly, which naturally sets the scale for a given model.703

E Ablations704

Here we detail ablations of various hyperparameters: prompting (§E.1), finetuning seed (§E.2), LoRA705

rank (§E.3). Qualitatively, the results of the paper are quite robust to the variation of any of these.706

E.1 Prompting707

It’s common knowledge that altering the prompt on QA evaluations can significantly impact results.708

To control for prompting, we ablate the MMLU accuracy for our principal similarity-informed709

pruning described in §2 when applied to Llama-2-13B: in the left panel of Figure 8, we show results710

for changing the ordering of the few-shot examples in the prompt, and in the right panel the same711

figure, we show results for changing the number of few-shot examples. Broadly we see that the712

layer-pruning method is robust to these changes.713
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Figure 8: Effect of prompt ablations on MMLU accuracy vs. fraction of layers dropped for Llama-2-
13B. Left: We vary the ordering of the few-shot examples and see it does not have any impact. Right:
We very the number n of few-shot examples; while careful study of the flat region suggests increasing
the number of few-shot examples marginally improves performance, regardless, the layer-pruning
strategy is robust to this kind of variation.

E.2 Finetuning seed714

Here we vary the finetuning seed. For all of our experiments, we use the following code snippet to715

ensure reproducibility:716

SEED_VAL = 0717

transformers.enable_full_determinism(SEED_VAL)718

Since we begin with a pretrained model, the finetuning seed doesn’t affect initialization, but it will719

impact the stochastic aspects of further training such as data order. To control for this, we ablate720

the finetuning seed for our principal similarity-informed pruning described in §2 when applied to721

Llama-2-13B: in Figure 9 we observe that the layer-pruning method is robust to the choice of seed.722
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Figure 9: Effect of varying the finetuning seed on MMLU accuracy vs. fraction of layers dropped for
Llama-2-13B: there is no meaningful effect.

E.3 LoRA rank723

Here we vary the LoRA rank used for healing. Unfortunately, our compute budget did not allow us to724

make an exhaustive sweep across all of our experimental configurations. In lieu of that, we employed725

the following protocol for our main experiments:726

• Begin with rank 64, following the QLoRA setup (see, e.g. Appendix B.2 of Ref. [18]).727
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• If healing with that rank significantly harms the performance compared to no healing, then728

sweep LoRA ranks for that model and, for the other evaluations, pick the best performing729

LoRA rank according to its MMLU accuracy.730

This protocol is designed to maximize the chance that healing will improve performance across all of731

our evaluations. For simplicity, we ran this rank-picking protocol using the simple pruning heuristic,732

with the exception of Llama-2-70B.733

In practice, this led to us using rank 64 for every model with the exceptions of Mistral-7B, with rank734

4, Llama-2-7B, with rank 2, and Llama-2-70B, with rank 8. (To review this same information in735

tabular form, see the second Table in §D.1.) Figure 10 displays the sweeps over MMLU accuracy736

supporting these choices for Mistral-7B (bottom left panel), Llama-2-7B (bottom middle panel), and737

Llama-2-70B (top right panel): overall, while the LoRA rank does not have a significant impact738

on the qualitative behavior of the healed model, decreasing the LoRA rank generally improves739

performance. In the top left and middle panels of Figure 10, we show corresponding sweeps for740

Mistral-7B (top) and Llama-2-7B (middle) using the similarity-informed pruning strategy: we see that741

for this pruning method both models are much more robust, though rank 2 is still the top performing742

rank for Llama-2-7B.743
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Figure 10: Effect of varying the LoRA rank. Top: 5-shot MMLU accuracy vs. fraction of layers
dropped using the similarity-informed pruning strategy on Mistral-7B (left), Llama-2-7B (middle),
and Llama-2-70B (right). Across all ranks we observe similar behavior, though there’s a small
effect of decreasing rank improving overall performance. Bottom, left and middle: 5-shot MMLU
accuracy vs. fraction of layers dropped using the simple pruning heuristic on Mistral-7B (left) and
Llama-2-7B (middle). As before, qualitative behavior is similar across ranks, though in this case
it’s much clearer that decreasing rank improves performance. Bottom, right: C4 validation loss vs.
fraction of layers dropped using the similarity-informed pruning strategy on Mistral-7B. In contrast
to MMLU, decreasing rank harms performance; together, these results suggest that larger ranks may
be overfitting.

The characteristic improvement of MMLU accuracy with decreasing LoRA rank – even for extremely744

low ranks(!) – deserves an explanation. One possibility is that lowering the LoRA rank can better745

regularize finetuning against overfitting. In particular, astute readers may have been surprised at746

the discussion of peak learning rates in §D.1: models were finetuned with the same peak used in747

pretraining; a “large” LoRA rank of 64 introduces a number of additional parameters that may overfit748

to C4. This overfitting would certainly be harmful, since the actual pretraining datasets for the models749

we consider are (a) unknown to us, and (b), likely to be of significantly higher quality than C4.750

We investigate this directly for Mistral-7B. In the bottom right panel of Figure 10 we plot the C4751

validation loss across different LoRA ranks: we see that while decreasing the LoRA rank generally752

improves MMLU accuracy (cf. left-most panels), at the same time it harms the C4 validation loss.753

This supports our overfitting hypothesis. In a greater-resourced future, it would be interesting to754

improve the healing process by considering other forms of regularization and learning rate tuning.755
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F Broader Impacts756

This work studies methods for efficiently pruning open-weight LLMs. Positive societal impacts757

include an increased understanding of how LLMs process information across layers as well as758

the demonstration of potential practically useful techniques for improving the efficiency of LLM759

inference. Negative societal impacts are minimal; however, there may be possible second-order760

negative effects given that LLM systems are tools that can be used both positively and negatively,761

given different downstream use cases.762
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