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ABSTRACT

In this paper, we study the statistical properties of distributed kernel ridge regres-
sion together with random features (DKRR-RF), and obtain optimal generalization
bounds under the basic setting, which can substantially relax the restriction on
the number of local machines in the existing state-of-art bounds. Specifically,
we first show that the simple combination of divide-and-conquer technique and
random features can achieve the same statistical accuracy as the exact KRR in
expectation requiring only O(|D|) memory and O(|D|!®) time. Then, beyond
the generalization bounds in expectation that demonstrate the average information
for multiple trails, we derive generalization bounds in probability to capture the
learning performance for a single trail. Finally, we propose an effective communi-
cation strategy to further improve the performance of DKRR-RF, and validate the
theoretical bounds via numerical experiments.

1 INTRODUCTION

Kernel ridge regression (KRR) is one of the most popular nonparametric learning methods (Vapnik,
2000). Despite the excellent theoretical guarantees, KRR does not scale well in large scale settings
because of high time and memory complexities (Liu et al., 2013} |2014;2017;|2018;2020b; Liu &
Liao), 2015;|Li et al.;,[2018;[2019c¢]). Distributed learning (Zhang et al., 2013 |Hsieh et al.||2014} \Chang
et al.l|2017b; L1 et al.| [2019b; |Lin et al., 2020), random features (Rahimi & Recht, [2007; |Sutherland
& Schneider, 20155 [Rudi & Rosasco, 2017 [Rudi et al.l 2018} |Liu et al., |2020aj; |Avron et al., [2017aj
Yu et al.| [2016; Jacot et al., [2020), and Nystrom methods (Drineas & Mahoneyl, 2005} |Ding & Liao,
2012; |Yang et al.,[2012; |(Camoriano et al.,[2016;S1 et al., 20165 Musco & Muscol, 2017; |[Kriukova;
et al.;2017) are the most widely used large scale techniques to address the scalability issues. Recent
statistical learning works on KRR together with large scale approaches demonstrate that these large
scale approaches can not only obtain great computational gains but also can guarantee the optimal
theoretical properties, such as KRR with divide-and-conquer (Zhang et al.| [2013; 2015 (Chang et al.,
2017bsa; |Guo et al.l [2017; Lin et al.| 2017} L1 et al., 2019bid; |Lin et al.,|2020), with random features
(Rudi & Rosasco, [2017; |L1 et al., |2019e; (Carratino et al., 2018} |Yang et al.,[2012), and with Nystrom
methods (Bach, [2013}|Alaoui & Mahoney, 2015; Rudi et al., [2015; 2017} |Ding et al., [2020).

The combinations of distributed learning and other large scale approaches are very intuitive but
effective strategies to further improve the effectiveness, such as distributed learning with gradient
descent algorithms (Lin & Zhoul 2018; Richards et al.l 2020), with multi-pass SGD (Lin & Rosascol,
2017 Lin & Cevher, 2018 [2020), with random features (Li et al.|[2019b)), and with Nystrém methods
(Yin et al.; 2020). The optimal generalization performance of these combining approaches has been
studied, however, the main theoretical problem is that there is a strict restriction on the number of
local machines. For sample, in (Lin & Zhoul 2018 L1 et al., 2019b; |Yin et al., [2020), to guarantee the
optimal generalization performance in the basic setting, the upper bounds of the local machines are
restricted to be a constant, which is difficult to be satisfied in real applications.
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In this paper, we aim at enlarging the number of local machines by considering communications
among different local machines. This paper makes the following three main contributions. Firstly, we
improve the existing state-of-art results of the divide-and-conquer technique together with random
features. We prove that the optimal generalization performance can be guaranteed even the partitions
reach 2(1/|D]), which are limited to a constant £2(1) for the existing bounds in the basic setting, |D|
is the size of the data sets. Secondly, to essentially reflect the generalization performance, beyond
the minimax optimal rates in expectation, we derive optimal learning rates in probability, which can
capture the learning performance for a single trail. Finally, we develop a communication strategy
to further improve the performance of our proposed method, and validate the effectiveness of the
proposed communications via both theoretical assessments and numerical experiments.

Related Work The most related work includes the statistical analysis of distributed learning and
random features.

Distributed learning. Optimal learning rates for divide-and-conquer KRR in expectation were
established in the seminal work (Zhang et al.,|2013;2015). An improved bound was derived in (Lin
et al.,2017) based on a novel tool of integral operator. Based on the proof techniques proposed in
(Zhang et al.,[2013;2015; Lin et al.,2017), optimal learning rates were established for distributed
spectral algorithms (Guo et al., 2017; Blanchard & Miicke, [2018}; |[Lin & Cevher, 2020), distributed
gradient descent algorithms (Lin & Zhou, [2018}; |Richards et al., | 2020)), distributed semi-supervised
learning (Chang et al., 2017b)), distributed local average regression (Chang et al.,|2017a;|Lin & Cevher|
2020), localized SVM (Meister & Steinwart, 2016), etc. Some other communication strategies for
distributed learning have been provided, see e.g. (Fan et al.,[2019; [Li et al.,|2019a; Lin & Cevher,
2020; [Li et al., 2020), and references therein. The theoretical analysis mentioned above shows that
the divide-and-conquer learning can achieve the same statistical accuracy as the exact KRR, however,
there is a strict restriction on the number of local machines. The optimal learning rates with a less
strict condition on the number of local machines for distributed stochastic gradient methods and
spectral algorithms were established in (Lin & Cevher,2020). In (Lin et al.| |2020), they considered the
communications among different local machines to enlarge the number of local machines. However,
the communication strategy proposed in (Lin et al.||2020) based on an operator representation, which
requires communicating the input data between each local machine. Thus, it is difficult to protect the
data privacy of each local machine. Furthermore, for each iteration, the communication complexity
of each local machine is O(|D|d), where d denotes the dimension, which is infeasible in practice for
large scale data sets.

Random Features. The generalization bound of random features was first proposed in (Rahimi
& Recht, [2008), which shows that O(|D|) random features are needed for O(1/+/|D|) learning
rate. Some works further studied its theoretical performance (Cortes et al.,[2010; [Yang et al., 2012}
Sutherland & Schneider, |2015; [Sriperumbudur & Szabd, |2015; Bach, 2017; |Avron et al.,|2017b). By
applying the standard integral operator framework (Smale & Zhou, 2007} |Caponnetto & Vitol 2007)),
the optimal generalization bounds of KRR with random features were established in (Rudi & Rosascol
2017), which requires only O(+/|D|log(|D|)) random features. To decrease the size of random
features, an improved approach was proposed based on a novel leverage score sampling strategy
(Rudi et al.,[2018). [Sun et al.| (2018)) extended the result of (Rudi & Rosasco, 2017) to SVM. In (Li
et al., 2019e)), they further devised a simple framework for the unified analysis of random Fourier
features, which can be applied to KRR, as well as SVM and logistic regression. To further improve
the effectiveness, recently, [Li et al.|(2019b) considered the simple combination of divide-and-conquer
and random features. However, to guarantee the optimal generalization performance, the number of
local machines should be restricted to a constant, degenerating it into a single random features-based
large scale KRR.

2 BACKGROUND

In a standard framework of supervised learning, there is a probability space X x ) with an unknown
distribution p, where X’ is the input and ) is the output space. The sample set D = {(x;,y;) }7, of
size n is drawn i.i.d from X x ) with respect to p. Let K : X x X — R be a Mercer kernel, and
‘Hx be its reproducing kernel Hilbert space (RKHS) (Steinwart & Christmann, [2008}; |Vapnik, [2000)),
and assume that K (x,x’) < k,Vx,x’ € X. Throughout, we will denote the inner product in H by
(-, )k, and corresponding norm by || - || .
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Kernel Ridge Regression (KRR)
KRR is one of the most popular nonparametric learning methods (Shawe-Taylor & Cristianini, 2000}
Vapnikl, 2000), which can be stated as

(f(x:) —wa)> + A fll% ¢ (1)

fp, A = argmin
feHK |D| i—

where A > 0 is the regularization parameter, |D| is the size of D. Using the representation
theorem (Shawe-Taylor & Cristianini, 2000; [Vapnikl 2000), fp » can be written as fp x(x) =

ZID‘ ;K (x;,x) with @ = (Kp + A\I) ~lyp, where Kp = ﬁ [Kp(xi,xj)]g‘zl is the |D| x |D|

kernel matrix and yp = ﬁ(yh .. 7y|D|)T'

Despite the excellent theoretical guarantees (Blanchard & Kramer, |2010; |Caponnetto & Vitol 2007),
KRR requires O(|D|?) memory to store Kp, and O(|D|?) time to solve inverse of Kp + AI, which
is infeasible for large scale settings.

KRR with Random Features (KRR-RF)

Assuming the spectral measure has a density function o(+), the corresponding shift-invariant k-
ernel can be written as K (x,x') = [, ( w)o(w)dw, where ¢ : X x Q@ — R is
a continuous and bounded functlon with respect to w and x. The main idea behind random

Fourier features is to approximate the kernel function K (x,x’) by its Monte-Carlo estimation
(Rahimi & Recht, 2007): Ky (x,x') = 7 Zf\il Y(x, w) (X', wi) = (pm(x), P (X)), where
1

O (x) = i (h(x,w1), ..., p(x,war))". The solution of KRR with random features can be

written as
fupa(x) = WL paPMm(x) with wypy = (P, D‘I’L p+ A @y YD, )

where @) p = \/5(¢M(X1) s dm(Xyp))) and yp = \/ﬁ(yh o)t

KRR-RF requires O(M|D|) to store @7, p, O(M?3) and O(M?|D|) time to solve the inverse of
(®y.p ‘1’}4@ + AI) and the matrix multiplication ® M, 0P p, respectively. Thus, the total space
and time complexity of KRR-RF are O(M |D|) and O(M?|D|), M < |D|, respectively.
Distributed KRR with Random Features (DKRR-RF)

Let {D;}" | be m disjoint subsets with D = U}, D;. The distributed KRR with random features
(DKRR- RF) is defined as

Frpa= Z D fMD As 3)

where fMD )\( ) = W%ID )\¢M( ) with W]y[D A= (q)MD (I)ILI’D + )\I) I‘I’]V[D )_’D The
space complexity, time complex1ty and communication complexity of DKRR-RF for each local
machine are O(M|D,|), O(M?3 + M?|D;|) and O(M), respectively.

3 DKRR-RF WITH COMMUNICATIONS (DRKK-RF-CM)

In this section, we will present an effective communication strategy to enlarge the number of
local machines. We first give the motivation of our communication strategy, and then propose a
communication-based method, called DRKK-RF-CM. The proposed communication strategy are
adaptations from (Lin et al.|[2020) to avoid communicating local data among partition nodes.
Motivation. Let gM, DX - RM — ij be gM,D,/\(W) = [(I)]W,D(I)}/‘[,D + )\I] W — (I)M,D}_’D' One
can see that 2g7 p_» (W) is the gradient of the empirical risk of ﬁ > (xi)eD (W (xi) — vi) 24
Allw||? on w. From Eq[2] we know that for any w, the following equation holds:

1 S
Wi =W = (@3 p@Tp + A [ [@ar0®Tp + M| W~ Bapyp) @)
-1

=W — I:q’]VI,D@TM,D + )\I} QM,D,A(W)-
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Algorithm 1 Distributed KRR with Random Features and Communications (DKRR-RF-CM)
Initialize: w§, , , =0
fort =1topdo

Local machine: compute the local gradient gns,p, A (v’v}tvjlD )\), and communicate back to GM.

Global machine: get the global gradient s, p A (Wi ) = D7) |%||gMypj,,\(\7v§Vz%7/\) and

communicate to each local machine.

—1
Local machine: compute ,6’;*1 = [<I> MD, ‘I@[,Dj + )\I] IMD. A(Wﬁ\;}D, ,) and communi-
cate back to the global machine.

Global machine: compute W', 1, \ = Wi\ — %7"‘ il
local machine.

end for

Output: wh, 1, and f}, = (Wh, 1, du(-))

1 5;‘1, and communicate to each

_0 o m | Dy| .. .
Define Wy, p \ = ijl D] WM, D, ) it s easy to verify that

_ -~ |Dj -t
WhpA=W=— ) |Dj‘ {‘I’M,Dj ®hp, + AI} gum,p; A (W). (5)
=1

Comparing |4{and 5] and noting that the global gradient gs p (W) can be achieved via the commu-
nications of each local gradient gas,p; x(W), i.e., gar,p A (W) = Z;nzl %QMJ)J.’)\(W), thus, we
consider the following Newton Raphson iteration-based communication strategy:

m

D. -1
WD = Warpa — Z |DJ|| [‘I’M,Dj ®hp, + AL gD A (WD) (6)
j=1

We propose an iterative procedure to implement the communication strategy Eq[6] which can be
broken down into 4 steps. At first, each local machine computes the local gradient and communicates
back to the global machine. Then the global machine computes the global gradient based on the local
gradient, and communicates it to each local machine. In the third step, each local machine computes
,8;‘1, and communicates back to the global machine. Finally, the global machine obtains the solution

Wis.p,»- More details can be seen in Algorithm|[i}

Complexity analysis. Space complexity: each local machine only needs to store ® s p, and the local
gradient gas p; x, thus the space complexity of each local machine is O(M|D;|+ M) = O(M|D;|);
Time complexity: for each local machine, we only need to compute the matrix multiplication
@y, @L’DJ_ and the inverse of @/ p, ‘I’}})DJ_ + AI once. For each iteration, we need to compute
the local gradient gps p; » and 3; for each local machine. Therefore, the total time complexity of
each local machine is O(M? + M?|D;| + pM|D,|), where p is the number of communication;
Communication complexity: for each iteration, we only communicate the local gradient gy p; » and

B; to the global machine, and receive the gradient gas p  and v’vﬁ\ZlD, y from the global machine, so
the total communication complexity is O(pM ).
Remark 1. From the complexity analysis above, we can see that if the number of the communication

p satisfying p < M or p < |D;|, then the time and space complexity of DKRR-RF-CM are the same
as DKRR-RF. Only the communication complexity is slightly increased from O(M) to O(pM).

4 THEORETICAL ANALYSIS

In this section, we analyze the generalization performances of DKRR-RF and DKRR-RF-CM. The
performance of the algorithm is usually measured by the expected risk £(f) = [y, (f(x) —

y)2dp(x,y). The optimal hypothesis f3,. in H s is denoted by fz, = arg min ey, €(f), and we
assume fy,, exists in the paper.
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4.1 OPTIMAL LEARNING RATE FOR DKRR IN EXPECTATION

Theorem 1. Suppose that |1)(x,w)| < T almost surely, T € [1,00) and |y| < ¢. If A\ = Q(|D|~2),
|D1| = ...|Dw|, the number of partitions m and the number of random features M respectively

correspond to m < \/|D| and M 2 +/|D|, then, for every ¢ € (0, 1], with probability at least 1 — 6,
we have BE (3 p.,)] = €(fic) = O (1DI# 1og?(1/9))

From Theorem one can see that if m < \/|6| and M 2 \/@ , the learning rate of the general-
ization bound can reach O(1/ \/@ ), which is optimal in a minmax sense (Rudi & Rosasco, 2017;
Caponnetto & Vitol, [2007). It means that, in this basic setting, as long as the number of partitions
and random features are in order Q(\/ﬁ ), the corresponding ridge regression estimator has optimal
generalization properties. The assumption of |y| < ¢ can be related to the Bernstein condition or

moment assumption (Blanchard & Kriamer, [2016), but for simplicity, in this paper, we only consider
that ) is bounded.

Optimal learning rates for divide-and-conquer KRR in expectation have been established in (Zhang
et al.,[2013};2015; |[Lin et al., |2017), etc. However, there is a strict restriction on the number of local
machines m. Specifically, in (Lin et al.|[2017), to reach the optimal rate, m should to restrict to a
constant m = Q(1). In (Li et al.,2019b), the authors have studied the generalization performance
of the combination of divide-and-conquer technique and random features. Using the same setting
as Theorem [I| (that is = 1/2 and v = 1 in Theorem 8 of [Li et al.| (2019b)), they prove that, if
M Z +/|D]and m < Q(1), then E[E(f}; p )] — E(fry) = O(|D|~ 2 log?(1/4)). It means that to
guarantee the optimal generalization properties, the number of partitions should be restricted to a
constant, but for our result is Q(1/|D|). In (Li et al., 2019b), they also considered using the unlabeled
data to enlarge the number of partitions. They have proved that (see Corollary 12 of L1 et al.| (2019b)
for detail), if M 2 /|D| and m < |D*|/|D|, then E[S(f](\)/jp)\)] —E(fay) = O(D| "2 log?(1/6)),
where D* is the dataset includes both labeled and unlabeled data. Thus, if we want the number of
partitions m to reach 2(1/|D]) as the same as our Theorem the size of |D*| should be Q(+/|D|)
times of |D|. In this case, the data size of each local machine is |D| = |D|3/2/+/|D], so the time and
space complexity are the same as KRR with a single random feature technique.

4.2 OPTIMAL LEARNING RATES FOR DKRR IN PROBABILITY

Note that E[S(f](\)/[,D)A)] —E(fuy) =E|l f_][\’LD))\ — fas |I2] (Caponnetto & Vito, 2007), thus Theorem
[T proposes the optimal learning rate in expectation, which demonstrates the average information for
multiple trails, but may fail to capture the learning performance for a single trail. To essentially reflect
the generalization performance for a single trail, we derive the optimal learning rate in probability:

Theorem 2. Under the same assumptions as Theorem|l| If X = Q(|D|"2), |Dy| = ...|Dml,
m < |D|% and M > |D|=, then, for every § € (0,1], with probability at least 1 — 6, we have

|78~ || = O (121 1021/5)).

To guarantee the optimal generalization properties in probability, the number of partitions should
be restricted to (|D|*/4), which is stricter than Q(|D|'/?) in Theorem [I| This is because the
generalization error in expectation can be decomposed into approximation error, sample error and
distributed error (more details can be seen in Proposition [I]in Appendix), but the error decomposition
in probability is not easy to separate a distributed error in probability to control the number of local
machines. The derive the optimal learning rate, we provide a novel decomposition, please see details
in Proposition[9]in Appendix.

The following result demonstrates that the proposed communication strategy can enlarge the number
of partitions in probability.

Theorem 3. Under the same assumptions as Theorem I} If X\ = Q(|D|~2), |Dy| = ...|Dpl,
m < | D] 255 and M > |D|2, then, for every § € (0, 1], with probability at least 1 — 0, we have
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Table 1: Computational complexity required by different algorithms for the optimal learning rate
O(1/+/|D])) in the basic setting. Logarithmic terms are not showed.

Methods ‘ Partitions m ‘ Random M ‘ Types ‘ Space ‘ Time Communication

KRR (Caponnetto & Vito,[2007) / / In probability | |D|? D)3 /

KRR-RF (Rudi & Rosasco 2017) / |D|0-® In probability DIt IDI? /

KRR-Nystém Rudi et al.|(2015) / |D|0-5 In probability | |D|'-® |D|? /

DKRR (Zhang et al.| 2015} |Chang et al.|[2017b) |D|0-5 / In expectation |D| D2 D05

DKRR (Lin et al.[[2020) |D|0-25 / In probability | |D|'-® |D|2-25 D075

p+1 p+3 3(p+3)

DKRR-CM (Lin et al.| 2020) |D| 2(P+2) / In probability |D| p+2 |D|2(P+2) pd|D|

DKRR-RF (Li et al.||2019b) Q(1) |D|0-® In expectation | |D)| IDI? D05

DKRR-RF (Theorem|1 |D|0-5 D05 In expectation | |D| Do D05

DKRR-RF (Theorem|2) |D|0-25 |D|0-® In probability | D)2 D7 D0
_pFl 2p+5 3p+7

DKRR-RF-CM (Theorem || 2(pF2) |D|0-® In probability |D|2p+4 |D|2p+4 p|D|°°

_ 2 X _
HfZICID = fre H =0 (|D\_§ 10gp+2(1/6)) , where [V, 1\ is returned by Algorithmunder
D, p D,

p-th iterations.

Compared Theorem [3| with Theorem [2] it is clear that the proposed communication strategy can
relax the restriction on m from Q (|D|'/4) to  (|D|®+1)/(2#+2)) Note that m is monotonically
increasing with the number of communications p, which can demonstrate the power of the proposed
communications. When p — oo, the partitions can reach Q(\/ﬁ ), which is the same as the
generalization bound in expectation.

Remark 2. In the main text of this paper, we only give the optimal rates of DKRR-RF in the basic
setting. The fast learning rates can be achieved under favorable conditions, see in Appendix.

Remark 3 (The Significance of Distributed Learning for RF). At first glance, it seems that the
bottleneck in learning with random Fourier features is not the size of the dataset but the number
of features. However, from (Rudi & Rosasco, 2017)), one can see that we only requiring O(\/|D|)
random features to guarantee the optimal performance, so the total computational complexity is
O(M? + M?|D|) = O(|D|?). Thus, the computational bottleneck in learning is not only the size
of random features, but also the size of dataset. If we don’t consider reducing the size of D, the
computational complexity is |D|? in the basic setting, which is not suitable for large scale problems.
Distributed learning is one of the most popular methods to reduce the size of dataset. The distributed
learning bring the distributed error, but can decrease the variance of the model|Zhang et al.| (2013}
2015). Thus, how to choose an appropriate number of partitions to trade off the distributed error and
the variance to guarantee the optimal performance is a very interesting and significant direction.

4.3 COMPARED WITH THE RELATED WORK

Comparisons of the Time and Space Complexities

Table [1| reports the statistical and computational properties of the related approaches and our the-
oretical findings under the basic setting. We see that our DKRR-RF can guarantee the optimal
generalization performance in expectation only requiring | D| memory and |D|!-5 time, which is more
effective than other methods. For DKRR-RF-CM, we can also see that it can guarantee optimal
generalization performance in probability requiring less complexity than the communication-based
method of DKRR-CM (Lin et al., [2020).

Remark 4. In (Rudi et al.| |2017), the authors considered combining the Nystrom method and
preconditioned conjugate gradient (PCG) (Cutajar et al.||2016) to scale up KRR. As far as we know,
it is the only existing work that can guarantee optimal statistical accuracy, only requiring |D| memory
and |D|* time for KRR. In this paper, we consider combining distributed learning and random
features, a completely different path from (Rudi et al.| 2017). Note that in our proposed method, we
need to compute the inverse of ® 1 p, @}4797 + AL which requires |D|'-5 time. Inspired by (Rudi
et all 2017), we can also adopt PCG to avoid the inverse calculation, which can further speed up
our proposed DKRR-RF-CM. The combination of DKRR-RF-CM and PCG may open a path to reach
the linear time complexity for optimal learning rate.
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Novelty and Proof Techniques
The most related works of our paper are (Li et al., 2019b), (Lin et al.,[2020) and (Rudi & Rosasco),
2017). We discuss the novel techniques adopted to derive the improved results compared with them.

Compared with (Li et al., [2019b). (a) To derive the learning bounds, Oy p = [[(Cp +
M)~™Y2(Cyr — Crrp)(Car + M)™Y/2|| is required to be estimated, where Cp; and Cyyp are
self-adjoint and positive operators defined in Definition[T| (see in Appendix). In (Li et al.,[2019b), they
used a classical approach from (Chang et al., [2017b; [Guo et al.,[2017) to estimate O p (see Lemmas

21 and 22 in (Li et al., [2019b)), and obtain that Qs p < %H(CM — Cu,p)(Ca + N)~V2 || =

O(1/AID] + /N(X)/A|D]), where N(X) is the effective dimension defined in Assumption (see
in Appendix). However, in our paper, we directly estimate Qs p based on the concentration in-
equality for self-adjoint operators (Rudi & Rosasco, |2017; [Lin & Cevher, 2020; |2018]; [Caponnetto &
Yao, 2006), and prove that Qur,p = O(1/(A|D]) + 1/1/(A[D])) (see in Proposition[6). Thus, our
estimation of Qs p is N ()) tighter than that in (Li et al., 2019b). This is the one of the key
reasons why we can substantially relax the restriction on the number of local machines compared
with (Li et al.} [2019b); (b) We not only present the bounds in expectation, but also in probability. To
derive the tight bound in probability, we provide new decompositions of || f]%[’p, s — farp.a| and

W3 5.5 — War,p.a |, please see Proposition|9|in detail. As far as we know, these decompositions are
novel; (c) We also consider the Newton Raphson iteration-based communication strategy. To derive
the improved high-probability bounds with communication, we introduce a novel decomposition of
[ fir.p.x — far,pall, (see in Proposition .

Compared with (Lin et al., 2020). (a) In (Lin et al.,[2020), they also considered a communication
strategy to enlarge the number of local machines. At first it seems that it only need to communicate
the gradient information, but it should be noted that the gradient information is based on an operator
representation (see Eq.(7) in (Lin et al., [2020)), which is usually infeasible in practice. The authors
present a realization for the proposed strategy by communicating the data among each local machine,
see in Appendix B (page 34 in (Lin et al., [2020), step 1). Thus, the data privacy of each local
machine is difficult to be protected. Furthermore, since it requires communicating data D,, 7 =
1,...,m, among each local machine, for each iteration, the communication complexity of each
local machine is O(|D|d), which is too high for large scale data sets. However, the communication
strategy proposed in this paper only requires communicating the gradient gy p;, A(v’vazln ,) and
the model parameters ﬁ;fl, rather than the data, therefore our proposed strategy do better on
privacy protection. Moreover, the communication complexity is only O(M) for each local machine,
M < |D|, which is suitable for large scale data sets; (b) At first it seems that the proof techniques
of (Lin et al.| 2020) can be easily extended to our paper, but it is not true. If we use the same
proof technical of (Lin et al} 2020), we can only obtain that || f3; » \ — faall, = [[(Lap +

M) (Lo — L) (f, — faun) |l = O/ (VAID]) + NN /DD fo = farallp/VA), where

Iarp.x» Jux and f, are defined in Deﬁnition Combing with Proposition one can only obtain
that || far,p.x — faralle = O((L/AD] 4+ /NN /XD || fo — fa,allp)- However, in our paper, we
introduce new decompositions of || f3; p x — farallp and || farpx — firp allp (see Propositions
andin detail), and further obtain that || far,p.x — farall, = O((1/(VAD]) + VNN /D) |I.f» —
fallp) (see in Proposition ), which is ©(1/v/A) tighter than the directly use of the techniques of
(Lin et al.} 2020). The novel decompositions || f3; p x — faallp and || far o — f3; p .l are the

key reasons why we can guarantee the optimal performance even under m = Q(4/|D|). We only
give an example here, but the novel decompositions have also been embedded in Propositions 5] O

[10} etc.

Compared with (Rudi & Rosasco,2017). (a) We study the statistical properties of the combination
of distributed learning and random features, but in (Rudi & Rosascol2017), they only consider random
features. As mentioned above, to estimate the tight bound of the distributed error, we introduce
a novel decomposition of || f3; 1 \ — far,p.x| to derive the tight bound in expectation, and novel
decompositions of || f3; 5 y — far,pall and || f}; 1 — far,p | to derive tight bounds in probability;
(b) The combination not only brings distributed error, but also brings some other problems. If you
compare the proofs of (Rudi & Rosasco, [2017)) with these of our paper in detail, you can find that the
decompositions of (Rudi & Rosasco},|2017) and ours are very different.
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Figure 1: The mean square error or error rate on the test set with different partitions on KRR,
DKRR-RF and our DKRR-RF-CM. # represents the number of communications.

Overall, we improve the existing state-of-art bounds in expectation, and provide novel communication-
based distributed bounds with RF in probability. Moreover, we introduce some novel techniques
and decompositions to substantially relax the restriction on the number of local machines, which are
non-trivial extensions of (Li et al., [2019b; |Lin et al., 2020; Rudi & Rosasco, 2017).

5 EXPERIMENTS

In this section, we validate our theoretical findings by performing experiments on both simulated and
real datasets.

Numerical Experiments. Inspired by numerical experiments in (Rudi & Rosascol 2017 Li et al.|
2019¢), we consider a spline kernel of order ¢: Koq(x,x") =1+ ,_, cos(2mk(x — x))/(k*?). If
the marginal distribution of X' is uniform on [0,1], then K, (x,x’) = fol P(x, w)P(x,w)o(w)dw,
where ¢ (x,w) = K,(x,w) and p(w) is also uniform on [0,1]. The random features of the spline

kernel are 57 (x) = (V(x,w1),. .., (x,war))T/V M. According to Theorem and we set
the size of the random features to be M = +/|D|, and fine tune ) around |D|~*/2 using 5-fold cross

validation]'] the tuned setis {277,273, ...25}|D|~1/2. We let the target function f. be a Gaussian
random variable with mean 1 = K;(z,0) and variance 02 = 0.01.

We generate 10000 samples for training and 10000 samples for testing. We use the exact KRR as a
baseline, which trains all samples in a batch. We compare our proposed DKRR-RF-CM (p = 2,4, 8)
with KRR and DKRR-RF. We repeat the training 5 times and estimate the averaged error on testing
data. The mean square error on the test set with different partitions is given in Figure[I{a, b), which
can be summarized as follows: 1) When m is not too large, the distributed methods (DRKK-RF
and DRKK-RF-CM) are always comparable to original KRR. There exists an upper bound of m,
when larger than it, the error increases dramatically and is far from the original KRR. This verifies
the theoretical statement in Theorem [T} [2]and [3} 2) The upper bound m of DKRR-RF-CM is much
larger than DKRR-RF. This result is aligned with Theorem 3] which demonstrates that the proposed
communication strategy can enlarge the upper bound m; 3) The upper bound m of DKRR-RF-CM
monotonically increases with the number of communications, which verifies TheoremE}

Real Data. In this experiment, we consider the performance on real data. We use 6 publicly available
datasets from LIBSVM Dat The empirical evaluations with Gaussian kernel, exp(—||x — x'[|? /o),
are given in Figure where the optimal ¢ and A are selected by 5-fold cross-validation, o € {2",i =

—~10,-8,...,10}, {27°,273,...2%}|D|~1/2, and the number of random features is 2,/|D|.

'Because of the selection of the optimal X using the 5-fold cross validation, the computational complexity
should be enlarged. However, it should be noted that even for the plain methods, tuning the optimal A is also
required, which will enlarge the computational complexity as well.

“http://www.csie.ntu.edu.tw/~cjlin/libsvm.
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Figure 2: The mean square error or error rate on the test set with different partitions DKRR-RF and
our DKRR-RF-CM on minist, a8a, aba, space-ca, cpusmall and abalone. # represents the number of
communications.

From Figure 2} one can find that: 1) our DKRR-RF-CM are better than the original DKRR-RF on all
data-sets; 2) the larger the iterations of the communication, the better the performance. The above
results demonstrate that our communication-based DKRR-RF is effective.

6 CONCLUSION

In this paper, we study the generalization properties of the combination of distributed learning and
random features for ridge regression. We first improve the existing results of divide-and-conquer KRR
with random features in expectation. Then, beyond the expectation, we derive generalization error
bound in probability. Finally, we propose a novel effective communication strategy to further improve
the learning performance of the combination method, and demonstrate the power of communications
via both theoretical assessments and numerical experiments. Our results may open several venues
for both theoretical and empirical work: (a) combine the approach with gradient algorithms such as
preconditioned conjugate gradient[Avron et al.|(2017a) and multi-pass SGD (Carratino et al., 2018},
Lin & Cevher} 2018}[2020); (b) replace synchronous distributed methods with asynchronous ones
(Suresh et al., 2017); (c) consider the loss functions other than quadratic loss 2019¢).
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A APPENDIX: FAST LEARNING RATES

In the section, we will show that the fast learning rates can be achieved under favorable conditions.
Let
L2 = {f X —>R‘/Xf2(x)dpx < oo}

be the square integrable space, || - H?) be its norm. Denote the integral operator (Smale & Zhoul, [2007)
L K by

Licf = /X K(x, ) f(x)dpx.Vf € 12,

Assumption 1. For A > 0, N'()\) is the effective dimension of the integral operator Ly defined as
N(A) =Tr ((Lx + M)~ L), where T is the trace. Assuming there exists a constant ¢ > 1, such
that

N) <ed™, v e[0,1]. ©)

The effective dimension is a common assumption within the framework of learning theory (Caponnetto
& Vito, 2007; Smale & Zhou, |2005; |[Rudi & Rosascol[2017), which is used to measure the complexity
of the hypothesis space. It is always satisfied for v = 1 and ¢ = «. Equation [/|can control the
variance of the estimator and is equivalent to the classic entropy and covering number conditions.
In particular, it holds if the eigenvalues of integral operator Ly decay as i~ /7, which is satisfied
by the popular Gaussian and polynomial kernel functions. More details can be seen in (Steinwart &
Christmann, [2008; |Caponnetto & Vito, 2007; Rudi & Rosasco, 2017).

Assumption 2. Let f,(x) = fy ydp(y|x) be the regression function, p(y|x) be the conditional
distribution at X induced by p. For % < r < 1, assume there exists a g € L% ¥ such that

fo(x) = Lig(x), ®)
where L' is the rth power of L.

Regression function f, is the best function in Lz ,» Which is the primary objective in regression
problem. Assumption [2|is used to measure the complexity of the regression function f,, which
is commonly used in approximation theory (Caponnetto & Vito| [2007). Equation [§]can be used
to control the bias of the estimator, it requires the expansion of the regression function f, having
coefficients that decay faster than the eigenvalues of integral operator L. The larger the value of r,
the faster the coefficients decay. The case r = 1/2 means that f, € H . More detail can be seen in
(Rudi & Rosascol, [2017; |Smale & Zhoul, [2007).

Theorem 4. Suppose 1 is continuous, such that |1 (x,w)| < 7 almost surely, T € [1,00) and |y| < (.

UnderAssumptionswith re[1/2,1), vy €[0,1], if A\ = Q(|D|_2T%M ), D1l = ... |Dml,
m < D] and M 2 D7 ©)

then, for every 6 € (0, 1], with probability at least 1 — §, we have
N __2r ].
B (1o~ 512) = 0 (1D1 #7105 1),

The bound above is the same as the original KRR estimator and is optimal in a minimax sense
(Caponnetto & Vito, [2007; Lin et al., 2017;|Chang et al.| 2017b). In the best case, when = 1 and

v = 0, the rate O(1/|D|) can be achieved by Q(1/|D|) random features and Q(y/|D|) partitions. In
the worst case, that is » = 1/2 and v = 1, which has been covered in Theorem

Theorem 5. Suppose 1 is continuous, such that |1 (x,w)| < 7 almost surely, T € [1,00) and |y| < (.

UnderAssumptionswith re[1/2,1), vy €[0,1], if A\ = Q(|D|_ﬁ) |Di| =...|Dnl,
m S D575 and M 2 [D|” (10)

then, for every 6 € (0, 1], with probability at least 1 — §, we have

_ 2 1
1780~ ol =0 (121775 1087 5.
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One can see that the upper bound of m is | D| e , which is stricter than that of Theorem@ In the
best case, when r = 1 and v = 0, the rate O(1/|D|) can be achieved considering 2(1/|D|) random

features and Q(|D|'/*) partitions. For the basic setting, that is 7 = 1/2 and v = 1, which has been
given in Theorem 2]

Theorem 6. Suppose 1 is continuous, such that |1)(x, w)| < T almost surely, T € [1,00) and |y| < C.

UnderAssumptiOnswith re€[1/2,1], vy €[0,1], if A = Q(|D|_ﬁ), D1 = ...|Dml,
m < (DI BHTEE and M 2 D" log =, (1n)

1
then, for any 6 € (0, 1], with probability at least 1 — 6,

f __2r 1
o= folls =0 (lD 77 logPt? 5) _

One can see that the communication can relax the restriction on the number of partitions. As p — oo,
the partitions can reach Q(|D| 27 ), which is the same as Theorem

Remark 5. In this paper, we focus on enlarging the number of local machines. In (Rudi & Rosasco,
2017, |Rudi et al.| 2018)), they have proved that when generating random features in a data-dependent
manner, fewer random features are required to obtain optimal learning. Thus, if we adopt the
data-dependent manner to generate random features, we can further improve the performance of
DKRR-RF-CM with fewer random features.

B APPENDIX: NOTATION AND PRELIMINARY

In this paper we denote the operator norm by || - ||, and the square integrable norm by || - |[,..
Definition 1.

Sy RM — sz, (Suw)(x) = (w, (%)),
Sip: L2, —RM, Sig = /X 11 (x)g(x)dpie (),

* * 1
Sup: Lix — RMst,Dg = @ Z b (x5)9(x;5),

xj€Dx
Cy :RM 5 RM 0y = / B (x)Par (%) T dpx (%),
X
1
Cup :RM - RM Cyp = D Y dulxg)ear(x;)"
x;€Dx

Lemma 1. C)y and Cy; p are self-adjoint and positive operators, with spectrum is [0, 7%]. Moreover
we have CM = S}\ﬂ/[SM and CM,D = (}A47D(}%1,D = S;\{/[,DSM'

Proof. Cyy and Oy p are self-adjoint and positive operators, with spectrum is [0, 72], and

* T
Cyv = SyudSu,Cup = Pyup®Pryp

can be directly obtained from |Caponnetto & Vito|(2007); [Smale & Zhou| (2005} |2007)); Rosasco et al.
(2010); Rudi & Rosasco| (2017); Lin et al.|(2020).

In the following, we prove that Ca,p = S}/ pSn. From the definitions of Sas, S}, p and Chy,p in
Definition[I] we have

VB e RM, (SuB)() = (B, oum(")) = du ()" B,

and thus we can obtain that,

. 1
SupSuB = D] Z b (x;) b1 (x;)" B = Cos.pB-
x;€Dx
So, the Equation Cyp = S]*WDS A holds. O

15
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Definition 2.

. 1 2
frupa =W padu(), Wapa = argmin§ —: (Whénr(xi) —ui) + Alwl® b
weRM | | 2,€D
1 2
T
f]TLD,)\ = WQM,D,A‘ZSM( ), WMD A = argmin g — (WT¢M(Xz) fp(xz)) + )\||WH2 ;
weRM | | 2, €D

Fatx = Wy abar(-), Was » = argmin { [ 3000~ £,(0)° do 0 + Anwn?} ;

weRM

fn = argn in M[x)— Jj,(x 2{1 X)+ ’ 2K .

Remark 6 (From [Caponnetto & Vito| (2007)); Smale & Zhou| (2007); [Li et al.| (2019b)); [Lin et al.
(2020)).

farpa = SuwupaWiups = (Cup + M) @y pyp;
firoar = SuwWip v Wipa = (Cup + >‘I)71S7\/I,Dfp; (13)

Fara = Suwarx, wary = (Car + M) 1S5, fo.
Definition 3. The maximum random feature dimension is denoted as
Nac(N) = sup [[(Lx + A1) 24(-,w)||2, A > 0.
weN

Remark 7 (From Rudi & Rosasco (2017)). Noo(A) < 72\ 1 is always satisfied for every A > 0.

C APPENDIX: PROOF OF THEOREM [4]

C.1 APPENDIX: ERROR DECOMPOSITION FOR DKRR-RF IN EXPECTATION

Proposition 1. Let f&p’ x and fir p s o [ be defined byand respectively. Then, we
have

E (18100 = Fol] < 3 1a =~ SI5] + 3115 = 1]
D,

D,
+32 o & 10,8 = el +3Z B E IS, = nal]

Proof. Let fl?/[’p, > and fZT/I,D, »» far,n be defined by Igl and |ﬁ|, respectively. According to the
Proposition 5 of (Chang et al.l[2017b) or Lemma 20 of (Li et al.;[2019b), we have

E [[| /3o — farall?]
_Z||D|2 [ f3r.0,.0 — farall?] +ZID| 1 f2on — Farall?] -

Note that (a + b + ¢)? < 3a? + 3b + 3¢2, Va, b, ¢ > 0. Thus, we have
E [H.]FJ(\)J,D,A *fp”i] =E [”.}FI(\)/[,’D,)\ — faa+ oy — o+ i *fp|\2]

<3E[|Ifypa— ] +3[HfM,\—f,\|| ] +3|:||f/\_fp||/2):|'
Combining the above inequality and Eq. [T4] we can prove this proposition. O

Proposition 2. The follows hold:

VAW oA = wipall < Tup(Rup + Kap)

(14)

and

Ifvox = Firpalle < Tip(Rup + Kurp).
where Ryrp = ||(Car + M)~V @ 01,050 — S0 )]s = [(Cup + ATV (Cy +
ADM2], Kan = I(Cor + A 2(Sis Sy — 30 pio)l

16
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Proof. From we know that wy py = (Cpp + M) 71 @ pyp and w}{LD,A = (Cup+
M) =183 p fp» 50 We have
Warpx — Wirpa = (Cup + M) (®up¥yD — Shypfo)
=(Crup + M) TV2(Crpp + M) TH2(Cor + A2 (Cos + )TV (® 01,0 — Sirpfo)-
(15)

Note (Cyrp + AI)~1/? is a self-adjoint and positive operator, so |[(Cas.p + M) ~Y2| < 1/V/A,
thus, we can obtain that

1 _ _ %
[Warpx = Wirpall < WJM,DH(CM + ATV @y YD — Strpfo)ll
1 — = * * *
:ﬁjM,DH(CM + ANV @0 pYD — Stipfo+ Siinfe — Siuints) (16)
1
SﬁjM,D (Rmp+Kum,p) -

Note that far,px = firpx = Sm(Wa,px — Wiy p y ), by[I5] we have

frpa— fﬁum = SM(WM,D,)\ - W?M,D,A)

=Su(Car + M) TV2(Cor + ADY2(Crrp + M) ™H2(Crrp + A TY2(Cur + ADY2 (17

(ot + A1) "2 (@r1.090 — Sirply + Sirofo — Sitly)

Note that
150 (Cor + XD T2 = [(Car + M) ™V285, 90 (Car + A1) 722
= [(Car + M)~ Y2C0 (Car + A TV2 M2 < 1.

So, by Eq[I7} we have

Ifvox = Farpally < Tip Rup +Kup) -

O
Proposition 3. The follows hold:
VAW px = warall < [farn = Follo + Tnpll fan = foll,
and
Ifveoa = fually < (Tup + Tiro)lfux — Follp,
where Ty p := ||(Cap + M) 7V2(Cop + MYV
Proof. By Remark[6] we have
Wirpa — Wara = (Caup + M) 7 Sy pfp — (Car + M) 1S3, S
=(Cump + M) [Shrpfo — Sirfol + [(Crrp + M)~ = (Cor + M) 73 f

Note that for any self-adjoint and positive operators A and B,

At -Btl=A'B-AB ' A'-B'=B1Y(B-A)A", (18)

so we have
W?VI,D,/\ — WM
=(Crp + M) [Sarnfo — Sarfol + (Carp + M)~ (Car — Carp)Wara

From Lemma we know that Cyy = S;;Sn and Cyyp = <I>M7D<I'r]f4 p» = Sy pSum, thus we can
obtain that 7 ’

W<I>\/I,D,>\ — WM
=(Cump + M) [Shrpfo — Sarfol + (Carp + M)~ (S Suwarx — SirpSvwara)
(Cyp + M) S3rpfo — SirpSuwara] + (Curp + M) 7 S3Suwars — Sy fp] - (19)
(Crp + M) [Shrpfs — Sirp Sl + (Carp + M) 7 Sk farx — Sisfo)
(Crvp + AN Sy plfo = fard] + (Carp + XD ™ S3 [ fars — £l

17



Published as a conference paper at ICLR 2021

Thus, we have
Iwiipa = Warall < (1(Cup + AN 7' Sirpll + (Carp + M) T Sasl) 1fazx — follo- (20)
Note that

I(Carp + AD)TV2S5, pll < 1(Carp + A1) ™V2Cup(Carp + ADTV2H2 <1

and
1(Car,p + M) 72851 =l(Casp + M) TH2(Coap + A2 (Cop + M) T2 S5l
<JImpl(Cnm + A)7H28% | < JImM,Ds
since ||[(Cas + M) "Y28%, || = [[(Car 4+ M) =Y2Ch (Cpr + M)~Y/2||1/2 < 1. Substituting the

above two inequalities into Eq. [20] we have
1
IWirpA = Waall < \?/\(1 + T p) | farx = follos

which prove the first result of Proposition 3]

In the following, we will prove the second result. By Eq. [I9} we have

firpa = fax = Su(Wirp oy — Warn)
=Su(Crup + AN 7' Sh plf — Frrn] + Su(Carp + M) 7 Shs[fary — o]
=Sar(Car + M) TV2(Crr + MDY (Crrp + A1) TV (Crrp + M) TV2S3, plfp = faral
+ Sar(Coar + A ™Y2(Crp + MDY (Cppp + M) ™Y2(Crpp + N TV2(Coar + MDY
(Crr + M) Y285 [ farn — 1)

Note that HSM(CM + )\I>_1/2|| = H(CM + AI)_1/2CM(CM + )\I)_l/2||1/2 <1, ||(CM,D +

)\I)_l/zs}\k/[,DH = (Cup + AD)V2Cyup(Cyup + M)7H2|V2 < 1, and [|(Cy +
A28, = (o -+ M) 203 (o + A2 V2 < 1,50 we have

5o — Faually < (Tvp + Tar o)l farx = Follp- 1)

O

Proposition 4. The follows hold:

VAW o — Wl < Tup(Rurp + Karp) + (1 + Tarp) | fars — Follps

and

Ifapx = farally < Tirp(Rap + Kneo) + (Tup + Tir )| farx — Follp-
where Ryrp = ||(Cas + M) "V2( @005 — S fo)|l, T = [(Carp + M) 7V2(Cor +
A2, g = (o + AD)2(Sify — Siypf )l

Proof. Note that

[Warpa = warall < [[Warpa — Wi ool + [[Wirpx — warall
and
Ifarpx = faually < N farpx = faroalle + 11 — farallp

Combining Propositions [2and[3] we can prove this result. O

18
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C.2 PROOF OF THEOREM[4]

Lemma 2 (Lemma 23 in (L1 et al., 2019b)), can be also seen in (Rudi & Rosascol 2017)). For
d € (0,1) and A > 0, when

M>Q ((J\f?))zl <Noo()\) log D“r V (Noe(X)) log ;{5)

Then, with probability at least 1 — §, we have

[ = Fll5 < eX?,
where c is a constant.
Lemma 3 (Theorem 4 in (Smale & Zhou, [2005)). Under Assumption forr € [1/2,1], we have

13 = foll3 < eX®,
where c is a constant.
Lemma 4 (Lemma 6 in (Rudi & Rosasco, 2017)). For § € (0, 1], with probability at least 1 — 6, we

have
_ _ 1 NM()\) 1
R ::Hc FADTV2 (@ s H:O + log = | |
M,D (Cmr ) (®rr,pyD — Sirfp) VAD D) 85
where Nyr(A) :=Tr ((L M+ A )’1L M) Ly is the integral operator associated with the approxi-
mate kernel function Kyy, (Lag f)(x) = [ Ka(x,x') f(x')dpx (')

Lemma 5 (Proposition 10 in (Rudi & Rosasco, 2017)). Forany 6 € (0,1], M > Q (N () log 55),
then with probability at least 1 — 9,

Nu(A) = N(N)| < 155N (N), (22)

where Nyr(A) :=Tr ((LM + )\I)_ILM).

Lemma 6 (Lemma E.2, (Blanchard & Kramer, |[2010)). For any self-adjoint and positive semidefinite
operators A and B, if there exists n > 0 such that the following inequality holds

[(A+X)"V2(B— A)Y(A+ X"V <1 -1,
then

A+ ADY2(B+ A )Y? < —.
(I¢ )E( | NG

Proposition 5. For ¢ € (0, 1], with probability at least 1 — 6, we have

N (A)
D

27( log %

3|D|VA

Karp = (Coar + X)) 2(S3, o — Shinfo)ll < +2¢

where NM()\) =Tr ((L]u + )\I)_lL]u).

The proof closely follows the proof of Lemma 6 in (Rudi & Rosasco, |2017).

Proof. Define p1; = (Car + MN)Y2S%, f, — (Car + M)V 2@r(x:) f,(x;). Note that

D]

(CM+)‘I)1/2(SX/IfP_S;\k4,DfP |D‘ Zul
Since p1, . . ., pp are independent and identically distributed random vector, and

Ep; = / (Crr + MDY Par(x) fo(x)dpx — / (Crr + MDY (x:) fo(xi)dpa = 0.
X X

19



Published as a conference paper at ICLR 2021

To apply the Bernstein inequality (Arcones, |1995} [Rudi & Rosascol, 2017) for random vectors, we
need to bound their moments. Note that

1(Cot + AD)Y2ps (%) fo ()] < %

and

Byl <2 /X 1(Car + A1) 21 (1211, () |2 (x)

< 22 / 1(Car + A1) 2bag ()] P (x) < 22 Nar (V).
X

Thus, using the Bernstein inequality (Arcones,|1995; Rudi & Rosasco, [2017)), for any ¢ € (0, 1], with
1 — 4, we have

27¢log §
3|D|VA

Nu (M)

I(Car +AD)TV2(S3 o = Sirpfp)ll < Dl

+2¢

O

Lemma 7 (Lemma 2 in (Smale & Zhoul 2007)). Let H be a Hilbert space and £ be a random
variable on Z, p with values in H. Assume ||£]| < M < oo almost surely. Denote o(&) = E(£2). Let
{#i} be independent random drawers of p. For any 0 < § < 1, with confidence 1 — ¢,

L 0) H < ZTIB2/0) | ¢ 2o €)1 a2/

i=1

Proposition 6. For any § > 0, with probability at least 1 — 6§, we have
Qui.p = [[(Cas + A1) 2(Car = Car,p) (Cor +X) 712

< 210872/ NN +1) \/21og(2/5)(j\/oo()\) +1)
B D D '

and
;C]y[’D = ||(CM + )\I)_l(CM — CM,D)H

< 208 (2/)Now(N) +1) ¢ 210g(2/8)(Noe () + 1)
= D] D] '

where No (X) = supgeq [[(Lx + A1) 720(,w)

%, ¢y and cy are two constants.

To prove Proposition[6] we first prove the following lemma (a similar technique can be found in (Hsu
et al.,[2012; |Rudi et al.| 2013} |Caponnetto & Yaol 2006; Rudi & Rosascol 2017)).

The similar result for the matrix case was first proved in (Hsu et al.| |2012), and later was extended to
the operator case in (Rudi et al., [2013} |Rudi & Rosasco, [2017)).

Lemma 8. Ler (y,...,(, with n > 1, be i.i.d random vectors on a separable Hilbert spaces
H such that H = E{ @ C is a trace class, and for any X there exists Noo(N) < oo such that
(¢, (H + X)7L¢) < Noo(N). Denote H,, as % 01 G @ ¢ Then for any & > 0, with probability
at least 1 — 20, the following holds

2/0)WNoe(M +1) \/210g(2/6)(Noo()‘) +1)

2
|+ A=V 2(H — ) (1 4+ )72 < 2log
n n

Proof Let Hy = H + M,y = H, "*HH"/? & = n— H, "*¢; ® H;*/?¢;. One can see that
E¢; = 0. Note that

ln — Hy 2@ Hy PG < il + (G Hy 2G) < 14 N (),
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and
1IN = || [t By V260 By PG 0 By VRG] - H 2
< NooN) [BIH 26 0 26| + (|12
< N ()\)||H 1/2H|\+HH 21|
< Nao(V) +

Thus, substituting the above two inequalities to Lemma (Lemma 2 in (Smale & Zhou, [2007)), which
finishes the proof. O

Proof of Proposition[6] Since C) is self-adjoint operator, so we have
[(Car + A1) "H(Cr = Carp)|| = [[(Car + AD)TH2(Crs = Coaap) (Car + M)V
According to Lemma with v; = ¢ps(x;), we can obtain this result. O

Proposition 7. [f|D| > 321og(2/0)(1+ N (A)), then for any § > 0, with probability at least 1 — 6,
we have

T = [ (Carp + M) T2 (Cor + A2 < V2.
Proof. From Proposition|[6} we know that if |D| > 321og(2/8)(1 4+ N (A)), then
I(Car +AD)™2(Corip = Can)(Car + )72 < 5.
Combining the above inequality and Lemmal[6] we can prove this result. O

Proposition 8. [f 6 € (0,1], and |D| > QN (N)), then with 1 — 6, we have
1
| fapx = faall, = O (TM,D,Alog 5t I = fallp + 115 = fp”p) ;

where Y prp oy 1= f\D| + \7(>A|)

Proof. From Proposition[d] we have
Ifaox = farally < Tirp(Rarp + Kap) + (Tnp + T o)l faix — Follp-

Thus, from Lemmas4] 5] and Propositions we know that if |D| > Q(No (X)), we can prove this
result. O

Proof of Theoremd} According to Proposition[T} we have
E [”JFI(\J/I,D,)\ - pr2] <3 [”fM)\ - fA||2} +3 [HfA - fp||2]

+3Z |D|2 E [lIfap;0 — fuall? +3Z ||D| [||f1<\>4,pj,A*fM,A||f2,}.

Substituting Lemmas |Z|,|3L Proposition 3] [7] [§]into the above inequality, one can see that if

M>Q ((M) N ()22 va(A)> , and |D;| > QN (N)),

>\27‘71

with confidence 1 — J, we have

E[ /o= fol2] =0 >\2T+Z \D|2 ( 2.p, 1 0g” > Z ||D| P (23)
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__1
where Tasp, x = f\D S+ ID( I) If setting |D1| = ... = [Dy|, A = Q(|D|” 27+7 ), we have
N]V[(/\) 1 Arg2y—1
T]\/I,D:,)\ =0 + \/7|,D| 27+7 =+ m\D| 47+27 . (24)
’ |Dj D[V ( )
Note that if m < Q (|D\72T2n§1> and |D1| = ... = |Dpl, and A = Q(|D|7ﬁ), we have
\D|
Dj| = 1 2 (D7) = QW ().

Thus, substitutinginto one can see that if m < (|D|727;~l§1 ) and

M >Q ((W) N (\)22r VNOO(A)> <|D|1+(27 m) 7

with probability at least 1 — §, we have

- 2 __o2r 1 _ 1 __2r
E 180 ~ £l =0 (IPI775 10g? 5 + 1D og? 5 + [Pl )

27T 1
=0 (|D|2r+w log? 5) )

O

D APPENDIX: PROOF OF THEOREM
D.1 APPENDIX: ERROR DECOMPOSITION FOR DKRR-RF IN PROBABILITY
Proposition 9. The follows hold:

w9, WMD)\|_Z||,D| Tirp(Qump + Qo ) IWap, x — Wara| and

70 D
[ farp0 = ol < Z D i (Qup + Qup,)
(”fM,Dj,/\ — faall, + \/X”WM,DJ,)\ - WM,/\”) )

where jM7D = ||(C]\/[)D + )\I)_l/Q(CM + )\I)l/QH and QMJD = ||(CM + )\I)_l/Q(CM —

Cu,p)(Cnr + N) 2.
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Proof. Note that WALD N = (CM,D + )\I)_l(I)M’D}_’D, thus we have

— WM, D,

s
==
9
>~

(CM p, + M)~ @M,Djypj — (Cprp + M) '@y pyD

o
S

<
Il
—

((CM D, + A= (Crp + A7) @010, ¥,

o
s[5

<
3
L

)

(CM p+ M) (Cyp — Cup,) (Crup, + M) ™' @0, Y0,

EI8

<.
Il
—

(CM p+ M) (Crvp — Cupy) War,p, 0

-
s[5

<
Il
—

(CM p+ A" (Cup — Cu) War,p, 0

-
S

<
Il
—

25
2 (Carp + M) (Cor = Cario,) Warp, >

+
Vi
5 -

Il
-

(CM p+ M) (Cup — Cur) (Waipy 0 — War,n)

ElE

<
I
—

(CM p+ M) (Crrp — Coar) Wara

_|_
&
s

o
Il
—

L (Crp + AT (Crs — Crrp,) Warp,

_|_
Vi
S

Il
—

(CM p+ M) (Cup — Cur) (Waipy x — War,n)

EE

<
I
—

(CM p+ M) (Cr — Cuip,) (Waipyx — Warn)-

+
&
55

<
Il
—-

Note that

_MS
EE

(CM p+ M) (Crp — Cur) (Waipy x — War,n)

<
Il
—

e
S[®

(OM’D +/\I) (CM +)\I)(CM —|-/\I)_1 (CM,D — CM) (WM,DJ-,)\ —WM)\)

<
Il
—

g
o
ElE

L (Crp + M)~ " (Cr = Cup,) (Warp, x — Warn)

<
Il
—

'Fnﬂs
EIS

| (CM”D + /\I) (CM + )\I)(CM + /\1)71 (CM — CM,DJ) (WIVI,DJ,/\ — WM7,\).

<
Il
—

Substituting the above equations into Eq. 23] we have

m
_ D,
W3 px — Waroall < Z TD Tirp(Lap + Lo, [Warp; x = warall,
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where Ly p = ||(Car + M)~ (Crs — Carp)||- From Proposition@ we know that Ly, p = QO ps
so we have

_ D;
W3 pa — Warpall < Z |DL7M p(Qum,p + Qo) I[Warp, x — Warall,

which prove the first result of this pr0p0s1t10n.

In the following, we will prove the second result of this proposition. Note that S M(v‘vg/l,n N
WMD) = f]OV[D s — fa,p, 2. According to , we have

Frpa— fupy = Z ||Dj||SM (Crp + M)~ (Curp — ) (Warp, x — War)

+ Z ||DJ|| Su(Cup + M)~ (Cur — Curp,) (Warp, x — Warn) - (26)

= i E(hl + h2)

j=1
Note that
B =S (Car + M) 7Y2(Coar + ADY2(Crrp + M) V2 (Cusp + M) T2 (Coyp + A)V?
(Crr + A2 (Corp = Cr) (Cor + )72 27)

(Cym + )\I)_1/2(CM + )\I)(WM’DJ.,)\ — WM’)\),
thus we have
1B, < T pQat,ollSar(Cor + A TH2([[(Cor + AL T2 (Coas + ) (Warp, x — War) |

< Tup9ump|(Cu + M)TV2(Ch + M) (Warp;n — War) |-
(28)

Since ||Sar(Car + M) 72| = ||(Car + M) 7120 (Cap + AI)~/2||1/2 < 1. So, we have
1B, < Tir 2@l (Cas + M) TH2(Crs + M) (War,p, x — Wary)|
= JJ%LDQM,DH(CM + M) "Y2(S%, S + M) (Warp;n — Wary) ||
< j]\247DQM,D||(CM + )\I)il/QSXISJV[(WM,’Dj,A —wara) ||
+ AT pQum,pll(Cor + )\I)_l/Q(WM,’Dj,/\ —warn)ll
< TurpQupl(Cu + )\I)fl/QSLHHfM,D,-,,\ — fuoallp
+ \/XJJELDQM,DH(WM,DJ-7/\ — W)l

< Tupumo(lfup,x — + \/XHWM,’Dj,A —warll)s
the last inequality uses the fact that
1(Car + AD TS5, = [(Car + A2 83,83(Car + A1)~V < 1.

Similar as the above process, we can also obtain that

17311, < TarpQuvm, (1 sy 5 — o allo = VAW, 0 — )-
Thus, using[26] we can prove this result. O

D.2 APPENDIX: PROOF OF THEOREM [3]

Proof of Theorem Combining Proposition [9]and Proposition 4] we have
7 |Dj|
1o — Faroally < Z ) T (Qup + Quip,)
= Pl (29)

((jM,Dj + \7]%47Dj)(RM,Dj +Km,p;) + 2Im,p; + jﬂ@ + )| farx — fp”p) .
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From Propositions 7] and[8] one can see that if |D;| > Q(Nw (X)), and A < || Lk, then for any
0 > 0, with probability at least 1 — 0,

/3o — Fvoallp

1
Z ||DJ|| (Qump + Qu.p,) (TM,DW\IOgé + W faex = Fallp + 115 = fpp> ;

where TM,Di,A

N
f\D | + B Note that Qs p < Qu p;, and by Lemmasand SO we

have

0o D; 1
1farpx — fupalle = Z \D| QMD Tarp;alog 5+ A Qup, | - (30)

Note that
Ifaepn = Follp = 1frpA — Frrpx + Frepx — farxn + faux — P+ fa = foll,
+ e = Fallo + 1 = £l

Combining E.q [30] Lemmas 2| [3] Proposition [§] and E.q [3I] one can see that if M >
2r—1
Q ((%) Noo(N)2727 \//\/'OO(/\)> , with probability 1 — J, we have

€1y

S”fTJ?LD)\ — fupallp + 1 farpa—

- | 1 1 -
”fMD)\ Jollp =0 Z |D| QMD T, A10g5+TMDA10g6+)\ Qum,p, + A"

(32)

If|Dy| =...= Dl A = Q(|D|” 7 ), we have

Turpa = O (10|77 +|D| 5% ) = 0 (jp| 77 ),

Tup;a=0 (\/E|D|_2TZ” +m|D|” 4”"’;1) ; (33)

Qup;, =0 (m|D| LR Vm|D|~ R ) )
Thus, when m < (|D|%), we have
Typ; 2 Qmmp; =0 (|D|_ﬁ> )
Qup, N = O (D75 D]~ %35 ) = 0 (1D =% ).
pi="2ls0 (|D|24f+”z?1) > 0 (|D75) = Q).

Thus, we have || f§; 5y — f,ll2 = O <|D|_W log? 3) , which prove this result. O

E APPENDIX: PROOF OF THEOREM

E.1 APPENDIX: ERROR DECOMPOSITION FOR DKRR-RF-CM IN PROBABILITY

Proposition 10.

H.f]t\/ID A fM,D,AHp
t
(Z ||D 2Jz€1,Dj Oum,p + 2;71%4,1% QM,Dj> (||f1(34,73,,\ — faupallp + \/XHV_V?W,D,A — WM,D,/\H) ,

where Jyp = |[(Cup + A)"Y2(Cry + AXDY?|| and Qurp = ||[(Cpr + ) ™Y2(Cry —
CM7p)(CM + )\)_1/2”.
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Proof. Note that

Wit = Wiy = (Carp +AD ! |(Carp + ADWih = @ap¥o)|
_ o " |D; i _
Wirpa = Whiba— Y M(CM,Dj + A7 {(CM D+ AW — QM,DYD} :

Thus, we have

_t
WM DX~ W DA

—V_Vfwlp s~ (Cup+ AT [(CM,’D + )\I)V_VRZD 5 — (I)M,D}_’D}

—Wiipat Z |Dj (Cyp, + M) {(CM,D +ADW Dy — @M,DyD}

i
EER

[(CM D; + )\I) (CM,D + /\I)_l] [(CM,D + )\I)V_VRZ}D)\ — q)M,D}_’D:|

<
I
—

-
SI®

(O, p;, + A [Cup — Cup, ] (Crap + AL {(CM,D + AWy — ‘I)M,D)_’D}

<
Il
—

-
S

j— _til j—
b ’ J M b b
(CMD -‘r)\l) [CM’D CMD} [W D, WM’D/\]

<
Il
—_

i
5 SIS

) M )
(CMD +)\I) [CMD CM] [W D, WMD/\]

<
Il
—_

m D )
+ Z ||||(CM D, +AI)” [CM — CM,DJ ["_VM%,A W]

IINT 4N,

o
L

(34)
Note that
SarX] = Sar(Car + M) ~V2(Crr + M)V (Crrp, + M) 712
(Cr,p, + M) TV (Cur + ADY2(Crr + ATV [Corp — Cur] (Cor + M) T2 (35)
(Car + AL T2(Cas 4+ AT) (Wizh = Warp)
Note that || Sy (Cas + M) 7V2|| = ||(Car + M) ~Y2Cw (Cpr + M) ~Y/2||1/2 < 1, s0, we have
1SaRil, < Tirp, Quap H(CM +AL)TV2(Cy + AT (WMD A WMJM) H N CL)
Note that Cys = S}3;5Mm, so
Cm (V_VR}_%;’)\ - WM,D,/\) = SySu (V_VRZ}D,A - WM,D,A) S ( 1D fM,D,A) :
Substituting the above inequality into Eq. [36] we have
IS0, < Tirp, Qo H(CM +AD)TV285, (}ﬁm = fM,D,A) H
+ A0, Qo H(CM + )72 (V’Vﬁwlo A WM-,D,A) H

< T, Quip (kb — + VAW~ Warpal)
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the last inequality use the fact that ||(Car + A)7Y2S%,|| = [(Car + M)7YV20 (Cor +
AI)~1/2||1/2 < 1. Using the same process, we can obtain that

1935l < Tiym, Qaico, (I3 b = Fasoallo + VA by = Waspall)

Thus, we have

m

|D;|
I favro0 = Farpalle =S (Warpx = Wiy p 3 )llp < 27||5MNJ||/J+ 15031,

— |D;]
Z? jM'D QMD+JMD QM’D) (37)
(HfM’D A= Foalle + VAW D _WMyD,AH) :
According to[34] we know that
WAL DA — Wiypy = Z ||D|| (N] +N9)

D;
ﬁ(CM p, + A Cup — Cul Wi py — Wi )]

Wbllﬂs

m D B
Z ? (Cyvp; + A [Crr = Coapy ] (Wi oy — Warp ]

‘Pnﬂs
GE

| (CMD + )\I) (CM + )\I)(C]\/[ + )\I)_l [CM,D — CM] [V_VR;,ID,)\ - WM,’D,/\]

<
Il
—

+

-
SIS

| IL(Cw, p; + A)THC + M) (Cor + M) [Car = Coipy ] [v‘vﬁ\}ylp_’)\ — Wap-

Thus, one can obtain that

1

<
Il

m

IWarpx = Whipall <Y Tirp, (Larp + Laeo, ) IWhi by — Warpal,
j=1
where Ly p = ||(Cay + M) (Car — Cor,p)||. From Proposition@, we know that £y p = Qurp.

Thus, we have
[Warpa — Wirpall < z (Qup + Qup,) Wiy by — Waroal- (3%)
Combining 37)and [38] we have

| far,pon — flt\/I,D,)\”P + VA |Warps — Wil

Z ||D| .71%47@@1»1,73 + jA24,Dj Om,p;) (”fMD x— Sl + \F”Wgwlb A WM,DA”)
Z ||D jMD (Qum,p + Qumip,) \FHWR/DA WD

m D B
Z? 2710, Qm,p, + 2031, Qn,p;) (H MDA fM,D,A”p"_\fHWs\/[}D)\ WMDAH)
t

Z ||D| JMD Qup+ jM’D Qum,p; (”fl(\)/I,D,)\ - + \F)‘”W?\LD,A - WM,D,A”) ;

Wthh prove the result. ]
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E.2 APPENDIX: PROOF OF THEOREM [@]

Proof of Theorem|[6] Substituting Propositions[d} [5] [7] [8]and Lemma ] into Proposition 0} we have

HJF]OVI,’D,/\ = fmpalle + ﬁ\|‘7"%,,\ -

=0 Z ||D]|| (Qu,p + Qui,p,) (Rt + Knio + | farn — follp)

" |D;|
=0 2_27 (Qup, + Qup,) (Yarp; x + [[farx — Fall + 1ix = Follp)

Combining the above inequality and Proposition @I, and note that Qyp < Q,p,, We can obtain
that

||JF5/1,D,,\ - fM,D,/\Hp
t

<0 Z ||D| M, D; Z ||D QMD T]VLD]'J\_"||fM,>\_f)\||+||f/\_fp||p)

Note that
1firpn = Follo = 1 f3ep 0 = Faepx + fauron = fax + farx = fa+ fa = Follo 39
<|firon = Fvoally + [ fups — + L faex = fllp + 1L = fllp-
Thus, by Lemmas 2] 3] one can see that if
N2r—1()\> B
M >Q <(/\2r1> Noo(N)?72" vNoo()\)) )
we have
||J?Jt\J,D,>\ - fp”p
1
=0 Z |D| Qum,p; Z ||D| Qu.p; (Tarp;a+ A7) | + Tarpoalog 5T
1
From , by setting |D1| = ... = |Dpl, (|D]” 27+7), we know that
oz, =0 (VDI 5 Dl 57),
Quip, = O (mlD| 555" 1 (D],
TM,D,)\ — ( 27‘+'y + |D‘ 47‘+2'y > .
)(t41) ~ v
Thus, when m < Q (\D| aGe ), we have || fi; p\ — foll, = O (\DFW), which proves
the result. O

F APPENDIX: PROOF OF THEOREMS (1], [2], 3]

Proof. From (Smale & Zhou, [2007; Caponnetto & Vito, 2007), if » = 1/2, then f, € H . Thus, in
this case, fHK exists and £(f3,.) = £(f,). Note that Assumption [I]is always satisfied for y = 1
and ¢ = 72. So, using Theoremsl Iand|§|w1th r=1/2,y=1andc =12 Theoreml l andI
can be proved
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