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ABSTRACT

Binary neural networks have become a promising research topic due to their fast
inference speed and low energy consumption advantages. However, most exist-
ing works focus on binary convolutional neural networks, while less attention has
been paid to binary graph neural networks. A common drawback of existing works
on binary graph neural networks is that they still include lots of inefficient full-
precision operations and hence are not efficient enough. In this paper, we propose
a novel method, called full-precision free binary graph neural networks (FFBGN),
to avoid full-precision operations for binarizing graph neural networks. To address
the challenges introduced by re-quantization which is a necessary procedure for
avoiding full-precision operations, in FFBGN we first study the impact of different
computation orders to find an effective computation order and then introduce mix-
ture of experts to increase the model capacity. Experiments on three large-scale
datasets show that performing re-quantization in different computation orders sig-
nificantly impacts the performance of binary graph neural network models, and
FFBGN can outperform other baselines to achieve state-of-the-art performance.

1 INTRODUCTION

Graphs widely exist in real applications, such as traffic networks, social networks, brain networks,
knowledge graphs, and molecular graphs. Complex relationships between objects are usually de-
scribed by edges in graphs. With rich information contained in edges, effectively modeling and
mining graph data can boost the performance of existing machine learning algorithms. Recently,
graph neural networks (GNNs) (Gori et al., 2005; Bruna et al., 2014) have emerged as one of the
most successful and popular graph learning algorithms because of their powerful ability in modeling
graph data.

Although GNNs have been successfully applied in various domains (Kipf & Welling, 2017; Hamil-
ton et al., 2017; Torng & Altman, 2019; Li & Zhu, 2021; Monti et al., 2017), they typically adopt
full-precision models to achieve good performance. Full-precision models do not fulfill the spe-
cific purposes in some application scenarios. For example, in the interactive setting of recommender
systems, intelligent customer service may demand fast inference speed for decisions. Algorithms in-
tegrated in Apps may require low energy consumption on mobile phones. International corporations
may have a goal of carbon neutral to achieve. Since binary operations can enjoy hardware support
(e.g., xnor and popcount operations), binary neural networks (BNNs) (Courbariaux et al., 2015;
Hubara et al., 2016; Martinez et al., 2020) provide a feasible approach for efficiency by converting
multiplication of full-precision matrices into multiplication of binary matrices.

Unfortunately, most existing works of BNNs focus on binary convolutional neural net-
works (CNNs) (LeCun et al., 1989; Krizhevsky et al., 2012), while only a few works (Wang
et al., 2021b; Bahri et al., 2021; Wang et al., 2021a) pay attention to binary GNNs. Specifically,
Bi-GCN (Wang et al., 2021b) and Bi-GNN (Bahri et al., 2021) adopt XNOR-Net and its vari-
ants (Rastegari et al., 2016; Bulat & Tzimiropoulos, 2019) to binarize the multiplication between
feature matrix and weight matrix at each layer. In the absence of quantization of the normalized
adjacency matrix (A ∈ RN×N , N is the number of nodes), multiplication with A is still performed
in full-precision mode. BGN (Wang et al., 2021a) first binarizes the multiplication between feature
matrix and weight matrix at each layer and then convert the multiplication between A and a full-
precision matrix into addition operations by quantizing the values of A to {+1, 0,−1}. However,
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the multiplication with A is essentially performed in full-precision mode. Moreover, quantizing
the values of A to {+1, 0,−1} not only violates both the similarity assumption and also drops the
important interaction weights between nodes, which are essential guarantees for good performance
of GNN models (Defferrard et al., 2016; Kipf & Welling, 2017)). We can find that existing works on
binary GNNs only study the binarization of the multiplication of two matrices. Consequently, they
still include lots of inefficient full-precision operations and hence are not efficient enough.

Since each graph convolution layer involves the multiplication of three matrices, re-quantization
is a necessary procedure if we want to avoid full-precision operations in the binarization of graph
convolution layer. Here, re-quantization means that we need to further quantize the result of the
multiplication of any two matrices before multiplying with the third matrix. The challenges posed
by re-quantization are mainly twofold. First, re-quantization in different computation orders yield
different results and, as a result, different performance. Second, model capacity is further reduced,
leading to a further decrease in model accuracy. How to address the challenges introduced by re-
quantization remains unexplored.

In this paper, we propose a novel method, called full-precision free binary graph neural
networks (FFBGN) 1, to construct effective and efficient binary graph neural networks. The contri-
butions of this paper are outlined as follows:

• We are the first to identify and investigate the new problem, namely re-quantization, which
is a necessary procedure for avoiding full-precision operations in binary graph neural net-
works.

• We conduct an extensive experimental analysis of computation orders in re-quantization
and identify that computation orders have a significant impact on the performance of binary
models.

• We introduce mixture of experts (MoE) (Jacobs et al., 1991; Yüksel et al., 2012) into
FFBGN to increase the capacity of binary graph neural networks, and hence increase the
model accuracy.

• Experiments on three large-scale datasets show that FFBGN can outperform other baselines
to achieve state-of-the-art performance.

2 NOTATIONS AND PRELIMINARIES

In this section, we first introduce notations, and then briefly review preliminaries of graph neural
networks, binary neural networks, and mixture of experts.

2.1 NOTATIONS

We use boldface uppercase letters, such as C, to denote matrices and use boldface lowercase letters,
such as c, to denote vectors. The ith row and the jth column of a matrix C are denoted as Ci∗ and
C∗j , respectively. Cij denotes the element at the ith row and the jth column in C. ‖C‖F denotes
the Frobenius norm of C. ‖C‖0 denotes the number of non-zero entries in C. We use S(·) to denote
a sign function and use Q(·) to denote a low-bit quantization function.

We use A ∈ RN×N to denote the normalized weight matrix of a graph G, where N denotes the
number of nodes. Aij = 0 denotes no edge between node i and node j, otherwise there is an edge
between them. We use X ∈ RN×u to denote the node feature matrix, where u denotes the dimension
of node feature. We use L to denote the layer number of GNNs.

2.2 GRAPH NEURAL NETWORKS

Graph neural networks (GNNs) are developed for the representation learning of nodes and graphs,
with the goal that the learned representation can capture the complex relationships contained in

1Full-precision free means that no full-precision operations exist in the matrix multiplication of the graph
convolution operation. Please note that the whole model still has few full-precision operations related to the
scaling factors, which can almostly be omitted compared with other operations.

2



Under review as a conference paper at ICLR 2022

graphs. While lots of advanced GNN models (Kipf & Welling, 2017; Hamilton et al., 2017; Velick-
ovic et al., 2018) have been proposed, most of them are developed based on the message passing
framework (Gilmer et al., 2017). In brief, GNNs mainly consist of two kind of operations, message
passing and message updating. We take the model in (Hamilton et al., 2017) as an example for
introduction:

H(`) = f(AH(`−1)W(`)
g + H(`−1)W(`)

s ), (1)

where H(0) = X, f(·) denotes the activation function, W
(`)
g and W

(`)
s ∈ Rr×r are learnable

parameters. The first term of the right-hand side, which refers to a graph convolution operation,
ensures that the structure information of graph G can be encoded in H(`), while the second term of
the right-hand side balances information between neighbors and center nodes. A can be obtained by
preprocessing the original adjacency matrix of G, or it can be obtained via a parameterized function.
For example, in the attention-based GNN models (Velickovic et al., 2018; Shi et al., 2021), A is
calculated via a parameterized function of the node representation at each layer.

2.3 BINARY NEURAL NETWORKS

With increased deep learning applications in various domains, it is urgent to construct efficient deep
learning models. BNNs are developed to construct efficient deep learning models with fast inference
speed, low energy consumption, and low storage overhead. The concerns of BNNs mainly include
how to perform binarization (Courbariaux et al., 2015; Hubara et al., 2016; Rastegari et al., 2016;
Bulat & Tzimiropoulos, 2019) and how to train binary models (Bengio et al., 2013; Gong et al., 2019;
Martinez et al., 2020). We take one of the representative methods, namely XNOR-Net++ (Bulat &
Tzimiropoulos, 2019), to illustrate how to perform binarization.

XW ≈ (S(X) · S(W))�α,

where X is a feature matrix, W is a learnable weight matrix. � denotes element-wise multiplication.
α is a learnable scaling factor. Since the gradient of S(·) is almost zero everywhere, approximation
like straight through estimator (STE) (Bengio et al., 2013) is used to approximate the gradient of the
full-precision variable with that of quantized variable. Details are as follows.

∂L
∂W

≈

{
∂L

∂S(W) , if −1 < W < 1

0, otherwise

where L denotes the loss of models. BNNs can effectively learn model parameters with approxima-
tion techniques for estimating gradients.

2.4 MIXTURE OF EXPERTS

Big data and large models are a dominant trend of machine learning research. However, naively
increasing the number of parameters (e.g., increasing the depth and the width of models) poses great
challenges to training and experimental equipment. Instead, mixture of experts (MoE) models (Ja-
cobs et al., 1991; Yüksel et al., 2012; Gross et al., 2017; Shazeer et al., 2017; Roller et al., 2021;
Fedus et al., 2021; Lewis et al., 2021; Bulat et al., 2021) are developed to increase the model capac-
ity without largely increasing computation cost. Specifically, different inputs will activate different
parameters (expert modules) via a routing strategy. Let x denote the input, fg(·) denote a gating
function, and fke (·) denote the kth expert module. Then the MoE unit is formulated as follows:

xo =

K∑
k=1

fg(x)kf
k
e (x),

whereK denotes the number of expert modules, fg(x)k denotes the kth element of fg(x). By intro-
ducing K expert modules, the model capacity is correspondingly increased by a factor of K, which
facilitates the absorption of information from big data. Generally, outputs of fg(·) are sparse. The
increased computation overhead mainly depends on the sparsity of fg(·) and the cost in computing
fg(·).
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Figure 1: A visual illustration of re-quantization process. H(`−1) denotes the feature matrix of
the `th layer. ‘Aggregation’ denotes the operation of aggregating message from neighbors for each
center node. ‘BLP’ denotes an operation of binary linear projection. (a) ‘B1’ denotes the process
defined in (2). (b) ‘B2’ denotes the process defined in (3).

3 FFBGN

In this section, we present the details of our FFBGN. First, we present the challenges posed by
re-quantization. Second, we present the techniques to solve the challenges in FFBGN.

3.1 CHALLENGES OF RE-QUANTIZATION

To formulate the binarization of GNNs, we take the GNN model defined in (1) as an example. The
first step is to binarize the matrices involved in forward propagation in each graph convolution layer.
The second step is to perform binary matrix multiplication.

Re-Quantization Different from existing BNNs which only need to binarize the multiplication
of two matrices, operations AH(`−1)W

(`)
g in (1) involve binarization of the multiplication of three

binary matrices, which means H(`−1)W
(`)
g or AH(`−1) need to be further binarized (re-quantized)

before multiplying with the third matrix. Obviously, there are two different computation orders for
re-quantization. We adopt a similar framework as that in XNOR-Net++ (Bulat & Tzimiropoulos,
2019) to formulate the process.

H(`) = f

(
S
(
Q(A)S(H(`−1))

)
S(W(`)

g )�αg + S(H(`−1))S(W(`)
s )�αs

)
(2)

H(`) = f

(
Q(A)S

(
S(H(`−1))S(W(`)

g )
)
�αg + S(H(`−1))S(W(`)

s )�αs

)
, (3)

where αg, αs ∈ R1×r are learnable scaling factors. Equation (2) indicates that AH(`−1) is calcu-
lated first, while Equation (3) indicates that H(`−1)W

(`)
g is calculated first. As we have explained

in Section 1, quantizing the values of A to {+1, 0,−1} is unreasonable and leads to poor perfor-
mance. Instead, we quantize the values of A to 4 bits of precision. Specifically, we replace S(A)
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Figure 2: A visual illustration of FFBGN. ‘MoE’ denotes the operation defined in (7). fg(·) sum-
marizes Equation (4) and Equation (5).

with Q(A), which is a uniform quantizer defined in (Esser et al., 2020). Formally, Q(A) is defined
as follows:

Q(A) = bClip(A/s, 0, 24 − 1)e · s,

where s is a learnable step size, b·e is a rounding operation. Clip(·, 0, 24− 1) is a function that clips
the input variable to the range [0, 24−1]. A visual illustration of re-quantization process is presented
in Figure 1.

Challenges It is easy to verify that Equation (2) and Equation (3) give different results and may
lead to different performance. Hence, one challenge is to answer the question whether there exists
an optimal computation order that performs consistently better than the other computation order
on various tasks. Furthermore, it is known that binary operations will largely reduce the effective
capacity of a model and further lead to a decrease in model performance. Because re-quantization
will further reduce the model capacity, another challenge is to answer the question how to effectively
increase the model capacity of binary GNN models after re-quantization.

3.2 TECHNIQUES FOR SOLVING THE CHALLENGES

We explore solutions for the challenges introduced in re-quantization. First, we present the conclu-
sions about the impact of different computation orders. Then, we introduce mixture of experts to
increase the capacity of binary GNN models. The main idea is to replace the binary linear layer with
multiple binary linear layers and only activate one for each input via a routing function. A visual
illustration of FFBGN is presented in Figure 2.

Impact of Computation Orders We perform extensive experiments to study the impact of com-
putation orders. According to our experimental results which will be presented in Section 4, we
can draw two conclusions about the impact of computation orders. First, computation orders have
a significant impact on the performance of binary GNN models. Second, computation order de-
fined in (2) is superior to computation order defined in (3) in most cases. Hence, FFBGN adopts
computation order defined in (2).
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Mixture of Experts Similar to (Shazeer et al., 2017), we extend W
(`)
g or W

(`)
s to a set of expert

modules. Let Z(`) = Q(A)S(H(`−1)). Expert modules for W
(`)
g are formulated as follows. For

node i, we have:

(p
(`)
i )> = Softmax(S(Z(`)

i∗ )S(Θ
(`)
g )), (4)

q
(`)
i,j =

{
1, if j = argmax(p

(`)
i )

0, otherwise
(5)

Z
(`)
o,i∗ =

K∑
k=1

q
(`)
i,k · S(Z

(`)
i∗ )S(W

(`)
g,k), (6)

Z(`)
o = MoE(Z(`);W(`)

g ,Θ(`)
g ), (7)

whereW(`)
g = {W(`)

g,k ∈ Rr×r}Kk=1 and Θ
(`)
g ∈ Rr×K are learnable parameters, K is the number

of experts. MoE(·) is a function summarizing the forward process of mixture of experts. The gating
function defined in (4) and (5) is also binary, where matrix multiplication is implemented by binary
operations. Since K � r, computation cost introduced by gating function is negligible. Similar to
S(·), we use STE to estimate the gradient of p

(`)
i . Then an FFBGN layer is defined as follows:

H(`) = f

(
MoE

(
Q(A)S(H(`−1));W(`)

g ,Θ(`)
g

)
+MoE

(
S(H(`−1));W(`)

s ,Θ(`)
s

))
. (8)

3.3 OBJECTIVE FUNCTION

LetW = {W(`)
g,1, · · · ,W

(`)
g,K}L`=1∪{W

(`)
s,1, · · · ,W

(`)
s,K}L`=1∪{Θ

(`)
g ,Θ

(`)
s }L`=1 denote the learnable

parameters in Equation (4)-Equation (7). Ŷ = H(L) denotes the output of FFBGN. For multi-class
classification, f(·) is the softmax function, while it is a sigmoid function for multi-label classifica-
tion. The objective function for FFBGN is formulated as follows:

min
W

∑
i∈Vtr

∑
c

−Yic log Ŷic + λ/2 ·
∑

W∈W

‖W‖2F ,

where λ is a hyper-parameter for the Frobenius norm regularization ofW . Vtr denotes the training
set.

3.4 COMPLEXITY ANALYSIS OF OPERATIONS

This subsection compares the number of binary operations (BOPs) and floating operations (FLOPs)
of different methods in the forward process. The comparison is mainly based on the GNN model
defined in (1). The results are summarized in Table 1, from which we can draw the following
conclusions. First, the sums of BOPs and FLOPs for different methods are approximately equal.
Second, since NK is much less than ‖A‖0 and ‖A‖0 · r is much larger than Nr, we can observe
that FFBGN has much fewer FLOPs than other methods 2. In sum, FFBGN converts most of the
inefficient FLOPs into BOPs. Consequently, FFBGN is more efficient than other methods.

Table 1: Complexity analysis of operations. Numbers in column ‘BOPs’ represent the numbers of
binary operations. Numbers in column ‘FLOPs’ indicate the numbers of floating operations. The
analysis is mainly based on the GNN model defined in (1), and we only show the complexity of
layer `.

Method BOPs FLOPs
Bi-GNN (Bahri et al., 2021) O

(
2Nr2) O(2‖A‖0 · r + 3Nr)

BGN (Wang et al., 2021a) O
(
2Nr2) O(‖A‖0 · r + 3Nr)

FFBGN (ours) O
(
2Nr2 + 4‖A‖0 · r +NrK) O(3Nr +NK)

2No FLOPs exist in the matrix multiplication of the graph convolution operation.
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4 EXPERIMENTS

In this section, we perform experiments to verify the effectiveness of FFBGN on three node classifi-
cation datasets, namely ogbn-products, ogbn-papers100M, and ogbn-proteins3 (Hu et al., 2020). The
statistics of datasets are summarized in Table 2. FFBGN is implemented with Pytorch-Geometric
Library (Fey & Lenssen, 2019). All experiments are run on an NVIDIA TitanXP GPU server with
48 GB graphics memory.

Table 2: Statistics of datasets.

Datasets ogbn-products ogbn-papers100M ogbn-proteins

#Nodes 2,449,029 111,059,956 132,534
#Edges 61,859,140 1,615,685,872 39,561,252
Features/Node 100 128 8
#Classes 47 172 112
#Training Nodes 196,615 1,207,179 86,619
#Validation Nodes 39,323 125,265 21,236
#Test Nodes 2,213,091 214,338 24,679
Task Type Multi-class Multi-class Multi-label
Metric Accuracy Accuracy ROC-AUC

4.1 BASELINES AND SETTINGS

To verify the universality of FFBGN, we binarize three base GNN models, namely SAGE (Hamilton
et al., 2017), PNA (Corso et al., 2020), and UniMP (Shi et al., 2021). Due to the large size of
the datasets, we adopt BNS (Yao & Li, 2021) to speed up training. Furthermore, we also apply
GraphNorm (Cai et al., 2021) to normalize the hidden representation for accelerating the training
process.

Although none of the existing works have investigated the problem of re-quantization and conse-
quently include inefficient full-precision operations, we can still demonstrate the effectiveness of
FFBGN by comparing FFBGN with some of them. We mainly compare FFBGN with two state-
of-the-art baselines, namely BGN (Wang et al., 2021a) and Bi-GNN (Bahri et al., 2021). For a fair
comparison, implementations of all methods, including FFBGN, only differ in the binarization pro-
cess. To analyze the effectiveness of different binarization strategies, additional training strategies
in Bi-GNN (Bahri et al., 2021), like knowledge distillation and multi-stage training, are not adopted
in our experiments.

The maximum epoch T , probability of dropout p, mini-batch size b, and other hyper-parameters r,
L and λ are independent of binarization methods, and hence they are set to be the same for different
binarization methods on one specific dataset. Concretely, for ogbn-products, r = 128, L = 5,
p = 0.1, T = 200, λ = 5 × 10−6 and b = 16 × 1024. For ogbn-papers100M, r = 128, L = 3,
p = 0.1, T = 200, λ = 5× 10−7 and b = 16× 1024. For ogbn-proteins, r = 128, L = 5, p = 0.0,
T = 1000, λ = 0.0 and b = 16× 1024. For full-precision UniMP model, number of heads nh = 4,
p = 0.3 for ogbn-products, p = 0.1 for ogbn-papers100M and p = 0.2 for ogbn-proteins. The
number of experts K is selected from {2, 4, 8, 16} via validation sets. We use Adam (Kingma &
Ba, 2015) for optimization and learning rate η is set to 0.01. For each setting, the mean results of 10
runs with different initialization each time are reported.

4.2 RESULTS

Effect of Computation Orders Let ‘B1’ denote the computation order defined in (2), and ‘B2’ de-
note the computation order defined in (3). To compare ‘B1’ and ‘B2’, we conduct experiments with
the base binary GNN models. The results are summarized in Table 3. We can draw the following
conclusions from Table 3. First, computation orders have a significant impact on the performance of

3https://ogb.stanford.edu/docs/nodeprop/
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Table 3: Impact of computation orders. ‘FP’ denotes the full-precision models. ‘B1’ denotes the
binary models performing forward propagation with the computation order defined in (2). ‘B2’ de-
notes the binary models performing forward propagation with the computation order defined in (3).

Methods Accuracy (%) ↑ or ROC-AUC (%) ↑
ogbn-products ogbn-papers100M ogbn-proteins

SAGE (FP) 80.91 ± 0.18 65.25 ± 0.05 80.12 ± 0.26
SAGE-B2 72.16 ± 0.16 57.93 ± 0.20 76.48 ± 0.31
SAGE-B1 77.47 ± 0.21 60.36 ± 0.19 77.04 ± 0.32

PNA (FP) 80.36 ± 0.32 65.14 ± 0.03 80.29 ± 0.23
PNA-B2 74.04 ± 0.15 58.79 ± 0.12 76.48 ± 0.31
PNA-B1 76.66 ± 0.18 60.57 ± 0.08 77.04 ± 0.38

UniMP (FP) 82.43 ± 0.18 65.56 ± 0.11 80.80 ± 0.19
UniMP-B2 74.85 ± 0.38 60.23 ± 0.20 78.53 ± 0.30
UniMP-B1 79.34 ± 0.13 61.04 ± 0.24 78.54 ± 0.38

Table 4: Comparison with baselines.

Methods Accuracy (%) ↑ or ROC-AUC (%) ↑
ogbn-products ogbn-papers100M ogbn-proteins

SAGE (FP) 80.91 ± 0.18 65.25 ± 0.05 80.12 ± 0.26
BGN 76.21 ± 0.70 61.07 ± 0.25 75.88 ± 0.39
Bi-GNN 78.59 ± 0.47 61.23 ± 0.21 77.21 ± 0.41
FFBGN (ours) 78.86 ± 0.22 61.86 ± 0.09 77.05 ± 0.30

PNA (FP) 80.36 ± 0.32 65.14 ± 0.03 80.29 ± 0.23
BGN 73.05 ± 0.31 59.79 ± 0.22 76.07 ± 0.24
Bi-GNN 77.26 ± 0.35 62.66 ± 0.09 77.84 ± 0.24
FFBGN (ours) 78.43 ± 0.23 62.12 ± 0.17 77.11 ± 0.40

UniMP (FP) 82.43 ± 0.18 65.56 ± 0.11 80.80 ± 0.19
BGN 75.08 ± 0.44 62.84 ± 0.10 72.91 ± 0.45
Bi-GNN 79.39 ± 0.20 62.50 ± 0.21 78.05 ± 0.19
FFBGN (ours) 79.90 ± 0.14 62.78 ± 0.05 78.97 ± 0.20

binary GNN models. Second, computation order ‘B1’ is superior to computation order ‘B2’ in most
cases. Hence, it is better to binarize GNN models with computation order ‘B1’.

Comparison with Baselines We compare our FFBGN with BGN (Wang et al., 2021a) and
Bi-GNN (Bahri et al., 2021). Results are summarized in Table 4. We can draw the following conclu-
sions. First, BGN performs worse than other methods in most cases, and the gaps are relatively large.
This means that although BGN can avoid the re-quantization problem by quantizing the values of A
to {+1, 0,−1}, it leads to worse performance. Moreover, compared to FFBGN, there still exist in-
efficient full-precision operations in BGN. Second, FFBGN can achieve comparable performance to
Bi-GNN in all cases. This means that FFBGN can effectively increase the capacity of binary GNN
models and somewhat alleviates the problem of reduced model capacity caused by re-quantization.
Considering there exist lots of inefficient full-precision operations in BGN and Bi-GNN, the above
results demonstrate the effectiveness of our proposed techniques in FFBGN.

Effect of the Number of Experts We perform experiments to analyze the effect of the number of
experts. The results are summarized in Figure 3. We can see that the performance of binary GNN
models improves in general as K increases in the range [2, 16]. The results show that mixture of
experts can effectively increase the capacity of binary GNN models.
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Figure 3: Effect of the number of experts K. SAGE, PNA and UniMP are three base models for
binarization.

5 CONCLUSION

In this paper, we propose a novel method, called FFBGN, to avoid full-precision operations for
binarizing graph neural networks. To the best of our knowledge, we are the first to identify and
investigate the new problem, namely re-quantization, which is a necessary procedure for avoiding
full-precision operations. Experiments on real datasets demonstrate the effectiveness of FFBGN.
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neighbourhood aggregation for graph nets. In Advances in Neural Information Processing Sys-
tems, 2020.

Matthieu Courbariaux, Yoshua Bengio, and Jean-Pierre David. BinaryConnect: training deep neural
networks with binary weights during propagations. In Advances in Neural Information Processing
Systems, 2015.
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