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Abstract

Warning: This paper contains content that may001
be offensive or disturbing, but this is unavoid-002
able due to the nature of the work.003

Mental-health stigma remains a pervasive so-004
cial problem that hampers treatment-seeking005
and recovery. Existing resources for training006
neural models to finely classify such stigma007
are limited, relying primarily on social-media008
or synthetic data without theoretical underpin-009
nings. To remedy this gap, we present an010
expert-annotated, theory-informed corpus of011
human-chatbot interviews, comprising 4,141012
snippets from 684 participants with docu-013
mented socio-cultural backgrounds. Our exper-014
iments benchmark state-of-the-art neural mod-015
els and empirically unpack the challenges of016
stigma detection. This dataset can facilitate017
research on computationally detecting, neutral-018
izing, and counteracting mental-health stigma.019

1 Introduction020

Mental illnesses profoundly shape the lives of hun-021

dreds of millions globally (Kessler et al., 1994).022

Yet those experiencing mental-health challenges023

often face a devastating double burden - not just024

their symptoms, but also pervasive stigma that025

leads to social isolation, workplace discrimination,026

and delayed treatment-seeking (Érica de Toledo027

Piza Peluso and Blay, 2009). Mental-health028

stigma, as originally defined by Goffman, includes029

regarding mental illness as divergent from what030

society considers correct and normal, and men-031

tally ill individuals as devalued and tainted (Goff-032

man, 1964). Social scientists have traditionally033

often qualitatively collected and coded texts from034

interviews that provide insider views to understand035

mental-health stigma, yet the considerable time,036

manual effort, and expertise required (Leeson et al.,037

2019; Saldana, 2016) limit their breadth, fertility,038

and scalability.039

If  you were in the process of  selecting a tenant 
for your home, would you feel comfortable 
entrusting it to someone like Avery?

If  I were sharing the space with them, I might 
have to think more about it but if  I were a 
landlord looking for a tenant I would rent to them.

I hear your perspective on renting to Avery! Why 
would you feel comfortable having them as a 
tenant specifically?

Many people experience mental illness. Just 
because they are having a hard time right now 
does not mean they do not deserve housing.

Stigmatizing 
(Responsibility)

Stigmatizing 
(Social Distance)

Non-stigmatizing…

P139

Is the participant being 
interviewed stigmatized?

No.

Figure 1: A sample interview snippet from our corpus
where LLMs (here GPT-4o) fail to identify the underly-
ing stigma, with the participant’s response categorized
as Stigmatizing (Social Distance). The stigmatizing text
recognized by human annotators is highlighted in red.

Hence, the pressing need for keystone dataset to 040

train neural models capable of automatically unrav- 041

eling and disentangling stigma (Giorgi et al., 2024a; 042

Demszky et al., 2023) has grown increasingly ap- 043

parent, especially driven by the proliferation of 044

digital mental-health discourse (Garg et al., 2022) 045

and therapeutic conversational agents (Mishra et al., 046

2023). However, unlike the growing body of re- 047

search on general hate speech and offensive lan- 048

guage targeting certain races and genders (Vidgen 049

et al., 2021; ElSherief et al., 2021; Hartvigsen et al., 050

2022; Cho and Moon, 2021) (Table 1), publicly 051

available corpus specifically designed to under- 052

stand mental-health stigma (Choey, 2023) remain 053

scarce in the NLP community. More worryingly, 054

these limited resources suffer from two critical lim- 055

itations that presumably leave even state-of-the-art 056

large language models (LLMs) not well-positioned 057

to detect stigma effectively (Figure 1). 058
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Language Resource Source Size Annotation Research Scope Public Theory- Socio-
Scheme Grounded cultural

ElSherief et al. (2021) Twitter 22,584 Multi-Label Hate Speech ✓ ✓

Vidgen et al. (2021) RoBERTa 41,255 Multi-Label Hate Speech ✓

Hartvigsen et al. (2022) GPT-3 274,186 Binary Hate Speech ✓

Baheti et al. (2021) Reddit 2,000 Binary Offensive Language ✓

Cignarella et al. (2024) Facebook 2,888 Binary Social Stereotypes ✓

Breitfeller et al. (2019) Tumblr 2,934 Multi-Label Microaggression ✓ ✓

Straton et al. (2020) Facebook 2,761 Multi-Label Vaccine Stigma ✓

Roesler et al. (2024) Reddit 2,214 Multi-Label Substance Use Stigma1 ✓

Choey (2023) ChatGPT 9,700 Multi-Label Mental-Health Stigma ✓

MHSTIGMAINTERVIEW (ours) Interview 4,141 Multi-Label Mental-Health Stigma ✓ ✓ ✓

Table 1: Summary and comparison of our corpus with existing datasets on problematic language and mental-health
stigma. Annotation Scheme indicates whether a dataset uses binary or multi-class labeling. Theory-Grounded shows
if the annotations draw from sociological and/or psychological theories. Socio-cultural indicates whether a dataset
records the socio-cultural background of its data contributors/sources. Ours is the first interview-based corpus for
mental-health stigma.

First, current corpora are almost exclusively059

sourced from social-media platforms (Jilka et al.,060

2022; Straton et al., 2020), where discourse tends061

to be polarized and inflammatory (Moriceau et al.,062

2022a; Boyd and Crawford, 2012), or from syn-063

thetic data (Choey, 2023). Interview data ana-064

lyzed by social scientists, on the other hand, are065

renowned for interpersonal, conversational con-066

text and rich human narratives, their capacity to067

elicit self-disclosure and deep reflection (Jenlink068

and Banathy, 2005; Ho et al., 2018), as well as069

being rife with psychological constructs, percep-070

tions, and valuable information about how social071

problems are negotiated, unfolded, and perpetuated072

(Liggins and Hatcher, 2005; Lyons and Ziviani,073

1995). Such a mismatch between computational074

and social-science data sources puts neural clas-075

sifiers at risk of over-fitting to certain lexical and076

linguistic markers, such as swear words and Inter-077

net buzzwords (Harrigian et al., 2020).078

Another potential drawback - particularly criti-079

cal given that socio-cultural factors are deeply as-080

sociated and intertwined with mental-health stigma081

(Krendl and Pescosolido, 2020) - is that, unlike082

interview participants whose demographic back-083

grounds can be systematically documented, the084

texts from social media and synthetic corpora085

largely come with little to no information about086

who created them and the social and cultural con-087

texts of those creators (Ruths and Pfeffer, 2014).088

1Substance use disorder is classified as a mental illness in
DSM-5 (Association, 2013). We follow Corrigan et al. (2003)
in using the term mental-health stigma.

Second, integration with psychological and so- 089

ciological theories of mental-health stigma in exist- 090

ing datasets ranges from simplistic (Roesler et al., 091

2024) to nonexistent. Such social models and con- 092

ceptual frameworks are essential for an empiri- 093

cal, fine-grained understanding of stigmatizing lan- 094

guage (Bonikowski and Nelson, 2022; Hovy and 095

Yang, 2021; Blodgett et al., 2020). Their absence 096

has led to computational methods that are largely 097

confined to binary classification (Jilka et al., 2022; 098

Lee and Kyung, 2022) and are unlikely to capture 099

the full spectrum of psycholinguistic nuances of 100

stigmatization - from the casual appropriation of 101

diagnostic terms (Moriceau et al., 2022b) to eu- 102

phemisms (Magu and Luo, 2018) and microaggres- 103

sions (Breitfeller et al., 2019). 104

Motivated by these two critical gaps and in- 105

formed by prior work on chatbots’ capacity to 106

conduct interviews (Lee et al., 2023, 2020), we 107

introduce a new corpus of interviews collected by 108

chatbots and annotated using a protocol guided by 109

the attribution model (Corrigan et al., 2003) - a 110

widely-adopted theoretical framework for decon- 111

structing mental-health stigma. This rich corpus 112

adds value to the NLP community in three ways: 1) 113

to the best of our knowledge, it represents the first 114

large-scale, open-source mental-health stigma inter- 115

view dataset, comprising 4,141 transcript snippets 116

from 684 human participants; 2) it captures real- 117

world interactions with clear socio-cultural repre- 118

sentation and rich contextual information, thereby 119

contributing fresh linguistic resources for under- 120

standing stigmatizing language; and 3) it features 121
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expert-led, theoretically-grounded labels that help122

equip neural models with the ability to identify fine-123

grained drivers of stigmatization. Finally, we fine-124

tune classifiers like RoBERTa (Liu et al., 2019b)125

and prompt LLMs such as Llama (Dubey et al.,126

2024) and GPT-4o for stigma detection, providing127

both useful benchmarks and empirical insights to128

sustain future research.129

2 Background and Related Work130

Problematic language and social bias have long131

been central concerns in NLP research (Schmidt132

and Wiegand, 2017; Röttger et al., 2021). From133

offensive and abusive language laced with profan-134

ity (Sanguinetti et al., 2018) to toxic and deroga-135

tory hate speech that disparages people based on136

their protected characteristics and social identities137

(Vargas et al., 2022), to outright hostile rhetoric138

and trolling (Lee et al., 2022) that fuels online ha-139

rassment (Liu et al., 2019a), to seemingly mild140

but harmful comments that breed disrespect (Lu141

et al., 2023), researchers have examined how to142

classify and mitigate it (Korre et al., 2024)2. Sev-143

eral influential benchmarks and language resources,144

summarized in Table 1, tremendously help detect145

and identify these harmful languages: for exam-146

ple, ElSherief et al. (2021) tackles white grievance,147

incitement to violence, expressions of perceived148

inferiority, and so on; Vidgen et al. (2021) exam-149

ines dehumanizing language, threats, and displays150

of animosity; and Breitfeller et al. (2019) explores151

microaggressions against certain genders, religions,152

and ages in everyday discourse.153

Yet, we consider that these carefully curated and154

compiled resources are not sufficient to automat-155

ically decipher mental-health stigma. One obsta-156

cle is that these corpora not only lack coverage of157

people with mental illness as a target population158

(Yu et al., 2024), but more fundamentally, mental-159

health stigma is uniquely operationalized through160

cognitive judgments of personal flaws that drive161

negative emotions and behavioral intentions (Corri-162

gan, 2000) - requiring the capture of both linguistic163

markers and underlying attributional chains (Cor-164

rigan et al., 2003). Given this complexity, it is165

concerning that the sole open-source corpus in this166

space (Choey, 2023), shown in Table 1, presum-167

ably suffers from homogeneous psycholinguistic168

patterns (Patton et al., 2020; Boyd and Crawford,169

2See Appendix A for a discussion of the definitions of
these harmful language categories.

2012), with limited awareness of socio-cultural fac- 170

tors (Krendl and Pescosolido, 2020; Ruths and Pfef- 171

fer, 2014) and potentially questionable theoretical 172

grounding (Hovy and Yang, 2021). 173

To address this resource gap, and to further an- 174

swer the recent calls for NLP scholars to invest in 175

keystone datasets (Demszky et al., 2023), integrate 176

psychological theories (Bonikowski and Nelson, 177

2022; Boyd and Schwartz, 2021), better understand 178

human behavior through language (Mihalcea et al., 179

2024), and develop socially aware technologies 180

that carefully consider how social factors shape 181

language use (Yang et al., 2024), we provided a 182

public, large-scale collection of interview snippets 183

with clear demographic documentation, where we 184

also break down theoretical constructs into specific, 185

measurable categories, namely labels. 186

3 Data 187

3.1 Theoretical Framework 188

Attribution Theory. Attribution theory (Kelley, 189

1967) is a core psychological concept that exam- 190

ines how individuals interpret and assign causes 191

to events and behaviors, particularly whether they 192

attribute outcomes to "internal" (dispositional) or 193

"external" (situational) factors. Our corpus curation 194

is informed by Corrigan et al. (2003)’s attribution 195

model, an established attribution theory that de- 196

constructs public mental-health stigma in terms of 197

cognitive judgments (i.e., stereotypes), emotional 198

responses (i.e., prejudice), and behavioral reac- 199

tions (i.e., discrimination). Specifically, the model 200

posits that people’s perceptions of responsibility 201

for mental illness lead to emotions such as anger, 202

fear, and/or pity, which in turn drive discrimina- 203

tory behaviors like avoidance, coercive segregation, 204

and/or withholding help. 205

Operationalization. Under the guidance of the 206

mental-health specialist (a co-author), we opera- 207

tionalized the theoretical constructs by adapting the 208

Attribution Questionnaire-27 (AQ-27) (Corrigan, 209

2012), a standardized survey developed from the 210

attribution model that decomposes mental-health 211

stigma into nine measurable items - blame (i.e., 212

responsibility), fear, pity, anger, helping, avoid- 213

ance (i.e., social distance), coercion, segregation, 214

and dangerousness. Notably, following Lee et al. 215

(2023) and Meng et al. (2024), we combined the 216

fear-dangerousness and coercion-segregation pairs 217

to reduce repetitiveness and create a more con- 218

cise interview, yielding seven key attributions that 219
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Interview Question in MHSTIGMAINTERVIEW AQ-27 Survey Item (Corrigan, 2012) Attribution Type

Do you believe Avery’s current situation is primarily a
result of their actions? Please share your thoughts.

I would think that it was Harry’s own
fault that he is in the present condition.

Responsibility

If you were in the process of selecting a tenant for your
home, would you feel comfortable entrusting it to some-
one like Avery?

If I were a landlord, I probably would
rent an apartment to Harry.

Social
Distance

Let’s imagine you were one of Avery’s friends at the party
or other social occasions. Would you feel anger toward
them due to their actions, for example, losing their temper
and yelling at someone?

How angry would you feel at Harry? Anger

I wonder if you were one of Avery’s colleagues or friends,
then would you be inclined to help them with tasks, such
as work projects?

How likely is it that you would help
Harry?

Helping

I’d like to know if you would feel concern and sympathy
at Avery’s mental state?

How much sympathy and concern
would you feel for Harry?

Pity

If you are Avery’s neighbor, then would you consider it
better to separate them from the neighborhood and have
them undergo hospitalization for treatment?

How much do you think an asylum,
where Harry can be kept away from his
neighbors, is the best place for him?

Coercive
Segregation

If you were traveling or engaging in activities with Av-
ery, would you have any feelings of frightened or being
threatened regarding the potential implications of your
interaction?

I would feel frightened and threatened
by Harry.

Fear

Table 2: Interview questions and their corresponding theoretical underpinnings.

served as the basis for both our interview protocol220

(Table 2) and annotation scheme. The definitions221

of these attributions appear in Appendix D.1.222

3.2 Data Collection223

3.2.1 Chatbot-based Interview Design224

Interview Flow. We designed and programmed225

a chatbot via UChat3 to conduct 20-minute dyadic226

interactions with participants, with our interview227

structure informed by prior work (Alem et al., 1999;228

Meng et al., 2024; Lee et al., 2023).229

First, the chatbot initiated a rapport-building230

small-talk session (Bickmore and Cassell, 1999),231

discussing topics such as participants’ favorite232

movies and activities. Then, it presented a vignette233

(Lerner et al., 2010) about "Avery," a fictional234

character of unspecified demographics who suf-235

fers from a major depressive disorder (Association,236

2013) affecting their academic performance, work237

productivity, and social relationships. And finally,238

the chatbot engaged in the question-answer con-239

versation - each interview question (Table 2) was240

embedded within a vivid, relatable scenario based241

on Avery’s vignette to mitigate social-desirability242

bias (Fisher, 1993; van de Mortel, 2008), and the243

questions were presented in randomized order to244

avoid priming effects (Molden, 2014).245

All materials emanating from the chatbot under-246

3https://uchat.au/

went expert review by a consulting psychiatrist and 247

the mental-health specialist. It should be noted that 248

our released corpus excludes the initial small-talk 249

and vignette delivery, as these sections primarily 250

serve as conversation warm-ups, fall outside our 251

annotation scope, and/or may contain sensitive per- 252

sonal information. Further details about the inter- 253

view can be found in Appendix B. 254

Interview Questions and their Follow-up Ques- 255

tion(s). Our chatbot administered seven core in- 256

terview questions (IQs) aligned with the attri- 257

butions in Table 2, supplemented by follow-up 258

questions (FQs) (Han et al., 2021) to foster self- 259

disclosure. 260

Specifically, we designed our questioning pro- 261

tocol q(r) based on the length of participants’ re- 262

sponses r: 263

q(r) =



IQ+ FQ1 + FQ2,
if |r| < 25 and
|r + FQ1| < 150

IQ+ FQ1,
if |r| < 25 and
|r + FQ1| ≥ 150

IQ+ FQ2, if 25 ≤ |r| ≤ 150

IQ, if |r| > 150

(1)

264

where |r| denotes the length of the response to 265

IQs in characters, and FQs are specific to each 266

attribution - for responsibility attribution, FQ1 267
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explores underlying reasons and FQ2 examines268

if participants view mental illness as personal269

weakness4. For emotional responses, FQ1 simi-270

larly probes reasons while FQ2 asks participants271

to identify specific aspects of Avery’s story that272

evoked their emotions. For behavioral responses,273

FQ1 takes two forms: asking about potential out-274

comes for stigmatizing responses (FQ1a) or ex-275

ploring reasons for non-stigmatizing ones (FQ1b),276

followed by FQ2 about triggering vignette plots5.277

3.2.2 Participant Recruitment278

We amassed participants through the research plat-279

forms Prolific6 and Qualtrics7. Specifically, par-280

ticipants were required to meet the inclusion cri-281

teria: 1) at least 21 years of age, 2) English as a282

first language, 3) willingness to engage with con-283

tent related to mental illness, and 4) no immediate284

or pressing mental-health concerns. We included285

this last criterion to safeguard vulnerable individu-286

als from potential distress and trauma when being287

exposed to depression-related vignettes (Roberts,288

2002). Our recruitment materials clearly outlined289

the duration and scope of the study and participants’290

right to withdraw. We collected responses from 684291

participants, using IP verification to prevent dupli-292

cates, with demographics detailed in Appendix C.293

3.2.3 Consent and Procedure294

This 30-minute, single-session study compensated295

participants US$6.30, following both platform-296

standard rates8 and the Department Ethics Re-297

view Committee (DERC) guidelines at the main298

researcher’s institution.299

Participants began by receiving a warning about300

the interview’s mental health focus. They then re-301

viewed and completed the Participant Information302

Statement and Consent Form (PISCF) (Nijhawan303

et al., 2013), which detailed privacy protocols and304

how their data would be collected, stored, and used305

in our research. Upon obtaining their consent, we306

reminded participants of their right to withdraw307

and invited them to voluntarily share demographic308

information. The core data-collection session con-309

sisted of a 20-minute interaction with the chatbot,310

4This FQ was derived from Cui et al. (2024) and reviewed
and validated by the mental-health specialist.

5The two thresholds were determined through an 8-
participant pilot study and in consultation with the mental-
health specialist.

6https://www.prolific.com/
7https://www.qualtrics.com/
8https://researcher-help.prolific.com/en/

article/9cd998

which concluded with a debriefing (Fanning and 311

Gaba, 2007) that covered our research objectives 312

and common misconceptions about mental health. 313

3.3 Data Annotation and Filtering 314

Annotation Setup. We opted for expert-guided 315

annotation (Snow et al., 2008) over crowdsourc- 316

ing - given 1) the need for a deep understanding 317

of social-psychological theories (Corrigan et al., 318

2003) (akin to qualitative coding (Saldana, 2016)) 319

and domain knowledge, 2) the potential negative 320

impact of reviewing stigmatized texts on annota- 321

tors’ mental well-being, and 3) the importance of 322

close monitoring and sustained discussion. Specifi- 323

cally, with positionality and triangulation strategies 324

(Lazar et al., 2017) in mind, we hired two full-time 325

research assistants (RAs) for a three-month period: 326

a computer science-trained Asian male and a so- 327

cial science-educated Asian female, both in their 328

twenties. The RAs annotated under the joint guid- 329

ance of the mental-health specialist and the main 330

researcher, with compensation following institu- 331

tional regulations. 332

Each data unit consisted of an interview snip- 333

pet centered on one attribution. Two annotators 334

independently reviewed each snippet and the ac- 335

companying annotation instructions on the POTATO 336

platform (Pei et al., 2022), answered a multiple- 337

choice question (i.e., "Does this interview snippet 338

contain stigma, and if identified, which specific at- 339

tribution type is present?"), and selected one of 340

the seven attributions described in Section 3.1 or a 341

"Non-stigmatizing" option. They could also mark 342

snippets as "N/A" when participant responses 1) 343

provided minimal information (e.g., only "yes," 344

"no," or "not sure"), 2) contained only irrelevant 345

content, 3) exhibited evident AI-generated charac- 346

teristics, and/or 4) were incomplete or indecipher- 347

able. The annotation platform interface, examples, 348

and instructions are provided in Appendix D. 349

Annotation Process. The team first developed 350

an initial codebook (i.e., annotation instruc- 351

tions) based on the attribution model (Corrigan 352

et al., 2003), which included definitions adapted 353

from Corrigan (2012), keywords, examples, and 354

rules/specifications for each label. Following the 355

mental-health specialist’s guidance, we refined the 356

codebook through iterative revisions and practice 357

rounds until the agreement, as measured by Co- 358

hen’s κ (McHugh, 2012), reached 0.6 (Saldana, 359

2016), at which point we finalized the codebook. 360
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We established checkpoints to assess inter-rater361

agreement: starting with two batches of 10 partic-362

ipants (κ = 0.55, 0.53), moving to four sets of363

20 participants (κ = 0.66, 0.79, 0.76, and 0.72).364

As consistency improved, we progressed to larger365

samples with two sets of 50 participants (κ = 0.74,366

0.66), one set of 100 participants (κ = 0.69), one367

set of 150 participants (κ = 0.69), and the remain-368

ing participants (κ = 0.66).369

At each checkpoint, the team held regular meet-370

ings to openly discuss and resolve any disagree-371

ments. We excluded interview snippets that 1) were372

consistently labeled "N/A" by both annotators, and373

2) were labeled differently by the two annotators374

and later unanimously agreed to be "N/A" through375

open discussion. The final corpus comprised 4,141376

interview snippets (86.49% of the original data),377

with annotators achieving both a satisfactory κ of378

0.71 (McHugh, 2012) and perfect agreement on379

87.42% of all snippets. Appendix D.4 presents the380

agreement matrix between two annotators.381

3.4 Corpus Statistics382

In this section, we analyze key statistical features383

of our expert-annotated corpus. The collected inter-384

view snippets average 2.11 turns (SD = 0.63) be-385

tween participants and the chatbot, with Table 3 de-386

picting that responses indicating personal respon-387

sibility and social avoidance emerge as the most388

common stigmatization. The token-count analysis389

(Figure 2) shows longer, more elaborate responses390

to personal blame (M = 41.97, SD = 17.50), pre-391

sumably reflecting participants’ internal conflicts392

about individual agency versus systemic factors in393

making moral judgments about mental illness. In394

addition, our preliminary analyses of socio-cultural395

factors (Krendl and Pescosolido, 2020) suggest that396

stigmatizing attribution is partly intertwined with397

interlocutors’ demographic backgrounds and geo-398

graphic locations (Figure 2 and 7).399

To situate our corpus, we compared it with three400

datasets of problematic language listed in Table 19.401

As shown in Figure 8, the semantic distributions402

across these datasets diverge markedly, presumably403

due to our unique interview-driven discourse genre404

and our focal target of mentally ill individuals, an405

understudied minority, thus adding unique value to406

existing language resources in the NLP community.407

Surprisingly, the stigmatizing texts in our corpus408

9We extracted and analyzed texts annotated as microaggres-
sions in Breitfeller et al. (2019) and those labeled as implicit
hate speech in ElSherief et al. (2021).

Label # Snippet %

Non-stigmatizing 2,232 53.90
Stigmatizing - -

Responsibility 394 9.51
Social Distance 379 9.15
Anger 298 7.20
Helping 158 3.82
Pity 42 1.01
Coercive Segregation 271 6.54
Fear 367 8.86

Total 4,141 100

Table 3: Label distribution in our corpus, including a
non-stigmatizing category and seven stigma attributions
operationalized from the attribution model.

show even lower toxicity scores10 than content 409

from those benchmark datasets (Figure 2) - despite 410

their reputation for capturing veiled, oblique, and 411

understated forms of hate - illuminating increas- 412

ingly elusive, insidious instances of stigma embed- 413

ded in richly contextualized interactions. For in- 414

stance, responses labeled as Stigmatizing (Helping) 415

display toxicity scores indistinguishable from non- 416

stigmatizing texts (Figure 8), exemplifying how 417

stigmatization can be interwoven into neutral or 418

even ostensibly benign discussions. 419

4 Experiments: Mental-Health Stigma 420

Detection 421

4.1 Experimental Setup 422

To benchmark how well computational models 423

can detect mental-health stigma, we set up an 424

8-way classification task, i.e., stigma detection, 425

using our interview corpus. Specifically, we ex- 426

perimented with state-of-the-art LLMs, includ- 427

ing GPT-4o (Achiam et al., 2023), Llama-3.1- 428

8B, Llama-3.3-70B (Dubey et al., 2024), Mis- 429

tral Nemo (Mistral-Nemo-Instruct-2407), and 430

Mixtral 8×7B (Mixtral-8x7B-Instruct-v0.1) 431

(Jiang et al., 2024), alongside a fine-tuned 432

RoBERTa-base model (Liu et al., 2019b). We sam- 433

pled 60%, 20%, and 20% of instances from each 434

category to create the train, validation, and test 435

splits. The experiments ran on a cluster of four 436

H100 GPUs for approximately 150 hours, with an 437

additional US$500 allocated for GPT-4o API calls. 438

For the hyperparameter search, we explored tem- 439

perature values between {0.0, 0.1, 0.2, 0.3, 0.4} and 440

selected 0.2 as our best-found setting for Llama- 441

3.1-8B, Llama-3.3-70B, and Mixtral 8×7B; 0.3 was 442

10Calculated by Perspective API (https://
perspectiveapi.com/).
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Figure 2: Token-count distribution across attributions (left), the association between mental-health stigma and
participants’ socio-demographic background (e.g., gender) (center), and toxicity-score comparison between our
corpus and three benchmark datasets (right).

set for Mistral Nemo following its documentation443

recommendations, while GPT-4o was only tested444

at 0.2 due to computational budget constraints.445

Next, we evaluated epochs {2, 3, 4} and learn-446

ing rates {5e-5, 1e-5} for fine-tuning RoBERTa,447

with 4 epochs and a learning rate of 5e-5 being the448

best-found configuration, along with the AdamW449

optimizer and a batch size of 12. We implemented450

FlashAttention-2 (Dao, 2024) to improve effi-451

ciency. We averaged the results over three runs for452

all models except GPT-4o (which had a single run453

due to cost constraints) to account for randomness.454

We experimented with three prompt settings:455

zero-shot, one-shot, and full codebook information456

matching the guidelines given to human annotators457

(full prompts available in Appendix H).458

4.2 Experimental Results459

Our experimental results in Table 4 show that de-460

tecting mental-health stigma remains challenging,461

as we expected. We observed that performance462

generally scales with model size, with GPT-4o463

and Llama-3.3-70B performing best, followed by464

Mixtral 8×7B and Mistral Nemo, while Llama-465

3.1-8B lagged behind. We also noted consis-466

tent improvements across the models when we467

enriched the prompts with more detailed infor-468

mation, with GPT-4o’s F1 score increasing from469

0.456 to 0.576 when a single example was added470

to the prompt. The gains were even more sub-471

stantial when we provided the full codebook in the472

prompt - which included label definitions, represen-473

tative keywords per label, human annotator-derived474

rules/specifications, along with the same example475

as in the one-shot prompt - as evidenced by Llama-476

3.3-70B’s F1 score increasing from 0.545 to 0.752. 477

In contrast to this trend, however, Mixtral 8×7B 478

achieved a higher accuracy (0.608) than GPT-4o 479

(0.578) in the zero-shot setting, which can probably 480

be explained by the highly unbalanced data distribu- 481

tion in our corpus - 42 Stigmatizing (pity) instances 482

versus 2,232 Non-stigmatizing ones - where predict- 483

ing the majority class inflates accuracy. Interest- 484

ingly, when given prompts with detailed guidance, 485

the models showed higher recall at the expense 486

of precision, as exemplified by GPT-4o achieving 487

a recall of 0.801 but a precision of 0.742 in the 488

full-codebook setting, indicating better detection 489

of stigmatizing language but more false positives. 490

To sum up, these results underscore the need for 491

human-generated guidelines and confirm that re- 492

liance on neural models alone remains insufficient 493

to capture an array of subtleties in mental-health 494

stigma, substantiating the development of our inter- 495

view corpus as a much-needed benchmark. 496

4.3 Challenges in Detecting Mental-Health 497

Stigma 498

To further understand the challenges of stigma de- 499

tection, we empirically and qualitatively investi- 500

gated all 137 misclassified interview snippets (out 501

of 829 total) from GPT-4o’s predictions using full- 502

codebook prompting - one of our best-performing 503

experimental setups - and uncovered a set of deeply 504

embedded, socially normalized stigmatization that 505

the model struggled to identify correctly. 506

Linguistically, we observed several recurring pat- 507

terns in these misclassified utterances: 1) the use 508

of distancing language (Nook et al., 2017), where 509

speakers employ third-party perspectives to dis- 510
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Model
Zero-shot One-shot

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .572 .446 .456 .394 .578 .590 .737 .576 .473 .561
Llama-3.1-8B .479 .445 .307 .206 .267 .493 .555 .383 .260 .306
Llama-3.3-70B .610 .447 .449 .311 .425 .581 .648 .545 .416 .505
Mistral Nemo .356 .266 .238 .278 .350 .533 .645 .478 .389 .473
Mixtral 8×7B .439 .304 .318 .379 .608 .471 .503 .429 .335 .504
RoBERTa — — — — — — — — — —

Model
Full Codebook Fine-tune

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .742 .801 .757 .763 .835 — — — — —
Llama-3.1-8B .545 .732 .521 .407 .472 — — — — —
Llama-3.3-70B .778 .744 .752 .767 .847 — — — — —
Mistral Nemo .643 .779 .662 .620 .708 — — — — —
Mixtral 8×7B .660 .602 .584 .552 .705 — — — — —
RoBERTa — — — — — .747 .766 .885 .755 .832

Table 4: Results of stigma detection task on our corpus. P, R, F1, and Acc stand for macro precision, macro recall,
macro F1, and accuracy respectively. The best performance is colored in pink . See Appendix F for a detailed
breakdown of model performance on responses to each of the seven interview questions.

guise their personal views, for example, "Neigh-511

bors may find it hard to understand Avery’s out-512

bursts and strange behavior if they do not know513

them very well." (P388), 2) the dismissive misap-514

propriation of psychiatric terminology (Lilien-515

feld et al., 2015), such as describing people with516

mental illness as "paranoid" (P28) without proper517

context or medical basis, and 3) coercive phras-518

ing in advice-giving, where speakers use terms like519

"definitely need" to impose decisions on people520

with mental illness rather than offering "sugges-521

tions" that respect their autonomy and agency.522

Semantically, we identified certain microaggres-523

sions that models often fail to detect - 1) differen-524

tial support (Iseselo et al., 2016) emerges when525

participants display excessive caution toward peo-526

ple with mental illness, subconsciously positioning527

them as inferior or in need of special treatment,528

with participants expressing a need to "be more529

mindful" or "humble oneself " during interactions530

(P510), 2) patronization/paternalism (Douglas531

and Sutton, 2011) surfaces in condescending and532

demeaning attitudes where speakers position them-533

selves as authorities who can "teach" people with534

mental illness proper ways to live (P584), and 3)535

trivialization/minimization (Hopkins et al., 2014)536

appears when speakers downplay the legitimate537

challenges inflicted by mental-health conditions.538

Representative quotes are provided in Appendix G.539

5 Conclusion 540

As an initial effort, our expert-annotated interview 541

corpus, informed by the socio-conceptual frame- 542

work (Corrigan et al., 2003) and collected through 543

human-chatbot conversations, can serve as an in- 544

frastructure to facilitate detect and finely classify 545

mental-health stigma. By further documenting the 546

socio-cultural context, such as the gender of inter- 547

viewees, this corpus allows for data lineage trac- 548

ing and partly prevents mis/underrepresentation of 549

certain social groups. In addition, the empirical 550

results illustrate existing challenges for state-of- 551

the-art LLMs in decoding those seemingly well- 552

intentioned stigmatizing expressions, suggest areas 553

for improvement in computational approaches, and 554

thus contribute to both computational social sci- 555

ence and the NLP community. 556

Our keystone dataset also provides important 557

implications for future research. First, it can bench- 558

mark the extent to which neural models internal- 559

ize and perpetuate stigma by having them role- 560

play interviewees and comparing their generated 561

responses with real-world, human-provided ones. 562

Second, it captures how humans and chatbots navi- 563

gate stigma-related discussions, which can inform 564

the design of empathetic conversational agents. Fi- 565

nally, it opens new avenues for research on com- 566

putationally neutralizing, reducing, and counter- 567

acting (Podolak et al., 2024) mental-health stigma. 568
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Limitations569

We recognize that our paper warrants discussion of570

several limitations.571

Multi-Perspective Annotation. Our dataset re-572

lease includes consolidated labels from two an-573

notators, yet we acknowledged that mental-health574

stigma represents a deeply subjective phenomenon575

shaped by socio-psychological and cultural factors576

(Krendl and Pescosolido, 2020). The interpretation577

and annotation of stigmatizing content inherently578

varies according to the annotators’ backgrounds,579

experiences, and temporal contexts (Röttger et al.,580

2022; Paun and Simpson, 2021). Recent work has581

emphasized the critical role of annotators’ demo-582

graphics and beliefs in shaping data labels for sen-583

sitive social tasks (Sap et al., 2022; Wan et al.,584

2023; Giorgi et al., 2024b). The perspectivist585

paradigm further suggests capturing this natural586

variation rather than enforcing consensus (Fleisig587

et al., 2024; Prabhakaran et al., 2021). An im-588

portant next step would be to unlock richer per-589

spectives by releasing version 2.0 of our corpus590

with annotator-level labels that preserve individ-591

ual viewpoints and disagreements.592

Cultural Sensitivity. The current dataset is593

largely drawn from Western, English-speaking594

sources, yet mental-health stigma remains deeply595

interrelated with and tied to cultural values, belief596

systems, and social norms. Research has demon-597

strated the unique challenges of analyzing stigma598

and stereotypes in different social groups and lan-599

guages (Fort et al., 2024). It can be predicted600

that internalized prejudice, help-seeking barriers,601

and social-exclusion dynamics will differ markedly602

across multinational, multilingual, and multicul-603

tural settings. Accordingly, a promising direction604

is to expand our corpus to version 3.0 by collect-605

ing and annotating stigma-related discussions from606

Eastern regions, allowing for cross-cultural anal-607

ysis of how social stigma is unfolded, negotiated,608

and expressed.609

Intersectionality. Our corpus does not explic-610

itly account for intersectionality in mental-health611

stigma, which often interacts with other forms of612

stereotyping and prejudice, such as racism, ageism,613

and misogyny (Lin et al., 2022). The interplay of614

these intersectional biases proves difficult to op-615

erationalize, as they manifest in complex, jointly616

reinforcing patterns that compound and affect each617

other. A natural extension of our work would be618

to develop finer-grained annotation schemes that 619

can capture these intersectional dynamics while 620

maintaining analytical clarity. 621

Prompt Robustness. The prompt design and few- 622

shot example selection in our experiments, while 623

functional, could benefit from more systematic 624

evaluation. The specific choice of phrasing and 625

exemplar selection may influence model behavior 626

in ways that we have not thoroughly tested. Fruit- 627

ful avenues for future research include conduct- 628

ing ablation studies through structured variation 629

of prompt components, example counts (e.g., five- 630

shot), and linguistic patterns. 631

Ethics and Broad Impact 632

Our corpus creation and annotation processes fol- 633

lowed rigorous ethical protocols with full Institu- 634

tional Review Board (IRB) approval, and we im- 635

plemented comprehensive consent procedures dur- 636

ing data collection in which participants received 637

detailed information about data storage, use, and 638

release policies. To protect privacy, our published 639

dataset includes only responses to interview and 640

follow-up questions, with all personal identifiers 641

removed. 642

We established ongoing monitoring mechanisms 643

for our research assistants who served as annotators 644

- the main researcher conducted regular check-ins 645

to assess any potential impact on their mental well- 646

being from exposure to stigmatizing content, with 647

their feedback documented in Appendix D.5. 648

We recognize the potential risks associated with 649

releasing this mental-health stigma corpus. The 650

primary concern is that models trained on this 651

data may inadvertently amplify existing biases 652

and stereotypes against people with mental illness. 653

We have implemented strict ethical guardrails and 654

strongly advocate for the responsible use of this 655

dataset through regular audits, careful deployment 656

considerations, and appropriate research applica- 657

tions. 658
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A Discussion of Problematic Language1255

Definition1256

We would like to clarify and distinguish between1257

several concepts commonly studied by NLP schol-1258

ars (Fortuna et al., 2020; Pachinger et al., 2023)1259

and the terms we use throughout this paper. Abu-1260

sive language refers to content that ascribes a1261

negatively-judged social identity to individuals,1262

marking them as shameful or morally objectionable1263

representatives of a marginalized group (Wiegand1264

et al., 2019). Offensive language encompasses1265

insults, profanity, and targeted attacks that may1266

harm disadvantaged groups (Davidson et al., 2017).1267

Hate speech specifically involves expressing ha-1268

tred or intending to degrade members of protected1269

groups based on characteristics like race, gender,1270

or disability (Waseem and Hovy, 2016). Toxic1271

language more broadly covers disrespectful or in-1272

appropriate content that is likely to cause people to1273

leave discussions (Pavlopoulos et al., 2021).1274

On the other hand, social stigma represents soci-1275

ety’s collective negative attitudes, prejudices, and1276

discriminatory practices that devalue and exclude1277

certain individuals or groups (Goffman, 1964). Un-1278

like these forms of problematic language, which1279

can be directly observed, inferred, and/or detected,1280

it exists as a latent psychological construct with1281

deep underpinnings rooted in classic theories (Cor- 1282

rigan et al., 2003; Link et al., 1989), and mental- 1283

health stigma specifically targets people with men- 1284

tal illness. This means that it needs to be op- 1285

erationalized and measured in terms of compo- 1286

nents - cognitive judgments (i.e., stereotypes), emo- 1287

tional responses (i.e., prejudice), and behavioral 1288

responses (i.e., discrimination) (Goffman, 1964) - 1289

that language might be able to capture. 1290

B More Details about Data Collection: 1291

Chatbot-based Interview 1292

B.1 Vignettes 1293

Vignettes serve as powerful research instruments 1294

for examining mental health attitudes through brief 1295

fictional stories (Alem et al., 1999). Based on re- 1296

search findings and lived experiences (Lee et al., 1297

2023; Griffiths et al., 2006), these narratives enable 1298

participants to react to specific situations, giving 1299

researchers deeper insights into their views. Our 1300

vignette centers on "Avery," a character of unspeci- 1301

fied age and gender who shows signs of depression. 1302

The symptoms were set forth in the DSM-5 (As- 1303

sociation, 2013), though we excluded more severe 1304

manifestations like self-harm and suicidal behavior 1305

and avoided medical and/or technical jargon. With 1306

guidance from our mental-health specialist and con- 1307

sulting psychiatrist, the vignette portrays how these 1308

symptoms affected Avery’s studies, work, and rela- 1309

tionships with others. 1310

Specifically, all participants read the following 1311

vignette: 1312

Avery is employed by a company, and 1313

in their spare time, they are dedicated 1314

to lifelong learning, doing extensive 1315

reading and writing. However, Avery 1316

has been diagnosed with depression re- 1317

cently. It has become challenging for 1318

them to concentrate, resulting in a de- 1319

cline in work performance and learning 1320

outcomes. Interests that once brought 1321

them joy have waned. Avery has dis- 1322

tanced themself from friends, becoming 1323

easily irritated in social interactions with 1324

colleagues and feeling judged by others. 1325

Avery lives with family and cannot do 1326

much, especially household chores. So- 1327

cial media intensifies their feelings of 1328

loneliness and anger, leading to frustra- 1329

tion about the source of the anger. 1330
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(a) (b)

Question - fear

Follow-up 
Questions

Restate & Validate

Neutral Self-
disclosure

Figure 3: Chatbot interface for (a) vignette delivery and (b) an example interview question, showing a multi-turn
conversation about the attribution of fear between the chatbot and participant P189.

B.2 Chatbot Design Elements1331

To facilitate participants’ self-disclosure, we de-1332

signed our chatbot with three key strategies. First,1333

we humanized the interaction and added anthropo-1334

morphic elements (Abercrombie et al., 2021) by1335

naming it Nova. Second, Nova employed active1336

listening (Zheng et al., 2023), where it restated and1337

validated the user’s point of view and expressed1338

its understanding. And third, it used neutral self-1339

disclosure (Lee et al., 2020), sharing both positive1340

and negative perspectives without shifting their at-1341

titudes to encourage reciprocal openness.1342

On the other hand, to alleviate potential emo-1343

tional distress, the vignette presentation was punc-1344

tuated with intermittent prompts soliciting brief1345

responses from participants (Lee et al., 2023; Cui1346

et al., 2024), such as asking what advice they might1347

offer to Avery. In addition, we strategically posi-1348

tioned a mid-session break between the seven in-1349

terview questions, where the conversation shifted1350

to lighthearted dialogue about hobbies, serving to1351

re-engage participants and provide emotional de-1352

compression.1353

B.3 Implementation1354

Our chatbot combines pre-written scripts with1355

outputs from AI models to create a natural con-1356

versational flow. The core elements - small-talk1357

questions, vignette delivery, interview questions 1358

(IQs), and the chatbot’s neutral self-disclosure - 1359

were pre-scripted and hard-coded. The AI model 1360

generates all other elements of the interview, in- 1361

cluding crafting follow-up questions (FQs) and 1362

formulating responses to participant input. We im- 1363

plemented the model using GPT-4-1106-preview 1364

(Achiam et al., 2023), with a maximum token limit 1365

of 100 and temperature set to 0.2 for consistent 1366

output. The chatbot interface, shown in Figure 3, 1367

was integrated into the Qualtrics survey, and we 1368

ensured that the concurrency rate remained below 1369

50. 1370

B.4 An Example of A Complete Interview 1371

Script 1372

Table 6 shows an example of a complete interview 1373

flow. Our released corpus contains only the seven 1374

question-answer segments (Q1-Q7) for ease of use. 1375

C Interview Participant Demographics 1376

Table 5 presents the self-reported demographic and 1377

geographic characteristics of 555 out of 684 partic- 1378

ipants (81.10%) who voluntarily shared this infor- 1379

mation and served as our primary data source. 1380
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D More Details about Data Annotation1381

D.1 Description of Stigma Attributions1382

Our annotation scheme categorizes texts into either1383

non-stigmatizing attitudes or one of seven stigma1384

attributions that capture different facets of mental-1385

health stigmatization:1386

• Stigmatizing (Responsibility): Believing1387

people have control over and are responsible1388

for their mental illness and related symptoms.1389

• Stigmatizing (Social Distance): Staying1390

away from people with mental illness.1391

• Stigmatizing (Anger): Expressing irritation1392

or annoyance toward people with mental ill-1393

ness.1394

• Stigmatizing (Helping): Withholding sup-1395

port toward people with mental illness.1396

• Stigmatizing (Pity): Being unsympathetic1397

toward people with mental illness.1398

• Stigmatizing (Coercive Segregation): Forc-1399

ing institutionalization and mandatory treat-1400

ment on people with mental illness.1401

• Stigmatizing (Fear): Perceiving people with1402

mental illness as dangerous, unpredictable,1403

and unsafe to be around.1404

• Non-stigmatizing: Showing understanding,1405

empathy, and support toward people with men-1406

tal illness, recognizing mental-health chal-1407

lenges as complex medical conditions influ-1408

enced by multiple factors.1409

D.2 Annotation Platform1410

Figure 4 shows the screenshot of the annotation1411

platform interface.1412

D.3 Annotation Instructions1413

It should be noted that our annotation instructions1414

were iteratively refined through active collaboration1415

with both annotators, who provided valuable input1416

and suggestions based on their hands-on coding1417

experience, rather than being passive recipients of1418

predetermined guidelines. See Figure 5 for our1419

detailed annotation instructions shown to human1420

annotators.1421

D.4 Agreement Matrix between Human1422

Annotators1423

Figure 6 presents the heatmap showing the agree-1424

ment between the two human annotators. The ma-1425

trix reveals relatively low confusion between differ-1426

ent stigma attributions, while most disagreement1427

occurs when one annotator labels a response as non- 1428

stigmatizing and the other identifies it as containing 1429

a specific type of stigma. 1430

D.5 Annotator Feedback 1431

D.5.1 Reflexive Impact on Annotators’ 1432

Perspectives 1433

The annotation experience fostered reflexive aware- 1434

ness among annotators, though their responses to 1435

stigmatized content varied. One annotator devel- 1436

oped a heightened sensitivity to implicit discrimi- 1437

nation in everyday discourse, becoming more con- 1438

scious of their own language choices and gaining 1439

deeper empathy for stigmatized groups. The other 1440

annotator maintained their established viewpoints, 1441

only occasionally engaging in self-reflection about 1442

their attitudes during the annotation process. 1443

D.5.2 Risks of Over-interpretation 1444

We noticed that the long annotation timespan com- 1445

bined with the subtle nature of stigma created chal- 1446

lenges in maintaining consistent judgment stan- 1447

dards. Interestingly, one annotator found them- 1448

selves detecting multiple stigma attributions in sin- 1449

gle interview snippets and noticing forms of stigma 1450

not captured by the existing scheme, initially wor- 1451

rying about over-interpretation and over-analysis. 1452

However, these observations presumably revealed 1453

the complexity of stigmatized language in real con- 1454

versations rather than analytical overreach. Their 1455

insights suggest valuable opportunities for explor- 1456

ing how different stigma attributions co-exist and 1457

intertwine, and for better conceptualizing more im- 1458

plicit forms of stigmatization. 1459

D.5.3 Training and Knowledge Requirements 1460

Despite initial unfamiliarity with the topic, anno- 1461

tators reported that they found the task accessible 1462

through proper training and communication with 1463

co-workers and specialists. The codebook evolved 1464

through multiple iterations, gained sharper defi- 1465

nitions, and offered better guidance for ambigu- 1466

ous cases. Notably, one annotator emphasized that 1467

rather than requiring extensive prior knowledge, 1468

the main challenge lay in accurately understand- 1469

ing and applying the annotation rules, especially in 1470

borderline cases. 1471

E More Corpus Statistics 1472

For additional statistical analysis of our proposed 1473

corpus, see Figure 7 and 8. 1474
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ALL (N=555) n (%)

Gender
Female 305 (54.95)
Male 249 (44.86)
Prefer not to say 1 (0.18)

Age

21-24 61 (10.99)
25-34 160 (28.83)
35-44 109 (19.64)
45-54 75 (13.51)
55-64 67 (12.07)
65+ 83 (14.95)

Ethnicity

White 356 (64.14)
Black or African American 133 (23.96)
Asian 36 (6.49)
Mixed 19 (3.42)
American Indian or Alaska Native 1 (1.80)
Other (Hispanic, Chicano, etc.) 10 (1.8)

Education

Less than primary 1 (0.18)
Primary 3 (0.54)
Some secondary 4 (0.72)
Secondary 83 (14.95)
Vocational or similar 62 (11.17)
Some University but no degree 94 (16.94)
University - Bachelor’s degree 197 (35.50)
Graduate or professional degree (MA, MS,
MBA, PhD, law degree, medical degree, etc.) 109 (19.64)

Prefer not to say 2 (0.36)

Mental-illness Experience
Yes 320 (57.66)
No 133 (23.96)
Maybe 102 (18.38)

Table 5: Participant Demographics. Mental-illness experience refers to whether participants had immediate family
members or close friends who experienced mental illness.
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Figure 4: Screenshot of the annotation platform interface.

F Full Results of Stigma Detection1475

Tables 7-13 present the classification performance1476

of each model on responses to the seven interview1477

questions probing different stigma attributions: re-1478

sponsibility, social distance, anger, helping, pity,1479

coercive segregation, and fear.1480

G More Analysis on Incorrect Predictions1481

Table 14 illustrates the semantic and linguistic pat-1482

terns of stigmatizing expressions that neural mod-1483

els often failed to detect, accompanied by represen-1484

tative quotes from our interview corpus.1485

The semantic similarity between correctly and1486

incorrectly classified examples is visualized in Fig-1487

ure 9, which shows their substantial overlap in the1488

embedding space.1489

H Full Prompts for Stigma Detection1490

In this section, we present the full prompts. For one-1491

shot prompting, we added the text shown in Sec-1492

tion H.2 between the multiple-choice question and1493

[vignette] in the zero-shot prompt template. For1494

full-codebook prompting, we added the text shown1495

in Section H.3 between the multiple-choice ques-1496

tion and [examples] to the combined text from1497

the previous two sections.1498
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Figure 5: Annotation instructions for human annotators.
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Figure 6: Heatmap showing the agreement between two human annotators.

w Mental-illness Experience

w/o Mental-illness Experience

Maybe

Non-stigma.

Resp.

Soc. Dist.

Anger

Help.

Pity

Coer. Seg.

Fear

Loading [MathJax]/extensions/MathMenu.js
Figure 7: More association between mental-health stigma and sociocultural factors in our corpus: mental-illness
experience (left) and country of residence (right).
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Figure 8: Word-embedding comparison of 1,000 random samples each from SELFMA (Breitfeller et al., 2019),
IMPLICIT HATE SPEECH (ElSherief et al., 2021), MINC (Choey, 2023) and our corpus (left); and toxicity-score
distributions across different labels in our corpus (right).

Figure 9: Visualization of BERT embeddings for correctly ( pink ) and incorrectly ( seafoam ) classified interview
snippets using t-SNE dimensionality reduction. The extensive overlap between the two classes suggests the
misclassified texts share similar semantic properties with those correctly classified.
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Small Talk

Chatbot (Nova): Hi, I’m Nova, nice to meet you! Could you please tell me your nickname? (Please just
input your nickname!)
Participant: USER_NAME

Chatbot (Nova): Welcome USER_NAME! I’m overjoyed to have the opportunity to work with you.
Chatbot (Nova): How was your mood today?
Participant: just ok
Chatbot (Nova): Hope things get better for you soon.
Chatbot (Nova): What is your favorite activity after finishing work or school?
Participant: Go out and exercise.
Chatbot (Nova): Exercise is a great way to unwind and stay healthy.
Chatbot (Nova): Have you watched any movies recently? How about recommending one to me?
Participant: No actually. But I like The First Slam Dunk very much, and I’d like to recommend this to
you.
Chatbot (Nova): Thanks for the recommendation! I’ll check out "The First Slam Dunk".
Chatbot (Nova): Watching movies can be really relaxing, have you ever attended a friend’s party? Do
you like it?
Participant: yes, i like it
Chatbot (Nova): That’s great to hear! Friend parties can be a lot of fun. Thank you for sharing!
Chatbot (Nova): Friend party might be enjoyable, hmm, but what do you think about a friend’s party
with many of your friend’s friends, people you’re not familiar with? Do you feel anxious or happy?
Participant: i think it’s ok for me, but i don’t think i will talk to them haha
Chatbot (Nova): That’s totally fine. Enjoying the atmosphere without engaging in conversation can be a
great way to socialize!
Chatbot (Nova): As for me, it depends on the stranger’s personality. I can maybe learn something new
from them, but also I may feel stressed if the person is not easy-going.

Vignette Delivery

Chatbot (Nova): May I share a story about Avery’s experience during a friend’s party?
Participant: Ok
Chatbot (Nova): You will hear a short story right now.
Chatbot (Nova): Most of Avery’s colleagues think that Avery is an easygoing and happy person, but this
view has changed recently.
Chatbot (Nova): When Avery is at a company gathering, he starts to isolate himself and becomes irritable.
Chatbot (Nova): Avery also feels this change: he feels angry about his surroundings, and he gets
frustrated about where the fury comes from.
Chatbot (Nova): When he is asked by one of his colleagues to share his thoughts on the news, Avery
loses his temper and jumps out of his seat.
Chatbot (Nova): He screams, “I hate this conversation!” as he runs out of the place.
Participant: Oh..
Chatbot (Nova): Avery can not explain why he feels the strong urge to do that.
Chatbot (Nova): He unexpectedly loses his temper in these instances, causing a sense of not fitting in
with his friends.
Chatbot (Nova): USER_NAME, do you ever have the similar feeling with Avery - feel uncomfortable at a
friend’s party?
Participant: No
Chatbot (Nova): Understood. Thanks for sharing your experience.
Chatbot (Nova): Let me tell you more about Avery.
Chatbot (Nova): Avery finds that when he is depressed, he can barely concentrate on his work.
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Chatbot (Nova): When Avery is working on his company projects, his work performance has declined,
but he won’t ask for help and feels like a burden.
Chatbot (Nova): He’s considering quitting, feeling like a failure, and his manager asks him to improve.
Chatbot (Nova): He has noticed that the online courses he initially enrolled in out of interest no longer
excite him, so he gives them up.
Chatbot (Nova): At home, Avery lacks motivation and neglects household chores, causing his family
members frustration.
Chatbot (Nova): He feels guilty and empty. He feels that his family can’t comprehend his suffering.
Chatbot (Nova): When interacting with strangers, Avery believes that others judge him harshly and he
struggles to engage comfortably in conversations.
Chatbot (Nova): Every time he checks Instagram and Facebook, Avery sees his friends are having fun,
and he feels alone because he does not understand why he cannot be like that.
Chatbot (Nova): Hmmmm, the story is over. After reading, do you have any suggestions toward Avery?
Participant: I think he should go to hospital and have a checkup.
Chatbot (Nova): That’s a reasonable suggestion, seeking professional help can provide clarity and support
for Avery.

Question Answering

Q1 - Responsibility

Chatbot (Nova): Cool! Let’s talk more about the story. Just like what is mentioned in the story, Avery is
currently facing difficulties in both his relationships with colleagues and his work performance. Do you
believe Avery’s current situation is primarily a result of his actions?
Participant: no, he is just get ill and have a bad status, he can be better
Chatbot (Nova): So you feel that Avery’s challenges are more related to his health than his behavior. Is
his mental condition an indication of personal weakness? Please share your thoughts.
Participant: yes, it’s a weakness because he is not performing well at home and at work
Chatbot (Nova): I see. It can be tough when mental issues create obstacles in life for sure.
Chatbot (Nova): For me, I think Avery’s current situation is a complex interplay of his actions and his
mental health challenges. His experience with mental illness does indeed have an impact on his behavior
to a certain extent, but his behavior has certainly contributed to strained relationships and low work
performance.

Q2 - Social Distance

Chatbot (Nova): What’s more, may I kindly ask, if you were in the process of selecting a tenant for your
home, would you feel comfortable entrusting it to someone like Avery?
Participant: I probably not
Chatbot (Nova): Understood, your comfort is important.
Chatbot (Nova): What potential negative consequences do you think could arise if you were to rent your
house to someone like Avery?
Participant: maybe he cannot manage himself, and ask for help frequently, I don’t want trouble or any
inconvenience so sorry
Chatbot (Nova): I understand your concern about Avery’s ability to manage on his own. What experiences
or traits does Avery have that lead you to believe he may frequently need assistance?
Participant: because when he at home, he barely do anything, that means something
Chatbot (Nova): Aye, it’s tough when Avery just doesn’t seem to do much at home.
Chatbot (Nova): I might be open to the idea of renting the room to Avery, but I do hesitate because I’m
worried about how his mental condition might affect aspects like cleanliness or the overall rental situation.

Q3 - Anger
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Chatbot (Nova): Thank you for sharing! Let’s imagine you were one of Avery’s friends at the party
or other social occasions. Would you feel anger toward him due to his actions, for example, losing his
temper and yelling at someone?
Participant: yes i will, he may ruin the gathering, let everyone down
Chatbot (Nova): I understand how Avery’s actions could upset you. What specific incident caused you to
feel this way about Avery’s behavior?
Participant: like if we want to start a conversation with him, he will shout at us, that’s terrible, but this’s
not his fault maybe
Chatbot (Nova): Wow, that does sound awful. No one should be shouted at for starting a conversation.
Chatbot (Nova): If I were one of Avery’s friends at the party or other social occasions, I might feel
frustrated or annoyed because his actions disrupt social events. However, I would also understand that his
behavior is likely due to his mental health challenges, which would temper my anger.

Q4 - Helping

Chatbot (Nova): Thanks for discussing!! I wonder if you were one of Avery’s colleagues or friends, then
would you be inclined to help him with tasks, such as work projects?
Participant: no..
Chatbot (Nova): Fair enough, I get where you’re coming from.
Chatbot (Nova): If Avery were to work on a project with you, what potential result do you think it could
have on your study?
Participant: he will affect my work performance, i need to be responsible for myself first
Chatbot (Nova): I understand that you’re concerned about your work performance with Avery’s involve-
ment. What particular behaviors of Avery make you anticipate a negative impact on your productivity?
Participant: for example, he have a low work performance himself, and manager has to talk to him, it’s
not a good info for me
Chatbot (Nova): Ah, Avery’s poor performance and the manager’s involvement might be disruptive. I
got it.
Chatbot (Nova): For me, to be honest, I would consider giving him an opportunity to collaborate. I might
also hesitate to cooperate with Avery because his condition could potentially impact his performance or
reliability in the workplace. Hmmm, hard to choose.

Mid-session Break

Chatbot (Nova): Okay, let’s take a brief break from the questions! I recall that you love exercise, would
you like to explain why this is charming to you?
Participant: it helps me build muscles
Chatbot (Nova): Absolutely, exercise does great in muscle building, helping you maintain a fit body.
Chatbot (Nova): Great! Thank you so much, USER_NAME! I hope you do not feel tired now, let’s go
back to our interesting discussion! Let me quickly recap of Avery’s story:
Chatbot (Nova): Avery’s work performance, lifelong learning, and relationships started deteriorating,
then he experienced a desire to quit his job and the loss of interest in things he once enjoyed. He
isolates himself from friends, experiences anger and confusion, and cannot connect with others as usual.
Self-judgment feelings emerge, causing emotional distress.

Q5 - Pity

Chatbot (Nova): I’m really happy you are with me now. Let’s continue our talk. I’d like to know if you
feel concern or pity at Avery’s mental state?
Participant: maybe
Chatbot (Nova): Understandable. It’s a tough situation.
Chatbot (Nova): Let’s go further. Why was it?
Participant: i think he is experiencing a tough time
Chatbot (Nova): I see, you perceive Avery is going through a hard phase. What specific events or parts
of Avery’s story made you feel this way?
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Participant: because he feel confused at his condition, i think he must be very pain
Chatbot (Nova): Absolutely, coming to terms with his situation must be quite tough for Avery.
Chatbot (Nova): I’m more than glad to share my thoughts! In this scenario, I could have conflicting
emotions regarding Avery’s situation. On one hand, I could feel concerned for him because his condition
appears to be causing significant distress and affecting his daily life. On the other hand, I might also
consider his condition as vulnerabilities that he should overcome, which could lead to a lack of concern.

Q6 - Coercive Segregation

Chatbot (Nova): Apart from being a colleague or friend, I’m also curious if you are Avery’s neighbor, then
would you consider it better to separate him from the neighborhood and have him undergo hospitalization
for treatment?
Participant: maybe yes? i’m not sure whether he will shout at home so I cannot have a good community
with him
Chatbot (Nova): I sense your uncertainty. If Avery wasn’t separated or hospitalized, what could be the
potential result to your home life?
Participant: just as i said, he may shout, yell, and have bad feeling toward community
Chatbot (Nova): I totally understand, you fear Avery’s behavior may disrupt your community ethos.
Chatbot (Nova): Well, I would probably think that placing Avery in a hospital can be an option. This
could somewhat reduce the potential risk of having problems with the neighbors, and perhaps, without
Avery, our neighborhood relations might become more harmonious. However, on the other hand, it’s
important to consider his preferences and follow medical advice. I’ll also pay attention to Avery’s personal
well-being!

Q7 - Fear

Chatbot (Nova): Thank you so much for being with me for such a long time! Let’s now discuss our
final topic: if you were traveling or engaging in activities with Avery, would you have any feelings of
frightened or being threatened regarding the potential implications of your interaction?
Participant: yes, he seems uncontrollable and uncertain, i don’t know what he will do, i’m really afraid
he shout at me
Chatbot (Nova): I understand your fears about Avery’s unpredictability. What specific actions of Avery
made you feel this way?
Participant: i think just like at a gathering, no one expect him to leave abruptly
Chatbot (Nova): Ah, I get it. Avery’s sudden departures at gatherings are indeed unpredictable.
Chatbot (Nova): Hmmmm for me, if I were traveling or engaging in activities with Avery, I would likely
have mixed feelings. On one hand, I would empathize with his struggles and try to offer support. On the
other hand, I might also feel frightened about the challenges and uncertainties that could arise due to his
unhappy and angry conditions.

Ending

Chatbot (Nova): That’s all for my questions. Thank you for doing this with me!
Chatbot (Nova): Now, do you have any questions? Feel free to let me know!
Participant: no thanks
Chatbot (Nova): That’s great! Thank you for your time and valuable responses. I’m glad to assist you.
Please feel free to reach out anytime!
Chatbot (Nova): Congratulations, USER_NAME, we have finished our fantastic discussion! I sincerely
wish you all the best.

Table 6: Sample Interview Flow
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Model
Zero-shot One-shot

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .608 .369 .459 .414 .912 .851 .679 .755 .731 .955
Llama-3.1-8B .675 .667 .671 .634 .934 .514 .655 .576 .522 .902
Llama-3.3-70B .833 .357 .500 .468 .928 .848 .595 .699 .672 .948
Mistral Nemo .806 .643 .715 .687 .948 .705 .738 .721 .689 .942
Mixtral 8×7B .658 .298 .410 .370 .913 .522 .429 .471 .417 .902
RoBERTa — — — — — — — — — —

Model
Full Codebook Fine-tune

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .905 .679 .776 .754 .960 — — — — —
Llama-3.1-8B .606 .786 .684 .643 .926 — — — — —
Llama-3.3-70B .948 .655 .775 .754 .961 — — — — —
Mistral Nemo .719 .762 .740 .710 .946 — — — — —
Mixtral 8×7B .833 .417 .556 .523 .932 — — — — —
RoBERTa — — — — — .889 .762 .822 .802 .966

Table 7: Classification performance on responses to the responsibility-focused interview question ("Do you believe
Avery’s current situation is primarily a result of their actions?"). P, R, F1, and Acc stand for macro precision, macro
recall, macro F1, and accuracy respectively. The best performance is colored in pink .

Model
Zero-shot One-shot

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .681 .598 .636 .599 .932 .895 .622 .734 .710 .955
Llama-3.1-8B .390 .193 .258 .206 .890 .688 .268 .386 .350 .916
Llama-3.3-70B .707 .646 .675 .641 .939 .886 .756 .816 .797 .966
Mistral Nemo .412 .768 .536 .468 .869 .513 .732 .603 .551 .905
Mixtral 8×7B .438 .171 .246 .201 .896 .821 .390 .529 .497 .931
RoBERTa — — — — — — — — — —

Model
Full Codebook Fine-tune

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .889 .878 .883 .871 .977 — — — — —
Llama-3.1-8B .860 .598 .705 .679 .951 — — — — —
Llama-3.3-70B .907 .829 .866 .852 .975 — — — — —
Mistral Nemo .840 .829 .834 .816 .967 — — — — —
Mixtral 8×7B .898 .646 .752 .729 .958 — — — — —
RoBERTa — — — — — .880 .890 .885 .872 .977

Table 8: Classification performance on responses to the social distance-focused interview question ("If you were
selecting a tenant for your home, would you feel comfortable entrusting it to someone like Avery?"). P, R, F1, and
Acc stand for macro precision, macro recall, macro F1, and accuracy respectively. The best performance is colored
in pink .

27



Model
Zero-shot One-shot

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .964 .450 .614 .595 .959 .788 .867 .825 .811 .974
Llama-3.1-8B 1.00 .100 .182 .171 .935 .811 .717 .761 .744 .967
Llama-3.3-70B .958 .383 .548 .528 .954 .783 .783 .783 .766 .969
Mistral Nemo 1.00 .017 .033 .031 .929 .966 .467 .629 .611 .960
Mixtral 8×7B .773 .283 .415 .391 .942 .723 .567 .636 .611 .953
RoBERTa — — — — — — — — — —

Model
Full Codebook Fine-tune

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .873 .800 .835 .823 .977 — — — — —
Llama-3.1-8B .716 .883 .791 .773 .966 — — — — —
Llama-3.3-70B .885 .767 .821 .809 .976 — — — — —
Mistral Nemo .845 .817 .831 .818 .976 — — — — —
Mixtral 8×7B .900 .600 .720 .703 .966 — — — — —
RoBERTa — — — — — .770 .950 .851 .838 .976

Table 9: Classification performance on responses to the anger-focused interview question ("Would you feel anger
toward them due to their actions, for example, losing their temper and yelling at someone?"). P, R, F1, and Acc
stand for macro precision, macro recall, macro F1, and accuracy respectively. The best performance is colored in
pink .

Model
Zero-shot One-shot

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .125 .375 .188 .138 .875 .271 1.00 .427 .390 .896
Llama-3.1-8B .066 .781 .121 .054 .565 .068 .688 .123 .057 .622
Llama-3.3-70B .058 .750 .108 .039 .520 .103 .875 .184 .124 .701
Mistral Nemo .072 .188 .104 .052 .876 .174 .906 .292 .242 .830
Mixtral 8×7B .000 .000 .000 .000 .961 .189 .625 .290 .245 .882
RoBERTa — — — — — — — — — —

Model
Full Codebook Fine-tune

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .620 .969 .756 .744 .976 — — — — —
Llama-3.1-8B .150 .969 .259 .206 .787 — — — — —
Llama-3.3-70B .659 .906 .763 .752 .978 — — — — —
Mistral Nemo .311 1.00 .474 .441 .914 — — — — —
Mixtral 8×7B .323 .938 .480 .448 .922 — — — — —
RoBERTa — — — — — .781 .781 .781 .773 .983

Table 10: Classification performance on responses to the helping-focused interview question ("If you were one of
Avery’s colleagues or friends, would you be inclined to help them with tasks?"). P, R, F1, and Acc stand for macro
precision, macro recall, macro F1, and accuracy respectively. The best performance is colored in pink .
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Model
Zero-shot One-shot

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .027 .250 .048 .031 .905 .041 .625 .078 .061 .857
Llama-3.1-8B .039 .375 .071 .054 .905 .070 .375 .118 .103 .946
Llama-3.3-70B .000 .000 .000 -.004 .988 .095 .250 .138 .126 .970
Mistral Nemo .000 .000 .000 -.002 .989 .050 .625 .093 .076 .882
Mixtral 8×7B .000 .000 .000 -.017 .935 .057 .500 .103 .087 .916
RoBERTa — — — — — — — — — —

Model
Full Codebook Fine-tune

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .286 .500 .364 .356 .983 — — — — —
Llama-3.1-8B .059 .625 .108 .092 .900 — — — — —
Llama-3.3-70B .273 .375 .316 .308 .984 — — — — —
Mistral Nemo .065 .500 .114 .099 .925 — — — — —
Mixtral 8×7B .136 .375 .200 .189 .971 — — — — —
RoBERTa — — — — — .000 .000 .000 .000 .990

Table 11: Classification performance on responses to the pity-focused interview question ("Would you feel concern
and sympathy at Avery’s mental state?"). P, R, F1, and Acc stand for macro precision, macro recall, macro F1, and
accuracy respectively. The best performance is colored in pink .

Model
Zero-shot One-shot

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .957 .344 .506 .485 .948 .455 .875 .599 .554 .910
Llama-3.1-8B .371 .662 .475 .417 .886 .395 .797 .529 .474 .890
Llama-3.3-70B .851 .625 .721 .701 .963 .479 .906 .627 .585 .917
Mistral Nemo .482 .844 .614 .572 .918 .535 .484 .508 .469 .928
Mixtral 8×7B .650 .203 .310 .283 .930 .409 .281 .333 .289 .913
RoBERTa — — — — — — — — — —

Model
Full Codebook Fine-tune

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .608 .922 .733 .706 .948 — — — — —
Llama-3.1-8B .472 .906 .620 .577 .914 — — — — —
Llama-3.3-70B .857 .750 .800 .785 .971 — — — — —
Mistral Nemo .750 .844 .794 .776 .966 — — — — —
Mixtral 8×7B .722 .406 .520 .492 .942 — — — — —
RoBERTa — — — — — .859 .953 .904 .895 .984

Table 12: Classification performance on responses to the coercive segregation-focused interview question ("If you
are Avery’s neighbor, would you consider it better to separate them from the neighborhood and have them undergo
hospitalization?"). P, R, F1, and Acc stand for macro precision, macro recall, macro F1, and accuracy respectively.
The best performance is colored in pink .

29



Model
Zero-shot One-shot

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .491 .483 .487 .449 .929 .550 .862 .671 .640 .941
Llama-3.1-8B .446 .707 .547 .504 .918 .397 .931 .557 .509 .896
Llama-3.3-70B .659 .466 .546 .518 .946 .646 .724 .683 .658 .953
Mistral Nemo .533 .552 .542 .507 .935 .391 .931 .551 .502 .894
Mixtral 8×7B .248 .569 .346 .275 .849 .357 .707 .474 .420 .890
RoBERTa — — — — — — — — — —

Model
Full Codebook Fine-tune

P R F1 Cohen’s κ Acc P R F1 Cohen’s κ Acc

GPT-4o .855 .810 .832 .820 .977 — — — — —
Llama-3.1-8B .582 .914 .711 .684 .948 — — — — —
Llama-3.3-70B .843 .741 .789 .774 .972 — — — — —
Mistral Nemo .708 .879 .785 .767 .966 — — — — —
Mixtral 8×7B .714 .603 .654 .631 .955 — — — — —
RoBERTa — — — — — .879 .879 .879 .870 .983

Table 13: Classification performance on responses to the fear-focused interview question ("Would you have any
feelings of being frightened or threatened regarding the potential implications of your interaction?"). P, R, F1, and
Acc stand for macro precision, macro recall, macro F1, and accuracy respectively. The best performance is colored
in pink .

Pattern Example Quote

Linguistic Patterns

Distancing Language Neighbors may find it hard to understand Avery’s outbursts and strange behavior if they do not
know them very well. I think you jumped a step. Surely they could talk to someone regularly
before hospitalization becomes necessary. (P189)

Misuse of Terms Possibly. If he was constantly having angry outbursts then I would feel threatened and not
want to continue being around them. Just anyone yelling at me again and again makes me very
uncomfortable. I would start to feel too conscious of my behaviors and become paranoid that I
would make them angry. (P442)

Coercive Phrasing I am not sure about that. It is very complex. Avery has a lot going on. She definitely needs to
talk to someone. No weakness there. (P550)

Semantic Patterns

Differential Support I would not be afraid, but I would always be aware of her delicate position so that I could choose
my words more wisely. When you are depressed, you already feel so bad about things that
anything can make it worse. That is the care you need. (P374)

Patronization No, that seems too far. I am not a doctor and would not know if that is best for them. They do
not seem to be physically violent or self-harming and they need to be taught how to deal with
everyday life rather than being removed from it. (P130)

Minimization I probably would, but I would want to stress that they should feel free to talk to me about any
issues. Avery seems like a good person. They enjoy learning. They currently have problems, but
I feel those can be overcome if they want. (P637)

Table 14: Examples of semantic and linguistic stigmatizing expressions undetected by models. Quotes are lightly
edited for clarity and anonymity, with participant IDs indicated in parentheses.
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H.1 Zero-shot Prompting 1499

''' 1500

You will be given a vignette and an interview snippet. Your role is a competent 1501

annotator for social stigma toward mental illness. The [conversation] is based on 1502

the [vignette]’s plot. 1503

Answer the following question: 1504

Which of the following describes "[conversation]"? 1505

A. Stigmatizing (responsibility). 1506

B. Stigmatizing (social distance). 1507

C. Stigmatizing (anger). 1508

D. Stigmatizing (helping). 1509

E. Stigmatizing (pity). 1510

F. Stigmatizing (coercive segregation). 1511

G. Stigmatizing (fear). 1512

H. Non-stigmatizing. 1513

1514

[vignette] 1515

Avery is employed by a company, and in their spare time, they are dedicated to lifelong 1516

learning, doing extensive reading and writing. However, Avery has been diagnosed with 1517

depression recently. It has become challenging for them to concentrate, resulting in 1518

a decline in work performance and learning outcomes. Interests that once brought them 1519

joy have waned. Avery has distanced themself from friends, becoming easily irritated 1520

in social interactions with colleagues and feeling judged by others. Avery lives with 1521

family and cannot do much, especially household chores. Social media intensifies 1522

their feelings of loneliness and anger, leading to frustration about the source of 1523

the anger. 1524

[conversation] 1525

<interview_snippet> 1526

1527

[output] 1528

Format your outputs as JSON objects: 1529

{{ 1530

"label": "<choose one from [A/B/C/D/E/F/G/H]>", 1531

}} 1532

''' 1533

H.2 One-shot Prompting 1534

''' 1535

[examples] 1536

1: 1537

[conversation] 1538

chatbot: Just like what is mentioned in the story, Avery is currently facing 1539

difficulties in both their relationships with colleagues and their work performance. 1540

Do you believe Avery’s current situation is primarily a result of their actions? 1541

Please share your thoughts. 1542

participant: That’s a hard question to answer. We make decisions but our decisions 1543

are based on our circumstances. I feel like she must have had some choice but I can’t 1544

put all the blame on her. 1545

chatbot: You’re saying Avery’s choices were influenced by their circumstances, and 1546

that’s so fair. Life’s complexity often shapes our actions. Well said! 1547
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[output]1548

{{ "label": "A"}}1549

1550

1551

2:1552

[conversation]1553

chatbot: If you were in the process of selecting a tenant for your home, would you1554

feel comfortable entrusting it to someone like Avery?1555

participant: I don’t see Avery as being destructive, so I wouldn’t be entirely opposed1556

to it, would be more appealing though if I knew they were getting help for this.1557

chatbot: You see Avery as not harmful, but support matters. Makes sense, you’re1558

thoughtful and practical about this!1559

[output]1560

{{"label":"B"}}1561

1562

3:1563

[conversation]1564

chatbot: Let’s imagine you were one of Avery’s friends at the party or other social1565

occasions. Would you feel anger toward them due to their actions, for example, losing1566

their temper and yelling at someone?1567

participant: Probably not anger as such but an irritation with his behavior. If I1568

was a true friend I would insist that he gets some help and I would offer to take1569

him myself.1570

chatbot: You’d feel more irritated than angry - totally understandable. Your offer1571

to help them shows such genuine care and loyalty. That’s beautiful.1572

[output]1573

{{"label":"C"}}1574

1575

4:1576

[conversation]1577

chatbot: I wonder if you were one of Avery’s colleagues or friends, then would you1578

be inclined to help them with tasks, such as work projects?1579

participant: I would help Avery, but I would be worried that I was just masking a1580

bigger problem and that I was maybe delaying Avery getting time off or help that he1581

needs.1582

chatbot: You’d help them, but you’re concerned about their well-being. That’s so1583

thoughtful and deeply caring of you.1584

[output]1585

{{"label":"D"}}1586

1587

5:1588

[conversation]1589

chatbot: I’d like to know if you would feel concern and sympathy at Avery’s mental1590

state?1591

participant: Honestly I still think the irritability, anger, and reluctance to seek1592

help would make it really difficult for me to feel concern and sympathy for Avery.1593

chatbot: I hear you. That frustration is valid; navigating someone’s resistance can1594

be really tough emotionally. You’re doing great.1595
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[output] 1596

{{"label":"E"}} 1597

1598

1599

6: 1600

[conversation] 1601

chatbot: Apart from being a colleague or friend, I’m also curious if you are Avery’s 1602

neighbor, then would you consider it better to separate them from the neighborhood 1603

and have them undergo hospitalization for treatment? 1604

participant: Unless they are a harm to others or themselves, I would not think it 1605

advisable to be hospitalised. Rather it would be better to start with talking therapy, 1606

if possible, or small steps. 1607

chatbot: You believe in starting with gentle steps like talking therapy unless there’s 1608

immediate danger. That compassion shines beautifully. 1609

[output] 1610

{{"label":"F"}} 1611

1612

1613

7: 1614

[conversation] 1615

chatbot: If you were traveling or engaging in activities with Avery, would you have 1616

any feelings of frightened or being threatened regarding the potential implications 1617

of your interaction? 1618

participant: No, I’m aware I’d have to be more patient with them however everyone 1619

has their issues & quirks. Treating people like Avery differently can come across as 1620

patronising. 1621

chatbot: You’re right, patience is key, and respecting them equally shows true 1622

understanding. You’re so thoughtful and kind! 1623

[output] 1624

{{"label":"G"}} 1625

1626

1627

8: 1628

[conversation] 1629

chatbot: If you were in the process of selecting a tenant for your home, would you 1630

feel comfortable entrusting it to someone like Avery? 1631

participant: As long as they were keeping the place tidy and taken care of I don’t 1632

see why not. But if I was looking for a tenant I wouldn’t know all of this personal 1633

information about them which I do now. 1634

chatbot: Totally, you’d just focus on them being responsible tenants. Makes sense, 1635

you’re thoughtful and fair-minded! 1636

[output] 1637

{{"label":"H"}} 1638

''' 1639

H.3 Full-Codebook Prompting 1640

''' 1641

Code definition: 1642

1. Responsibility: A common stigmatized thought is that people have control over and 1643

are responsible for their mental illness and related symptoms. 1644
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Keywords: responsible, responsibility, weakness, stem from, blame, etc.1645

1646

2. Social Distance: The constant stigmatized behavior is to stay away from people1647

with mental illness.1648

Keywords: worried, apprehensive, upset, unhappy, worrying, get along, distance, etc.1649

1650

3. Anger: The stigmatized thought is to be irritated or annoyed because people are1651

blamed for their mental illness.1652

Keywords: annoyed, angry, anger, irritated, lost temper, etc.1653

1654

4. Helping: The stigmatized behavior is withholding support towards them because of1655

biased thoughts.1656

Keywords: lack, hinder, refuse, less inclined to, help, assist, etc.1657

1658

5. Pity: A common stigmatized thought is to be unsympathetic towards people with mental1659

illness, and place blame on them for their mental health challenges.1660

Keywords: concern, pity, sympathy, tough, sad, lack, etc.1661

1662

6. Coercive Segregation: The stigmatized behavior is to send people with mental illness1663

to institutions away from their community and force people with mental illness to1664

participate in medication management or other treatments.1665

Keywords: separate, lonely, warrant, hospitalization, distance, treatment, respect,1666

neighborhood, neighbor, socialization, companionship, etc.1667

1668

7. Fear: The stigmatized thought is to believe people with mental illness1669

are not safe or feel frightened since people with mental illness are dangerous or1670

unpredictable.1671

Keywords: violence, threatened, safe, danger, afraid, cautious, hurt, safety,1672

frightened, scare, intimidate, threatening, anger, fear, yelling, etc.1673

1674

8. Non-stigmatizing: The text explicitly conveys non-stigmatizing content, displaying1675

positive attitudes such as sympathy, assistance, friendliness, etc.1676

1677

1678

Please carefully read the additional rules and adhere strictly to them when annotating1679

the data:1680

1. If a message mentions both stigmatized and non-stigmatized statements, annotate it1681

as Stigmatizing.1682

1683

2. When discussing ‘responsibility,’ common stigmatized thoughts are:1684

i. People have control over and are responsible for their mental illness and related1685

symptoms.1686

ii. They think their situation is a result of their actions.1687

iii. They think it’s a personal weakness.1688

iv. They can help themselves.1689

v. Other statements suggest responsibility.1690

If a message contains the stigmatized thought mentioned in i. - v., choose A.1691

1692

3. When discussing ‘social distance,’ common stigmatized thoughts are:1693

vi. Preferring to stay away from people with mental illness.1694

vii. Associating mental illness with negative living situations or predicting1695

future conflicts.1696
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viii. Rejecting the idea of living with people with mental illness based on 1697

subjective negative reasons. 1698

ix. Other statements suggest maintaining distance. 1699

If a message contains the stigmatized thought mentioned in vi. - ix., choose B. 1700

1701

4. When discussing 'anger', common stigmatized thoughts are: 1702

x. Feeling irritated or annoyed with individuals because of their mental illness. 1703

xi. Feeling uncomfortable around people with mental illness. 1704

xii. Expressing ‘dislike’ for people with mental illness. 1705

xiii. Other statements reflect anger. 1706

If a message contains the stigmatized thought mentioned in x. - xiii., choose C. 1707

1708

5. When discussing 'helping', common stigmatized thoughts are: 1709

xiv. Withholding support or assistance towards people with mental illness. 1710

xv. Offering indirect help, e.g. guidance, to people with mental illness. 1711

xvi. Offering conditional help to people with mental illness. 1712

xvii. Expressing opinions like 'some people may be unwilling to offer assistance, 1713

and I understand their perspective, but I am willing to.' 1714

xviii. Other statements reflect not being willing to help. 1715

If a message contains the stigmatized thought mentioned in xiv. - xviii., choose D. 1716

1717

6. When discussing 'pity', common stigmatized thoughts are: 1718

xix. Feeling no concern or sympathy for individuals with mental illness. 1719

xx. Other statements reflect mean opinions. 1720

If a message contains the stigmatized thought mentioned in xix. - xx., choose E. 1721

1722

7. When discussing 'coercive segregation', common stigmatized thoughts are: 1723

xxi. Suggesting for sending people with mental illness to institutions away from 1724

their community. 1725

xxii. Suggesting that people with mental illness need to take the medication or 1726

treatment, with or without obtaining consent and disregarding their preference. 1727

xxiii. Suggesting that separation from society is beneficial. 1728

xxiv. Imposing treatments or hospitalization as a primary solution. 1729

xxv. Other statements suggest coercive segregation. 1730

If a message contains the stigmatized thought mentioned in xxi. - xxv., choose F. 1731

1732

8. When discussing 'fear', common stigmatized thoughts are: 1733

xxvi. Feeling frightened of people with mental illness. 1734

xxvii. Viewing people with mental illness as dangerous and unpredictable. 1735

xxviii. feeling extra cautious when interacting with people with mental illness. 1736

xxix. Associating them with suicide and self-harm. 1737

xxx. Other statements reflect fear. 1738

If a message contains the stigmatized thought mentioned in xxvi. - xxx., choose G. 1739

1740

9. If it doesn't have any stigmatized thought, choose H. 1741

''' 1742
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