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ABSTRACT

Unsupervised reinforcement learning (URL) pre-trains agents by exploring di-
verse states in reward-free environments, aiming to enable efficient adaptation to
various downstream tasks. Without extrinsic rewards, prior methods rely on in-
trinsic objectives, but heterogeneous exploration data demand strong modeling
capacity for both intrinsic reward design and policy learning. We introduce the
Exploratory Diffusion Model (ExDM), which leverages the expressive power of
diffusion models to fit diverse replay-buffer distributions, thus providing accu-
rate density estimates and a score-based intrinsic reward that drives exploration
into under-visited regions. This mechanism substantially broadens state coverage
and yields robust pre-trained policies. Beyond exploration, ExXDM offers theo-
retical guarantees and practical algorithms for fine-tuning diffusion policies un-
der limited interactions, overcoming instability and computational overhead from
multi-step sampling. Extensive experiments on Maze2d and URLB show that
ExDM achieves superior exploration and faster downstream adaptation, establish-
ing new state-of-the-art results, particularly in environments with complex struc-
ture or cross-embodiment settings.

1 INTRODUCTION

Developing agents that generalize across diverse tasks remains a central challenge in reinforcement
learning (RL). Unsupervised RL (URL) (Eysenbach et al., 2018; Laskin et al., 2021) aims to address
this by pre-training in reward-free environments to acquire diverse skills or transferable representa-
tions. In the absence of extrinsic rewards, agents often rely on intrinsic objectives that are frequently
hand-crafted, myopic, and weakly aligned with downstream tasks. The data collected through ex-
ploration are highly heterogeneous, demanding representations that are expressive yet stable against
collapse or spurious correlations. In addition, policies trained in fixed reward-free settings often fail
to transfer under shifts in dynamics, embodiment, or semantics.

A central obstacle in URL is the demand for strong modeling capacity during both pre-training and
fine-tuning. Effective exploration in reward-free environments hinges on intrinsic rewards derived
from accurate estimates of the underlying state distribution, which is typically heterogeneous and
difficult to capture. Existing methods can collect diverse trajectories but often rely on simple pre-
trained policies—such as Gaussian (Pathak et al., 2017; Mazzaglia et al., 2022) or discrete skill-
based policies (Eysenbach et al., 2018; Laskin et al., 2022)—chosen for their ease of training and
sampling. Such policies fail to capture the full diversity of explored data in the replay buffer, limiting
both unsupervised exploration and downstream adaptation. This calls for more powerful modeling
approaches, where diffusion models stand out for their stability and strong density estimation ability.

To address these challenges, we propose the Exploratory Diffusion Model (ExDM), which leverages
diffusion-based density estimation to address the exploration bottleneck in unsupervised RL while
providing a reusable prior for downstream adaptation. At its core, ExXDM trains a diffusion model
on the heterogeneous and nonstationary state distribution in the replay buffer, and uses the resulting
score function to define an intrinsic reward Rgcore that explicitly targets under-visited states. This
drives broad state coverage and maximizes entropy during reward-free exploration. Unlike conven-
tional generative uses of diffusion, ExXDM employs the score function for exploration utility rather
than sample fidelity, and must learn from an online replay buffer with shifting visitation distribu-
tions. To keep train efficiency, EXDM decouples modeling from acting—replacing costly multi-step
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Figure 1: Overview of Exploratory Diffusion Model (ExDM). Different from standard RL,
URL aims to explore in reward-free environments, requiring expressive policies and models to
fit heterogeneous data (Theorem 4.1). During pre-training, ExXDM employs the diffusion model
to model the heterogeneous exploration data and calculate score-based intrinsic rewards to
encourage exploration. Moreover, we adopt a Gaussian behavior policy to collect data that
avoids the inefficiency caused by the multi-step sampling of the diffusion policy.

diffusion sampling with a lightweight Gaussian policy trained to maximize Rscore. This design
preserves the modeling strength of diffusion while enabling scalable training and action selection.

Beyond enhancing unsupervised exploration, ExXDM also provides a strong initialization for down-
stream tasks. In addition to fine-tuning the Gaussian behavior policy with standard RL algorithms,
ExDM allows the diffusion model itself to be adapted for downstream control. This adaptation is
particularly challenging in URL, where fine-tuning must succeed with limited online interaction.
To this end, we analyze the fine-tuning objective and derive an alternating optimization procedure
whose convergence and optimality are formally established in Theorem 4.2.

We evaluate ExXDM on both unsupervised exploration and downstream adaptation across standard
benchmarks, including Maze2d (Campos et al., 2020) and continuous control in URLB (Laskin
et al., 2022). In Maze2d, ExXDM consistently achieves substantially higher state coverage than
all baselines. On the most challenging mazes with many branching paths and decision points,
ExDM attains up to 51% higher coverage and reaches comparable performance using only 37 %
of timesteps, demonstrating its ability to efficiently explore diverse regions under strict interaction
budgets, while baselines often stall near corners and fail to cover the maze. Beyond exploration,
URLB experiments, including single-embodiment and cross-embodiment settings, further show that
ExDM adapts rapidly to diverse downstream tasks and outperforms SOTA URL and diffusion
fine-tuning baselines by large margins, highlighting its effectiveness as a general framework for
exploration and transfer.

In summary, the main contributions are as follows:

* To the best of our knowledge, this is the first work to introduce diffusion models into unsu-
pervised RL, enabling accurate modeling of heterogeneous state distributions and defining
a score-based intrinsic reward that substantially improves exploration.

* Beyond exploration, ExXDM develops an efficient decoupled training scheme and a fine-
tuning algorithm for adapting pre-trained diffusion components to downstream tasks under
limited interaction, with theoretical guarantees of convergence and optimality.

» Extensive experiments on Maze2d and URLB benchmarks demonstrate that ExDM
achieves broader state coverage and faster adaptation than prior methods, establishing new
state-of-the-art performance in both exploration and transfer.

2 RELATED WORK

Unsupervised Pre-training in RL. For achieving zero-shot generalization in RL, there are lots of
attempts like in-context RL (Rakelly et al., 2019; Zintgraf et al., 2021) or forward-backward repre-
sentations (Touati & Ollivier, 2021; Tirinzoni et al., 2025). However, these methods require sam-
pling from tasks during pre-training or reward signals from the offline datasets. Differently, URL
pre-trains agents in reward-free environments to acquire knowledge for fast fine-tuning downstream
tasks. Existing methods mainly rely on intrinsic rewards to guide agents to explore the environment,
falling into two categories: exploration and skill discovery. Exploration methods typically explore
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diverse states by maximizing intrinsic rewards designed to estimate either uncertainty (Pathak et al.,
2017; Burda et al., 2018; Pathak et al., 2019; Raileanu & Rocktéschel, 2020; Mazzaglia et al., 2022;
Yuan et al., 2023; Ying et al., 2024) or state entropy (Lee et al., 2019; Liu & Abbeel, 2021; Seo
et al., 2021; Mutti et al., 2021). Skill-discovery methods hope to collect diverse skills by maxi-
mizing the mutual information between skills and states (Eysenbach et al., 2018; Lee et al., 2019;
Campos et al., 2020; Kim et al., 2021; Park et al., 2022; Laskin et al., 2022; Yuan et al., 2022; Zhao
et al., 2022; Yang et al., 2023b; Park et al., 2023; Bai et al., 2024; Wilcoxson et al., 2024). Although
exploring diverse states, existing methods always neglect the expression ability of pre-trained poli-
cies and choose simple Gaussian policies (Pathak et al., 2017; Mazzaglia et al., 2022) or skill-based
policies (Eysenbach et al., 2018; Yang et al., 2023b), which fail to capture the diversity present
in the explored data. Consequently, applying generative models with strong expressive ability for
improving the diversity of pre-trained policies is still less studied.

RL with Diffusion Models. Recent advancements have shown that high-fidelity diffusion models
can benefit RL from different perspectives (Zhu et al., 2023). In offline RL, diffusion policies (Wang
et al., 2023; Chen et al., 2023; Lu et al., 2023; Chi et al., 2023; Hansen-Estruch et al., 2023; Kang
et al., 2024) excel at modeling multimodal behaviors, outperforming previous policies such as Gaus-
sians. Besides policies, diffusion planners (Janner et al., 2022; Ajay et al., 2023; He et al., 2023;
Liang et al., 2023; Nuti et al., 2023; Chen et al., 2024a) have demonstrated the potential in long-term
sequence prediction and test-time planning. Some works have also investigated online training dif-
fusion policies to improve performance (Psenka et al., 2023; Li et al., 2024; Ren et al., 2024; Mark
et al., 2024; Celik et al., 2025; Ma et al., 2025; Ishfaq et al., 2025). However, the computational
cost of multi-step sampling remains the efficiency bottleneck. In addition to behavior modeling,
diffusion models have also been employed as world models (Alonso et al., 2024; Ding et al., 2024),
augmented replay buffer (Lu et al., 2024; Wang et al., 2024a), hierarchical RL (Li et al., 2023;
Chen et al., 2024b), and so on. To the best of our knowledge, this work represents the first attempt
to leverage the strong modeling capabilities for heterogeneous distribution of diffusion models for
unsupervised exploration.

3 BACKGROUND

3.1 UNSUPERVISED REINFORCEMENT LEARNING

RL considers Markov decision processes (MDP) M = (S, A, P, R, po,7). Here S and A denote
the state and action spaces, respectively. For V(s,a) € S x A, P(-|s,a) is a distribution on S,
representing the dynamic of M, and R (s, a) is the extrinsic task reward function. pg is the initial
state distribution and -y is the discount factor. For a given policy 7 : § — A(A), we define the
discount state distribution of 7 at state s as d.(s) = (1 — ) >_,2, [Y'P(s' = s)]. The objective of
RL is to maximize the expected cumulative return of 7 over the task R:

J(1) 2 Ernr [R(7)] = ——Faa, ar [R(s,a)] (1)

To boost agents’ generalization, unsupervised RL (URL) typically includes two stages: unsuper-
vised pre-training and few-shot fine-tuning. During pre-training, agents explore the reward-free
environment M¢, i.e., M without the reward function R. Thus, URL requires designing intrinsic
rewards R, to guide policies to maximize the state entropy H(d,(-)). During fine-tuning, agents
adapt pre-trained policies to handle downstream tasks represented by extrinsic task-specific rewards
‘R, through limited interactions (like one-tenth of pre-training steps, the formulation is in Eq. 9).

3.2 DIFFUSION MODELS IN REINFORCEMENT LEARNING

Recent studies have demonstrated that diffusion models (Sohl-Dickstein et al., 2015; Ho et al., 2020)
excel at accurately representing heterogeneous behaviors in continuous control, particularly through
the use of diffusion policies (Wang et al., 2023; Chi et al., 2023). Given state-action pairs (s, a) sam-
pled from some unknown policy w(a|s), diffusion policies consider the forward diffusion process
that gradually injects standard Gaussian noise € into actions:

a; = ora + o€, te0,1], 2)
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here o, 0, are pre-defined hyperparameters satisfying that when ¢ = 0, we have a; = a, and when
t = 1, we have a; ~ €. For Vt € [0, 1], we can define the marginal distribution of a; as

pi(ag]s, t) = /N(at|ata,afI)u(a|s)da. 3)

Then we train a conditional “noise predictor” €y (a¢|s, t) to predict the added noise of each timestep:

meinEt’e’s’a[Hee(aﬂs,t) —€)?]. 4)

The learned €y can estimate the score function Vg, log p:(at|s:, t). We can discretize diffusion
ODE:s of the reverse process (Song et al., 2021b) and sample actions with numerical solvers (Song
et al., 2021a; Lu et al., 2022) in around 5 ~ 15 steps, to approximate the original policy u(als).
However, this multi-step sampling affects the training efficiency, especially in online settings.

4 METHODOLOGY

Below, we introduce the Exploratory Diffusion Model (ExXDM) to capture diverse data to boost
unsupervised exploration (Sec. 4.1) and obtain powerful initialization for fast fine-tuning (Sec. 4.2).

4.1 EXPLORATORY DIFFUSION MODEL FOR UNSUPERVISED PRE-TRAINING

The major challenge and objective during unsupervised pre-training is to explore diverse states in
reward-free environments. Consequently, a natural pathway is to pre-train the policy to maximize
the entropy of the state (Liu & Abbeel, 2021), i.e., H(dx(-)) = [, —dx(s)log d.(s)ds. Although the
optimal policy of fully-observable single-agent RL is a simple deterministic policy, we prove that,
even if the environment is discrete, policies with the maximum state entropy are still complicated
and not deterministic with a high probability, requiring much stronger modeling abilities.

Theorem 4.1 (Policy with maximal state entropy). When S, A are discrete spaces, i.e., |S| =
S, |A| = A, there are M = AS deterministic policies. Set # = argmax_H(d(-)), under some
mild assumptions, we have

P(# is not deterministic policy and H(dz) = log |S|) >1 — M v(S)M, )

will fast converge to 1 with the increasing of A, and here v(S) is a constant only related to S and
satisfies 0 < v(S) < 1.

Details and proof are in Appendix B.1 (we also discuss continuous situations there). This theorem
demonstrates that maximizing state entropy requires policies with strong expression abilities, rather
than simple deterministic policies. Despite previous work mainly considering simple Gaussian poli-
cies or skill-based policies, in practice, explored replay buffer is always diverse and heterogeneous,
as the policy continuously changes to visit new states during pre-training. Consequently, URL re-
quires capturing the heterogeneous distribution of collected data and obtaining policies with high
diversity. These challenges pose the requirement of strong density estimation and fitting abilities,
while maintaining training stability and efficiency. Inspired by the recent great success of diffusion
models in modeling diverse image distributions (Dhariwal & Nichol, 2021) and behaviors (Chi et al.,
2023; Janner et al., 2022), ExXDM proposes to utilize the diffusion models €y and €y to model the
distribution of states and state-action pairs in the replay buffer D collected before:

minEg o op[Ee el €or (se]t) — e||2 +E; clleg(als, t) — e||2}. (6)

To maximize the entropy of the state distribution, we can use log py- (s) to measure the frequency of
states in the replay buffer. Consequently, we design — log pg- (s) as the intrinsic reward to encourage
the agent to explore these regions. Although estimating the log-probability of the diffusion model
is challenging, it is well known that — log pg/(s) can be bounded by the following evidence lower
bound (ELBO) (Ho et al., 2020):

—log py (8) < Ee ¢[wi]l€g (s¢t) — €]|*] + C, (7

here C is a constant independent of §’, and w; are parameters related to o, oy, which are typically
ignored (Ho et al., 2020). Consequently, we propose our score-based intrinsic rewards as:

7?/score(s) - Ee,t[HGQ’(slt) - 6”2]' (8)
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Algorithm 1 Pre-training of ExXDM

Require: Reward-free environment M€, replay buffer D, Gaussian behavior policy 7, diffusion
policy mq parameterized with the score model ey, state diffusion model €y .
1: for sample step = 1,2, ..., 5 do

2:  forupdate step =1,2,...,U do

3: Sample s-a pairs {(s™,a™)}M_; from D.

4: Update €y and €y via optimizing with Eq. (6) with sampled data.

5: Calculate score-based intrinsic rewards 7™ via Eq. (8) for each sampled pair (s™, a™).
6: Train 7, with (s™,a™, r™) by any off-policy RL algorithm.

7:  end for

8:  Utilize the behavior policy 7, to interact with M€ and store state-action pairs into D.

9: end for

Intuitively, our score-based intrinsic rewards can measure the fitting quality of the diffusion model
to the explored data, thereby encouraging the agent to explore regions that are poorly fitted or un-
explored (more analyses between Rscore and — log pgs are in Appendix C.1). By maximizing these
intrinsic rewards, ExXDM trains agents to discover unseen regions effectively. However, directly us-
ing diffusion policies to interact with reward-free environments during pre-training is inefficient and
unstable due to the requirement of multi-step sampling. To address this limitation, ExXDM incorpo-
rates a Gaussian behavior policy 7, for efficient action sampling. Gaussian behavior policy 7, can
be trained using any off-policy RL algorithm, guided by score-based intrinsic rewards Rscore(S)-
This encourages the exploration of regions where the diffusion model either fits poorly or has not yet
been exposed. The pseudo code of the unsupervised exploration stage of ExXDM is in Algorithm 1.

4.2 EFFICIENT ONLINE FINE-TUNING TO DOWNSTREAM TASKS

When adapting pre-trained policies to downstream tasks with limited timesteps, existing URL meth-
ods always directly apply online RL algorithms like DDPG (Lillicrap, 2015) or PPO (Schulman
et al., 2017) for fine-tuning. The behavior policy 7, in EXDM can also be fine-tuned to handle the
downstream task with the same online RL algorithms, performing fair comparison of exploration
efficiency between ExDM and baselines (detailed experimental results are in Sec. 5.3).

Besides g, EXDM has also pre-trained the diffusion policy mq, which can better capture the hetero-
geneous explored trajectories for adapting to downstream tasks. Unfortunately, it is challenging to
online fine-tune diffusion policies due to the instability caused by the multi-step sampling and the
lack of closed-form probability calculation (Ren et al., 2024). To address these challenges, we first
analyze the online fine-tuning objective for URL. Given the limited fine-tuning timesteps, the objec-
tive can be formulated as the combination of maximizing the cumulative return and keeping close to
the pre-trained policy over all s (Eysenbach et al., 2021) (more analyses are in Appendix C.2):

s [DicurCl8) )
1

=——FEsnd, a~r [R(8,a) — BDky(7(:]8)||ma(:|s))] 9

-y
1 m(als)
=—FEsud, a~r [R s,a) — Blog ,
[ ednan | R(s,0) = Blog 2iory
here 3 > 0 is an unknown trade-off parameter that is related to fine-tuning steps. J¢(7) can be inter-
preted as penalizing the probability offset of the policy in (s, a) over 7 and 7. More specifically, it
aims to maximize a surrogate reward of the form R(s,a) — Slog :d((‘;‘ fs)) However, this surrogate

reward depends on the policy 7, and we cannot directly apply the classical RL analyses. Inspired by
soft RL (Haarnoja et al., 2017) and offline RL (Peng et al., 2019), we define our Q functions as:

max Ji(m) £J(7) —

o~ m(ailsi) )
=(s,a) =E |R(s, R(si;ai) — Blog ———= | | - 10
Qr(s.a) “”*;”(““)ﬂ%mww] (10)
Based on this Q function, we can simplify Jf as
Jr(m) =Esnpg,anr [Q (s, @) = BDkr((:|s)[|Ima(:|s))] - (11)
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Algorithm 2 Diffusion Policy Fine-tuning of ExXDM

Require: Environment M with rewards R, replay buffer D, pre-trained diffusion policy w4 param-
eterized with the score model €y, fine-tuned diffusion policy €.

1: for update iterationn = 1,2, ..., N do

2:  Sample s-a-r pairs {(s™,a™,r™)}M_, from D.

3:  Update Q function with IQL and update Guidance fy4, , with CEP.

4:  Optimize 1) by score distillation with Eq. (14).

5. for interaction step = 1,2, ..., S do

6 Interact with M by €,, and store state-action-reward pairs into D.

7:  end for

8: end for

To optimize J;, EXDM decouples optimizing Q functions and diffusion policies. In detail, we initial
To = T4, Qo = Qr,- thenforn = 1,2, ..., we set
(a|s)e@n-1(s:a)/B

Z(s) T (12)

7 ([8) & arg max Eanr [Qr,  (5,@) = BDscw(n({s)[ma(-1s))] = =

Qn éQﬂ'nv
here Z(s) = [ ma(a|s)e@n-1(2:2)/8dq. Building on soft RL analysis (Haarnoja et al., 2017; 2018),
we show the policy improvement of each iteration and the optimality of the alternating optimization:

Theorem 4.2 (Optimality of ExDM, Proof in Appendix B.2). ExDM can achieve policy improve-
ment, i.e., Ji(my,) > Ji(mp—1) for Vn > 1. And m, will converge to the optimal policy of J;.

Compared with offline RL, in which Q functions are related to offline datasets, Q functions here are
related to current policies, which introduces extra challenges as Q functions change correspondingly
during fine-tuning. Below, we introduce the practical diffusion policy fine-tuning method of ExXDM
for both updating Q functions and diffusion policies, respectively (pseudo-code in Algorithm 2).

Q function optimization. Our principle for updating Q functions is to penalize actions with large
log probability ratios between 7 and 4. Thus, we apply implicit Q-learning (IQL) (Kostrikov et al.,
2022), which leverages expectile regression to penalize out-of-distribution actions (Appendix C.3).

Diffusion policy distillation. At each iteration n with Q function @,,_1, calculating 7, by Eq. (12)
is difficult as Z(s) is a complicated integral. However, sampling from 7, can be regarded as sam-
pling from 74 with energy guidance @),,—1, i.e., guided sampling (Janner et al., 2022). Especially,
we employ contrastive energy prediction (CEP) (Lu et al., 2023) to sample from o< mqe@»-1/# and
parameterize fy, (s, a,t) to represent timestep ¢’s energy guidance, which can be optimizated as:

K Q?L*l(sxai)/ﬁ f i

. € 61 (8, aq,t)

min By sEq1 ok or(fs) | — E log K f; .ol D
j=1JPn-1\1" >

) K .
bn—1 P Zj:l eQn-1(s,a7)/8
Then ExDM fine-tunes diffusion policies by distilling the score of 7, parameterized by €, (a|s, t):
2. (14)

13)

H}pin]ES,a,tHGw(a’dS’t) - 69(at|svt) - f¢n—1(87 at’t)

Finally, we can directly sample from €, to generate action of ,, (details are in Appendix C.4).

5 EXPERIMENTS

In this section, we present extensive empirical results to mainly address the following questions:

* Can ExDM boost the unsupervised exploration efficiency, especially in complicated mazes
with numerous branching paths and decision points? (Sec. 5.2)

* What about the adaptation efficiency of the pre-trained Gaussian policies of ExXDM com-
pared to other URL baselines? (Sec. 5.3)

* As for fast fine-tuning pre-trained diffusion policies to downstream tasks, how does the
performance of EXDM compare to existing baselines? (Sec. 5.4)
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Figure 2: Heatmap of explore ns by URL methods in the most complicated mazes.
Domains \ Square-a Square-b Square-c Square-d Square-tree Square-bottleneck  Square-large
ICM 0.58 + 0.04 0.53 +0.06 0.47 + 0.07 0.49 4+ 0.06 0.49 + 0.05 0.32 +0.07 0.25 + 0.04
RND 0.50 + 0.14 0.39 +0.08 0.52 + 0.16 0.32 +0.05 0.28 + 0.06 0.33 + 0.06 0.33 + 0.08
Disagreement 0.38 + 0.10 0.30 4+ 0.10 0.41 +0.19 0.29 +0.11 0.32 +0.11 0.28 4+ 0.04 0.21 + 0.06
LBS 0324004 0294009 027+£005 025+0.03 0.22+0.03 0.21 4+ 0.02 0.19 & 0.06
RE3 0.85 + 0.09 0.72 +0.22 0.73 + 0.16 0.74 + 0.01 0.73 + 0.04 0.62 + 0.01 0.46 + 0.03
MEPOL 0.98 + 0.03 0.99 + 0.02 0.96 + 0.07 0.77 + 0.01 0.89 + 0.06 0.62 + 0.01 0.59 + 0.04
DIAYN 0.41 &+ 0.06 0.44 +0.04 0.42 + 0.04 0.37 +0.03 0.38 + 0.06 0.29 + 0.04 0.30 + 0.04
SMM 047 +0.13 0.45 +0.20 0.36 + 0.08 0.28 + 0.04 0.25 + 0.02 041 +0.13 0.34 + 0.10
LSD 0.45 +0.03 0.38 + 0.05 0.36 + 0.03 0.35 +0.03 0.28 + 0.03 0.34 +0.03 0.32 +0.03
CIC 0.944+0.02 098+0.01 086+003 0.74+0.01 0.89+0.01 0.58 4 0.05 0.47 +0.01
BeCL 0.50 + 0.08 048 +0.11 0.42 + 0.10 0.37 +0.03 0.36 + 0.06 0.29 + 0.06 0.25 + 0.05
CeSD 0.70 + 0.04 0.79 + 0.04 0.67 + 0.06 0.46 + 0.06 0.37 + 0.06 0.46 + 0.03 0.40 + 0.01
ExDM (Ours) 0.99 + 0.02 0.99 + 0.01 0.98 + 0.02 0.78 + 0.01 0.91 + 0.01 0.75 = 0.15 0.71 = 0.07

Table 1: State coverage in Maze. We report the mean and std of 10 seeds for each algorithm.

5.1 EXPERIMENTAL SETUP

Maze2d. We first evaluate the exploration diversity during the unsupervised stage in widely used
maze2d environments (Campos et al., 2020; Yang et al., 2023b): Square-a, Square-b, Square-c,
Square-d, Square-tree, Square-bottleneck, and Square-large. Observations and actions here belong
to R?. When interacting with mazes, agents will be blocked when they contact walls.

Continuous Control. To evaluate the performance of fine-tuning in downstream tasks, we choose
4 continuous control settings in URLB (Laskin et al., 2021): Walker, Quadruped, Jaco, and Hopper.
Each domain contains four downstream tasks. More details are in Appendix D.1.

Baselines. In Maze2d experiments, we take 6 exploration baselines: ICM (Pathak et al., 2017),
RND (Burda et al., 2018), Disagreement (Pathak et al., 2019), RE3 (Seo et al., 2021), MEPOL (Mutti
etal., 2021), and LBS (Mazzaglia et al., 2022); as well as 6 skill discovery baselines: DIAYN (Ey-
senbach et al., 2018), SMM (Lee et al., 2019), LSD (Park et al., 2022), CIC (Laskin et al., 2022),
BeCL (Yang et al., 2023b), and CeSD (Bai et al., 2024), which are standard and SOTA. As for
fine-tuning in URLB, we consider three settings: (a) for a fair comparison, we directly utilize
DDPG (Sohl-Dickstein et al., 2015) to fine-tune the pre-trained behavior Gaussian policy in ExXDM,
compared to existing URL baselines, including ICM, RND, Disagreement, RE3, MEPOL, LBS,
DIAYN, SMM, LSD, CIC, BeCL, and CeSD (all baselines fine-tuned by DDPG, the standard RL
backbone in URLB, except CeSD fine-tuned by ensembled DDPG); (b) We consider complicated
cross-embodiment URL (Ying et al., 2024), comparing ExDM with ICM, Disagreement, RND, LBS,
DIAYN, SMM, CIC, BeCL, and PEAC (Ying et al., 2024); (¢) ExXDM also fine-tunes pre-trained
diffusion policies, compared to diffusion policy fine-tuned baselines, like DQL (Wang et al., 2023),
IDQL (Hansen-Estruch et al., 2023), QSM (Psenka et al., 2023), and DIPO (Yang et al., 2023a).

Metrics. In Maze2d, we pre-train agents in reward-free environments with 100k steps and visu-
alize all collected trajectories. Moreover, to quantitatively compare the exploration efficiency, we
evaluate the state coverage ratios, which are measured as the proportion of 0.01 x 0.01 square bins
visited. As for URLB, following standard settings, we pre-train agents in reward-free environments
for 2M steps and fine-tune pre-trained policies to adapt each downstream task within extrinsic re-
wards for 100K steps. All settings are run for 10 seeds to mitigate the effectiveness of randomness.
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Figure 3: Aggregate metrics (Agarwal et al., 2021) for three settings. Details are in Appendix D.5.

5.2 UNSUPERVISED PRE-TRAINING FOR EXPLORATION

In Fig. 2, we visualize the heatmap of collected trajectories during pre-training in complicated
Square-bottleneck and Square-large (results of all 7 mazes and 13 baselines are in Appendix D.4).
To quantitatively evaluate the exploration efficiency of each algorithm, we further report the state
coverages in Table 1 (training curves are in Fig. 8 of Appendix D.4). In both qualitative visualization
and quantitative metrics, EXDM outperforms baselines by large margins. Especially, in complicated
mazes like Square-bottleneck and Square-large with many different branching points (Fig. 2), all
baselines will struggle at some wall corner and cannot explore the entire maze. In contrast, ExXDM
successfully explores almost the whole maze, demonstrating that our Rscore, leveraging the accurate
data estimation ability of diffusion models, can effectively guide agents to explore diverse states.

5.3 FINE-TUNING THE GAUSSIAN POLICY TO DOWNSTREAM TASKS

We verify the ability of ExXDM to fine-tune downstream tasks in both single-embodiment and cross-
embodiment URLB. As existing URL methods directly fine-tune policies with DDPG, for a fair
comparison, we also use DDPG to fine-tune pre-trained Gaussian policies 7, in EXDM. Following
previous settings, we train DDPG agents for each downstream task with 2M steps to obtain the
expert return and calculate the expert-normalized score for each algorithm. In Fig. 3(a)-3(b), we
compare all methods with four metrics: mean, median, interquartile mean (IQM), and optimality
gap (OQ), along with stratified bootstrap confidence intervals. EXDM significantly outperforms all
existing SOTA methods, demonstrating that introducing diffusion models can lead to more efficient
generalization in downstream tasks. Details of each downstream task are in Appendix D.5.

5.4 FINE-TUNING THE DIFFUSION POLICY TO DOWNSTREAM TASKS

Moreover, ExXDM has pre-trained diffusion policies that can capture the diversity of explored trajec-
tories and adapt to downstream tasks. Consequently, in Fig. 3(c), ExXDM substantially outperforms
existing diffusion online fine-tuning baselines, demonstrating the efficiency of its alternating op-
timization. However, diffusion policy fine-tuning performance is still lower than Gaussian policy
performance, which may be due to limited interaction timesteps during fine-tuning. It is an interest-
ing future direction to design more efficient diffusion online fine-tuning methods.
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Figure 4: Ablation studies.

5.5 ABLATION STUDIES

Pre-training Steps. We first do ablation studies on pre-trained steps (100k, 500k, 1M, and 2M)
to evaluate fine-tuned performance (100k fine-tuned steps). As shown in Fig. 4(a), ExXDM markedly
exceeds all baselines from 500k steps, indicating that the diffusion model enhances fine-tuning.
Moreover, ExXDM substantially improves with increasing pre-training timesteps, showing that the
unsupervised exploration benefits downstream tasks. Additional results are in Appendix D.6.

Q function optimization. We conduct ablation studies to evaluate the impact of Q learning meth-
ods during fine-tuning. In detail, we introduce ExXDM w/o IQL, which utilizes In-support Softmax
Q-Learning (Lu et al., 2023) for optimizing Q functions. Fig. 4(b) demonstrates that ExXDM consis-
tently outperforms ExXDM w/o IQL, verifying the efficiency of IQL in diffusion policy fine-tuning.

Sampling steps of diffusion policies. During fine-tuning diffusion policies, ExXDM requires sam-
pling actions from diffusion policies for both trajectory generation and final evaluation. We adopt
DPM-Solver (Lu et al., 2022) to accelerate sampling. For trajectory collection, we set the diffusion
step to 15, following previous works (Lu et al., 2023). Then we conduct ablation studies between the
diffusion sampling steps used during inference and the fine-tuned performance. Fig. 4(c) shows that
performance improves as diffusion steps increase and gradually stabilizes when the step exceeds 5.

Ablation study on 8. We consider the objective J; with the behavior regularization term because
the fine-tuning step is limited (more analyses are in Appendix C.2). The parameter S implicitly
relies on the fine-tuning steps. If the fine-tuning steps are infinite, the optimal 3 should be 0, and J¢
degrades into J. We set 5 = 1/3.0 in experiments (following previous work (Lu et al., 2023)) and
do ablations with different 3 in Fig. 4(d), showing that ExXDM performs relatively stably of 5.

Time cost of ExXDM. One of the major concerns for diffusion models is their time cost due to
multi-step sampling. This problem may be more severe in online RL, as each collected trajectory re-
quires sampling from diffusion policies. To address it, EXDM decouples modeling from acting, i.e.,
utilizing Gaussian behavior policies 7, for sampling. Thus, ExXDM exhibits high training efficiency
for both timesteps and training time. For example, in Square-large, RND achieves the state coverage
of 0.33 with 100k timesteps and 1000s of time. ExXDM can achieve 0.71 state coverage within 100k
timesteps, and achieve 0.4 state coverage with the same time cost (1000s) and only 16.6k timesteps.

6 CONCLUSION

Unsupervised exploration is one of the major problems in RL for improving task generalization, as it
relies on accurate intrinsic rewards to guide exploration of unseen regions. In this work, we address
the challenge of limited policy expressivity in previous exploration methods by leveraging the pow-
erful expressive ability of diffusion policies. In detail, our Exploratory Diffusion Model (ExDM)
improves exploration efficiency during pre-training while generating policies with high behavioral
diversity. We also provide a theoretical analysis of diffusion policy fine-tuning, along with practi-
cal alternating optimization methods. Experiments in various settings demonstrate that ExXDM can
effectively benefit both pre-training exploration and fine-tuning performance. We hope this work
can inspire further research in developing high-fidelity generative models to improve unsupervised
exploration, particularly in large-scale pre-trained agents or real-world control applications.
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Designing generalizable agents for varying tasks is one of the major concerns in reinforcement
learning. This work focuses on utilizing diffusion policies for exploration and proposes a novel
algorithm ExDM. One of the potential negative impacts is that algorithms mainly use deep neural
networks, which lack interoperability and may face robustness issues. There are no serious ethical
issues, as this is basic research.

REPRODUCIBILITY STATEMENT

To ensure that our work is reproducible, we submit the source code as supplementary material. We
also provide the pseudo-code of ExXDM in Algorithm 1-2 and implementation details of ExXDM,
including hyper-parameters in Appendix D. Moreover, for all theoretical results, we have provided
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A EXTENDED RELATED WORK

A.1 META RL ANE UNSUPERVISED RL

Improving the generalization of RL agents is a long-term challenge. There are several settings
aiming at pre-training agents and then fine-tuning the pre-trained agent to fast adapt to vari-
ous tasks, like unsupervised RL and meta RL. Unsupervised RL, as we have discussed above,
pre-trains agents in reward-free environments, i.e., the environment without task rewards.
Thus, we will design intrinsic rewards to pre-train agents to fully explore the environment.
And the pre-trained agent needs to fast adapt to downstream tasks that it has not seen dur-
ing the pre-training stage. Meta RL pre-trains agents in several sampled tasks from a task
distribution 7. And the pre-trained agent needs to fast adapt to test tasks that are sampled
from 7 but are not seen during the pre-training stage. There are two major types of methods
in Meta RL: gradient-based (Finn et al., 2017; Flennerhag et al., 2021; Liu et al., 2022) and
context-based methods (Duan et al., 2016; Rakelly et al., 2019; Zintgraf et al., 2019). Besides
model-free methods, there are also some methods that apply learned dynamic models to boost
the sample efficiency of meta RL (Nagabandi et al., 2018; Clavera et al., 2018; Hiraoka et al.,
2021). Consequently, the major difference between unsupervised RL and meta RL is that,
during the pre-training stage, there are no task rewards in the former setting, but the agent
can access several task rewards sampled from the same distribution of the test tasks in the
latter setting.

A.2 ONLINE FINE-TUNING DIFFUSION POLICIES

Although diffusion policies have been proven to be expressive models for capturing diverse of-
fline datasets (Wang et al., 2023; Chen et al., 2023), online fine-tuning diffusion policies (Psenka
et al., 2023; Li et al., 2024; Ren et al., 2024; Mark et al., 2024; Celik et al., 2025; Ma et al., 2025;
Ishfaq et al., 2025) still face many challenges and are a key issue of concern for the community.
For example, the instability caused by multi-step sampling and the lack of closed-form proba-
bility calculation are significant concerns. Many recent works hope to address these challenges
and improve the efficiency of online training diffusion policies; they mainly consider two set-
tings: online training diffusion policies from scratch with enough timesteps (Psenka et al.,
2023; Yang et al., 2023a) or online fine-tuning diffusion policies pre-trained from an offline
dataset sampled from the same task (Hansen-Estruch et al., 2023; Ma et al., 2025). Further-
more, there are several potential directions for improving fine-tuning efficiency, including:
more energy-guided sampling techniques Liu et al. (2024), more efficient diffusion sampling
techniques (e.g., distillation, deterministic sampling) (Wang et al., 2024b), and so on.
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B THEORETICAL ANALYSES

B.1 THE DETAILS AND PROOF OF THEOREM 4.1

In this part, we narrate Theorem 4.1 in detail as well as provide its proof.

Assume that S, A are discrete spaces and |S| = S, |A| = A. For any policy 7 : S — A(A), we
define the discount state distribution of 7 as d(s) = (1 =) Yo, [Y*P(s' = s)]. Naturally, d(-)
is a distribution of the state space S. Specially, when S is discrete, following previous work (Ey-
senbach et al., 2021; Ying et al., 2024), we can regard d, as a point of the probability simplex in
RY ie., d, € H £ {(x;),] Zle z; = 1,0 < x; < 1} (for example, the light blue plane in the
left part of Fig. 1). Moreover, we consider D = {d, € H|Vr} C H representing all feasible state
distribution.

It is natural that there are M = AS different deterministic policies. Previous work (Eysenbach et al.,
2021) has proven that D is a convex polytope, of which the vertices are the state distributions of the
deterministic policies (for example, the green points of Fig. 1). Consequently, for any downstream
task represented by some extrinsic reward function R, the optimal policy is one the vertices of D,
i.e., some deterministic policy.

Differently, the unsupervised exploration in URL aims to maximize the entropy of the policy, i.e., we
hope to optimize 7 = arg max, H(d.()). As H(d(:)) = fswdw(_)[f log d(s)]ds, this problem
can be regard as maximizing a surrogate reward —log d,(s). However, the surrogate reward is
related to the current policy m, thus the analyses of standard RL may not hold. Actually, if we
consider all distribution over S, i.e., all points in H, it is well known that the distribution with the
maximal distribution is the center of H, i.e., O = (1/5,1/S,...,1/S) € H (for example, the red
point of Fig. 1). Although O € D may not hold, we hope to claim that the optimal policy 7 with
the maximal state distribution entropy may not be deterministic, and its state distribution is O, i.e.,
O € D, with high probability.

We consider the distribution in which the state distributions of the M deterministic policies are i.i.d.,
and all follow the uniform distribution on H. Therefore, our problem can be transformed into: there
are M i.i.d. points uniformly sampled from H, and the convex polytope formed by these M points
is D C H, then calculating the probability of the event O € D.

Based on the results in geometric probability (Eq. (13) of paper (Baddeley et al., 2007), extending
the Wendel Theorem in (Wendel, 1962)), we have
k M-k
) (1— “(20)> , (15)

here u(O) = vol((20— H)N H) /vol(H). Below we first estimate u(O), which is obviously belong
to [0, 1]. We have

S—1
P(OeD)>1-Y ¥ (“(20)
k=0

vol(H) =V/'S dzydzy...dzg
z1+xe+...frs=1,2;>0

1 1—z1 l—z1—x9—...—T5_2
:\/g/ dl‘l/ d{,EQ/ dl‘sfl
0 0 0
1 17{131 17w17$27.‘.7$573
:\/E/ dl‘l/ dxg/ (1 — L1 — ... — :ZJS_Q)dIS_Q
0 0 0

1 11—z, l—x1—x2—...—Ts5_24 1— - _ 2 16
:\/g/ d.’L‘l/ dl‘g/ ( 1 s 3) dxsfg ( )
0 0 0

2

. 1(171’1)872
5 | S
VS

S (S—-1r
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Then we estimate vol((20 — H) N H). H is a convex polytope surrounded by S points A; =
(1,0,0,...,0),...,As = (0,0,...,0,1). As O = (1/5,1/S,...,1/S), 20 — H is a convex polytope
surrounded by S points By = (2/S —1,1/5,1/S,...,1/s),..., B¢ = (1/5,1/8,...,1/5,2/S — 1).
It is difficult to directly calculate the volume of (20 — H) N H (although we can calculate it by
the inclusion-exclusion principle). We can provide a lower bound of (20 — H) N H. Consider a
convex polytope C' surrounded by S points C; = (0,1/(S—1),1/(S-1),...,1/(S-1)),...,Cs =
(1/(S-=1),1/(S - 1),...,1/(S = 1),0). It is easy to show that C C (20 — H)N H and C' ~ H.

As the side length of H and C'is \/g and \/;T Thus we have vol((20 — H)NH) > vol(C) =
w2 @5 and w(0) = vol(20 — H) N H) /vol(H) >
(S — 1)2u“(o),then for VO < k < S — 2, we have

(0)
A(9) ()"

_k+1 2_u<0)0k“( ) ( )M—k—l

M-k u(0) M
o

_S5-2+12-u(0) C’““(
S—12-u0) i (u( )>k+1 (1_U(O)>Mk1

2 W' Assume that M > S — 2 +

“M-5+2 u0)

(S - 1)2;?0(()3) w(0) 5 .
g (MOY (1O
Consequently, we set v(S) =1 — “O) _ 1 and have

>1—Cy7tSu(S)M

Mx(M-1)x..x(M-5+2)
I1x2x..x(S=-1)

>1— M x (M —1)x...x (M —S+2) x Sv(S)M

>1— MSv(S)M

=1- Sv(S)M

If we fix S, with the increasing of A, M“v(S)M will fast converge to 0 as 0 < v(S) < 1. Moreover,
the right part of the first line of Eq. 18 is always larger than 0 when M > S (the sum of these
combination numbers is always less than 1 when M > ). Thus, we have proven Theorem 4.1.

Below, we will discuss the situation when the state space and action space are continuous. As
the optimal state distribution with the maximal state entropy is somewhat uniform, in continuous
environments, there may still not be simple unimodal distributions. For example, assume a one-step
MDP, we only take one action from [0, 1] and the state is the same as the action, thus the optimal
policy should be the uniform distribution over [0, 1] rather than simple unimodal distributions. We
will introduce more examples in the revised version to clarify the importance of introducing high-
fidelity models in unsupervised RL. especially for maximizing the state entropy.
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B.2 THE PROOF OF THEOREM 4.2

Below, we first analyze our fine-tuning objective Eq. 9 and then prove Theorem 4.2.

Assuming py is the original state distribution of the MDP M, we have

() 23(7) = B, [Drcn(13)7a(15)

=1 o anrtls) [R(8,@) = 8Dt (x(|3)lIma( 15))]

Espoann(ls) lZv (si,@i) = BDxL(m(-[s)[|ma(]s:)))

So :S,aoza]

19)
:Esrvpo,awﬂ(~|s) R(87 a‘) - BDKL(T‘—(LS)HWd('S))
+> 7 (R(si a) _BDKL(W('|31')|Wd('|3i)))]
i=1
=Espo,ann(-ls) [@n(8,a) = BDkL(7([s)[[mal:[s))],
here we set
(ai|si) )
(S, a R(s,a)+ (si,a;) log ————=
Qx(s.a) = Zv ( —Blog
(20)
R(s,a) +ZV (si@i) ﬁDKL(W('|8i)||7Td('|8i)))1 :
As discussed in Sec. 4.2, ExDM applies the following alternative optimization method:
n('|8) =argmaxBon(|s)[@r, . (s, @) = BDxr(7([s)|ma("|5))], -
Qn :Qﬂ'n,?
Now we prove that 7, (a|s) = ﬁwd(ab)e"?“*l(sva)/ﬁ. More generally, we define
F(m,7',8) = Eann(s) [Qw (s, a) — BDkw(7(:|s)[|ma(-]s))] - (22)
Using the calculus of variations, we can calculate the optimal point 7* of F' satisfying that
Qn(s,a) = Blog T 4%) 4y (23)
ma(als)
. Qi (s,a) _p
here b is a constant not related to 7*, and we have 7*(a|s) = mq(als)e” @ As
J 7*(a|s)da = 1, we can calculate that
Q@ (s,0) e
bzlog/ﬂd(a|s)e 5 da, 7*(a|s)= ma(als)e e (24)
[7ma(als)e™ 7  da

ie, we have argmax, F(m, 7' s) o  mq(-|8)e@~(5)/F and thus 7, (als)
ﬁﬁd(ab)ecznil(s,a)/ﬁ.

Below we will prove Theorem 4.2.

Proof. Based on the definition of F', we have J¢(7m) = Eg~,, F(7, 7, ). Thus we require to prove
Esmpo F (T, Ty 8) 2> Egopo F(Tn—1,Tn—1,8). As we have discussed above,

Tn(-|8) =arg max F(m, mp_1, 8) = ——q(a|s)e@mn-1(82)/8,
(18) =g max Flr, 51,8 = 5 smalals) o5
F(ﬂ-naﬂ-n—las) ZF(Trn—laTrn—las)-
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In other words, we have proven that Eg, F (7, Tp—1,8) > Egmpo F(Tn—1, Tn—1, s). Moreover,
we have

o0

Qr,_i(s,a) =R(s,a) + E | Y 7" (R(si, ai) — BDxr(ma1(|i)l|mal-|s:)))

i=1
=R(s,a) — BVEs, (DxL(mn—1(:|51)||7a(:|51))) + VEsy .0, [@r, . (s1,a1)]
=R(s,a) +vEs, F(mp_1,Tn—1,8).

S0 :S,0,0:a‘|

(26)
Thus
Qﬂ'n (87 (1) - Qﬂ'nfl (87 a)
:'YEsl [F(Wn77rna 51) - F('/Tn—lyﬂn—h 31)] > 'YEsl [F(Wnaﬂ—na Sl) - F(ﬂ_nvﬂn—la 31)]
=YEs, Ea,~r, [Qn, (81,a1) — BDkL(mn(:|81)|7a(-]51) (27)
= Qr,_,(s1,a1) + BDkL(mn(-[81)|7a(+[81))]

:’YEsl ]Ealwﬂn [Qﬂn (317 al) - ern_l (317 al)] .
Given the property of d that d.(s) — (1 —)po(s) = 7> 4 dx(s") >, m(als’)P(s|s’,a) (Ying
et al., 2022), we have

Esrwd,,n ,a~T, (+]8) [Qﬂ'n (57 a’) - Qﬂ'nfl (87 0,)]
Z’VEswd,,” ,a~7rn(-\s)]E31Ea1~7rn [Q‘nn (s1,a1) — Qr,_, (s1, al)]

= / (dr, (51) — (1 =)po(81)) Eaymr, [@r, (S1,01) — Qr,_, (81, a1)] dsy (28)

=Es, ndy,, a1~ (51) [Qr.(51,a1) — Qn,_,(s1,a1)]
—(1— W)Eswpo,awwn(-\sl) [Qm(sl, ai) — an,l(sl, (11)] .
Consequently,
Esnpo F(Tn, Tn-1,8) — Esnpo F'(Tn—1,Tn—1, 5)
=Es, ~po,ar~mn(|s1) |@Qmn (51,81) — Qr,_, (81,a1)] =0 29
Finally, we have

Jf(’n—n) = Eswng(Trna’/Tna 5) > Eswng(Trna’/Tnflvs) > Esm«poF(ﬂ—nfla’/Tnflvs) = Jf(ﬂ—nfl)~
(30)

Thus, our policy iteration can improve the performance. Moreover, under some regularity conditions
(following Haarnoja et al. (2017; 2018), for example, considering the policy mapping 7 : m —
arg max,, F'(m, 7', s) and assume that 7 is a compressed mapping with a fixed point), 7r,, converges
to Too, Which is the fixed point with the maximal J;. Since non-optimal policies can be improved
by our iteration, the converged policy 7, is optimal for J;. O
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C ANALYSES AND DETAILS OF EXDM

Below, we discuss more analyses and details about ExXDM, including analyses of Rgcore, analyses of
the objective .Jg, details of the Q function optimization, and details of diffusion policy optimization
of ExDM during the fine-tuning stage.

C.1 ANALYSES OF THE SCORE INTRINSIC REWARD Rgcore

It is an important result stemming from diffusion models that the KL divergence between the original
distribution and the diffusion model estimated distribution. In detail,

Lvip =Eqlog alsirlso) _ _ log p(s0)E, log _d(surlso)
p(S[);T) p(SO:T)/p(SO) (31)
— q(s1.7|s0)
= —log p(s0)Eq log —————= = —log p(so) + Dkr(p(s1.7|50)|lg(s1:7]50)),
p(SO:Tl-SO)

ie., logp(so) + Lvis = Dkr(p(s1.7]80)||¢(81.7|80)). Consequently, the gap between Lyip
and —logp(sg) is the KL divergence between the original distribution and the diffusion model
estimated distribution, which will be controlled when training the diffusion model. Then Lyt can
be simplified as our score intrinsic reward Rscore. Thus, maximizing the score intrinsic reward can
maximize the state entropy during the training of the diffusion model.

C.2 ANALYSES OF THE OBJECTIVE .JJf WHEN FINE-TUNING DIFFUSION POLICIES

The final objective of the fine-tuning stage is to maximize J of the policy 7 within limited steps, and
we may use any online RL methods like DDPG (Lillicrap, 2015), PPO (Schulman et al., 2017), and
SO on.

Unfortunately, when fine-tuning diffusion policies, directly using existing RL methods may en-
counter many challenges. For example, in the diffusion policies, the log p is hard to estimate (while
log p is important in policy-gradient-based methods), and taking action from the diffusion policies
requires the multi-step forward process of the neural network (so it is unstable to update the policy
via Vamy(s), like DDPG). There are several diffusion RL methods that hope to address these issues,
like DQL (Wang et al., 2023), IDQL (Hansen-Estruch et al., 2023), QSM (Psenka et al., 2023),
DIPO (Yang et al., 2023a), and so on. And we have included these methods as baselines in Fig. 3(c).

Given that the fine-tuning stage can only access the limited steps, we directly consider the optimal
policy we can obtain, i.e., arg max, Jg(m), and hope to directly sample from the arg max, J;(m)
without using methods like policy gradient. (Thus, here the S implicitly relies on the fine-tuning
steps; if the fine-tuning step is infinity, the optimal we can access is arg max, J(7), i.e., 8 = 0; if
the fine-tuning step is 0, the optimal we can access is 7q, i.e., 5 = 00)

Given Jg, our results demonstrate that arg max, J¢(7) is the form of 7wqe@/P. This also provides
another important insight: the more fine-tuning steps we can take, the closer we learn Q to the
optimal Q function, and at this point, we should choose a smaller beta.

Thus, the core idea of ExXDM is: learning the Q function, then utilizing guided sampling techniques
to sample from oc mqe®/?, avoiding calculating log 7w(als) or Vamg(s), which are difficult to es-
timate in diffusion policies. In practice, we find that distilling the pre-trained policy as well as the
learned Q function into the fine-tuned policy can further improve the performance (this training is
similar to the supervised training of the diffusion model, thus it is stable).
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C.3 Q FUNCTION OPTIMIZATION

For the Q function optimization, we choose to use implicit Q-learning (IQL) (Kostrikov et al., 2022),
which is efficient to penalize out-of-distribution actions (Hansen-Estruch et al., 2023). The main
training pipeline of IQL is expectile regression, i.e.,

min Ly (€) = Es a~p [L3(Qo(s, @) — Vi (s))],

32
min Lo(6) = Eua. [Ir(s, @) + 17e(s') — Qu(s, @)IP]. o

here L3(u) = |7 — 1(u < 0)|u? and 7 is a hyper-parameter. In detail, when 7 > 0.5, L7 will
downweight actions with low Q-values and give more weight to actions with larger Q-values.

C.4 DIFFUSION PoLICY FINE-TUNING

For sampling from 7, = %wd e@n-1/8 we choose contrastive energy prediction (CEP) (Lu et al.,
2023), a powerful guided sampling method. First, we calculate the score function of 7, as

Valogm,(als) = Valogmya(als) + %VaQn_l(s, a). (33)

Moreover, to calculate the score function of 7, at each timestep ¢, i.e., V4, log 7} (a|s), CEP further
defines the following Intermediate Energy Guidance:

1
7Qn—1(33a0)7 t=0
erl(s,a) =4 P (34)

log Eltot(ao\s,at) e@n-1(s,a0)/8 , >0
Then Theorem 3.1 in CEP proves that
i (a]s) O(ﬂ-d(at‘s)eg:l_l(sgat),

(35)
Va,log 7 (at]s) =V, logma(a|s) + Vagtnfl(s, a).

For estimating V&'~ *(s, a;), CEP considers a parameterized neural network f,, _, (s, a;,t) with
the following objective:

K cQuoa(sa’)/s s ait
min B¢ JEgt gk omi(ls) | — Z € log fo._. (s, ai, )
e St fou i (s,a]0)

s K =
bn—1 p Zj:l e@n-1(s,a7)/B
Then Theorem 3.2 in CEP (Lu et al., 2023) has proven that its optimal solution fy-  satisfying that
Vat f(ﬁ;,l (Sa Qag, t) = vaf,gtn_l(sv at)'

(36)

Consequently, we propose to fine-tune V, log 7} (a;|s) parameterized as sy (a;|s, t) with the fol-
lowing distillation objective:

min Eu g€ (ar]s.1) = en(arls,t) = fo, (5. a1, 8)% 37)
And the optimal solution 1)* satisfying that €,,- (a;|s, t) is the score function of 7, i.e., we can sam-

ple from €y (a|s,t) with any unconditional diffusion model sampling methods like DDIM (Song
et al., 2021a) or DPM-solver (Lu et al., 2022).
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D EXPERIMENTAL DETAILS

In this section, we will introduce more information about our experimental details. In Sec. D.1, we
first introduce all the domains and tasks evaluated in our experiments. Then we briefly illustrate all
the baselines compared in experiments in Sec. D.2. Then in Sec. D.3, we introduce the hyperpa-
rameters of EXDM. Moreover, we supplement more detailed experimental results about maze2d and
URLB in Sec. D.4 and Sec. D.5, respectively. The detailed ablation studies are in Sec. D.6. And we
finally report the computing resource in Sec. D.7.

Codes of ExXDM are provided in the Supplementary Material.

D.1 DOMAINS AND TASKS

Maze2d. This setting includes 7 kinds of mazes: Square-a, Square-b, Square-c, Square-d, Square-
tree, Square-bottleneck, and Square-large. These mazes are two-dimensional, and agents need to
explore as many states as possible during the unsupervised pre-training stage.

Continuous Control. Our domains of continuous control follow URLB (Laskin et al., 2021),
including 4 domains: Walker, Quadruped, Jaco, and Hopper, each with 4 downstream tasks from
Deepmind Control Suite (DMC) (Tassa et al., 2018) (we plot each task of each domain in Fig. 5):

* Walker is a two-legged robot, including 4 downstream tasks: stand, walk, run, and flip.
The maximum episodic length and reward for each task is 1000.

* Quadruped is a quadruped robot within a 3D space, including 4 tasks: stand, walk, run,
and jump. The maximum episodic length and reward for each task is 1000.

* Jaco is a 6-DOF robotic arm with a 3-finger gripper, including 4 tasks: reach-top-left (tl),
reach-top-right (tr), reach-bottom-left (bl), and reach-bottom-right (br). The maxi-
mum episodic length and reward for each task is 250.

* Hopper is a one-legged hopper robot, including 4 tasks: hop, hop-backward, flip, and
flip-backward. The maximum episodic length and reward for each task is 1000.

f Walker \ f \ / \ / \

Quadruped Jaco Hopper

Y
)

\N

stand walk stand walk top-left tp—righ hop hop-back
| “V f | flip

run flip run jump bottom-left bottom-right

- AN N\ AN

Figure 5: Illustration of domains with their downstream tasks in URLB (Laskin et al., 2021). We
consider 4 domains, and each domain has four downstream tasks.

flip-back

D.2 BASELINES AND IMPLEMENTATIONS

We first introduce all URL baselines in our experiments.

ICM (Pathak et al., 2017). Intrinsic Curiosity Module (ICM) trains a forward dynamics model
and designs intrinsic rewards as the prediction error of the trained dynamics model.
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RND (Burda et al., 2018). Random Network Distillation (RND) utilizes the error between the
predicted features of a trained neural network and a fixed randomly initialized neural network as the
intrinsic rewards.

Disagreement (Pathak et al., 2019) The Disagreement algorithm proposes a self-supervised al-
gorithm that trains an ensemble of dynamics models and leverages the prediction variance between
multiple models to estimate state uncertainty.

LBS (Mazzaglia et al., 2022). Latent Bayesian Surprise (LBS) designs the intrinsic reward as the
Bayesian surprise within a latent space, i.e., the difference between prior and posterior beliefs of
system dynamics.

DIAYN (Eysenbach et al., 2018). Diversity is All You Need (DIAYN) proposes to learn a di-
verse set of skills during the unsupervised pre-training stage, by maximizing the mutual information
between states and skills.

SMM (Lee et al., 2019). State Marginal Matching (SMM) aims at learning a policy, of which the
state distribution matches a given target state distribution.

LSD (Park et al., 2022). Lipschitz-constrained Skill Discovery (LSD) adopts a Lipschitz-
constrained state representation function for maximizing the traveled distances of states and skills.

CIC (Laskin et al., 2022). Contrastive Intrinsic Control (CIC) leverages contrastive learning be-
tween state and skill representations, which can both learn the state representation and encourage
behavioral diversity.

BeCL (Yang et al., 2023b). Behavior Contrastive Learning (BeCL) defines intrinsic rewards as the
mutual information (MI) between states sampled from the same skill, utilizing contrastive learning
among behaviors.

CeSD (Bai et al., 2024). Constrained Ensemble exploration for Skill Discovery (CeSD) utilizes an
ensemble of value functions for distinguishing different skills and encourages the agent to explore
the state space with a partition based on the designed prototype.

PEAC (Ying et al., 2024). Pre-trained Embodiment-Aware Control (PEAC) analyzes the fine-
tuning and pre-training objectives for the cross-embodiment unsupervised RL, resulting the cross-
embodiment intrinsic rewards.

In experiments of URLB, most baselines (ICM, RND, Disagreement, DIAYN, SMM) com-
bined with RL backbone DDPG are directly following the official implementation in
urlb (https://github.com/rll-research/url_benchmark). For LBS, we re-
fer to the official implementation (https://github.com/mazpie/mastering-urlb)
and combine it with the codebase of urlb. For CIC, BeCL, CeSD, and PEAC, we
also follow their official implementations (https://github.com/rll-research/cic,
https://github.com/Rooshy-yang/BeCL, https://github.com/Baichenjia/
CeSD, https://github.com/thu-ml/CEURL), respectively.

Below, we will list the diffusion fine-tuning baselines in our experiments.
DQL (Wang et al., 2023). Diffusion Q-Learning (DQL) inherited the idea of policy gradient and

proposes to directly backpropagate the gradient of the Q function within the actions (calculated with
the diffusion action by multi-step denoising).

QSM (Psenka et al., 2023). Q-Score Matching (QSM) proposes to align the score of the diffusion
policy with the gradient of the learned Q function.

DIPO (Yang et al., 2023a). Diffusion Policy for Model-free Online RL (DIPO) utilizes the Q

function to optimize the actions, i.e., finding the better action with gradient ascent of the Q function,
and then trains the diffusion policy to fit the “optimized” actions.
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IDQL (Hansen-Estruch et al., 2023). Implicit Diffusion Q-learning (IDQL) considers to sample
multiple actions from the diffusion policy and then select the optimal action with the learned Q
function.

We implement these methods based on their official codebases: DQL (https://github.
com/Zhendong-Wang/Diffusion-Policies-for-0Offline-RL), QSM (https://
github.com/Alescontrela/score_matching_rl), DIPO (https://github.com/
BellmanTimeHut /DIPO), and IDQL (https://github.com/philippe—-eecs/IDQL).

D.3 HYPERPARAMETERS

Hyperparameters of baselines are taken from their implementations (see Appendix D.2 above). Here
we introduce ExDM’s hyperparameters.

First, for the RL backbone DDPG, our code is based on URLB (https://github.com/
rll-research/url_benchmark) and inherits DDPG’s hyperparameters. For the diffusion
model hyperparameters, we follow CEP (Lu et al., 2023). For completeness, we list all hyperparam-
eters in Table 2.

DDPG Hyperparameter Value
Replay buffer capacity 10°
Action repeat 1
Seed frames 4000
n-step returns 3
Mini-batch size 1024
Seed frames 4000
Discount y 0.99
Optimizer Adam
Learning rate le-4
Agent update frequency 2
Critic target EMA rate 7¢ 0.01
Features dim. 1024
Hidden dim. 1024
Exploration stddev clip 0.3
Exploration stddev value 0.2
Number of pre-training frames 1x10° for Maze2d and 2x10° for URLB
Number of fine-turning frames 1x10° for URLB
ExDM Hyperparameter Value
Diffusion SDE VP SDE
ay of diffusion model ap = 7/31%;5‘)752 - %t, Bo=0.1,81 =20
o of diffusion model oy =+/1—a?
Diffusion model neural network 3 MLPResnet Blocks, hidden_dim=256,
the same as IDQL (Hansen-Estruch et al., 2023)
Optimizer Adam
Learning rate le-4
Energy guidance model 4-layer MLP, hidden_dim=256, the same as CEP (Lu et al., 2023)
Sampling method DPM-Solver
Sampling step 15

Table 2: Details of hyperparameters used for Maze2d and state-based URLB.
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D.4 ADDITIONAL EXPERIMENTS IN MAZE
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Figure 6: Visualization of explored trajectories by URL methods in Square-a, Square-b, Square-c,
and Square-d maze.
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Figure 7: Visualizations of explored trajectories by URL methods in mazes Square-tree, Square-
bottleneck, and Square-large, respectively.

Moreover, we include the visualization of all algorithms (ICM, RND, Disagreement, RE3, MEPOL,
LBS, DIAYN, SMM, LSD, CIC, BeCL, CeSD, and ExDM) within all 7 mazes: Square-a, Square-b,
Square-c, Square-d, Square-tree, Square-bottleneck, and Square-large, in Fig. 6 - Fig. 7, respectively.

As shown in these figures, although baselines can explore unseen states and try to cover as many
states as they can, the behaviors of baselines can not fully cover the explored replay buffer due
to their limited expressive ability. Using the strong modeling ability of diffusion models, the pre-
trained policies of EXDM can perform diverse behaviors, setting a great initialization for handling
downstream tasks.
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Figure 8: State coverage ratios of different algorithms in 7 mazes during pre-training.

D.5 ADDITIONAL EXPERIMENTS IN URLB

In Table 3, we report the detailed results of all methods in the 4 downstream tasks of 4 domains
in URLB. In both the Quadruped and Jaco domains, ExXDM obtains state-of-the-art performance in
downstream tasks. Overall, there are the most number of downstream tasks that ExXDM performs the
best, and ExDM significantly outperforms existing exploration algorithms.

Domains ‘Walker Quadruped Jaco Hopper
Tasks stand  walk run flip | stand  walk run jump | tr bl br | hop  hop-back flip flip-back
ICM 828.5 628.8 2238 400.3 298.9 1299 92.1 148.8 96.5 91.7 84.3 83.4 82.1 160.5 106.9 107.6
RND 878.3 7454 3480 4541 7920 5445 4472 6120 98.7 110.3 107.0 105.2 83.3 267.2 1325 184.0
Disagreement 749.5 521.9 210.5 340.1 560.8 3823 361.9 4279 142.5 135.1 129.6 118.1 86.2 255.6 113.0 2153
LBS 594.9 603.2 138.8 3753 413.0 2532 203.8 366.6 166.5 1538 129.6 139.6 248 240.2 88.9 105.6
APT 9533  900.0  504.1 675.6 582.0 5820  303.0  416.0 76.7 116.2 121.1 121.1 1333 260.2 135.7 202.7
RE3 905.5 771.5 322.1 441.7 841.0 705.8 4532 604.0 109.1 114.0 100.7 97.4 86.5 213.0 113.0 161.1
MEPOL 936.0 775.8 306.3 4712 609.6 491.3 298.5 595.8 124.9 138.8 113.4 130.6 70.6 164.0 92.6 119.1
DIAYN 721.7 488.3 186.9 317.0 640.8 525.1 275.1 567.8 29.7 15.6 30.4 38.6 1.7 10.8 0.7 0.5
SMM 914.3 709.6 3474 4427 2239 93.8 91.6 96.2 57.8 30.1 34.8 45.0 293 61.4 47.0 29.7
APS 575.8 4725 1554 3744 484.8 3356 3878 3517 34.0 40.0 29.2 43.8 1.0 2.0 3.0 10.0
LSD 770.2 5323 167.1 309.7 319.4 186.3 179.6 2835 11.6 336 225 6.7 12.0 6.6 29 122
CIC 941.1 883.1 399.0 687.2 789.1 587.8 475.1 630.6 148.8 167.6 1223 1459 82.7 191.6 96.2 161.3
BeCL 9517 9127  408.6 6262 798.7 694.9 391.7 645.5 1142 1322 117.7 1447 37.1 68.3 73.6 1427
CeSD 884.0 838.7 3252 570.9 886.5 763.4 636.4 759.1 155.7 170.2 137.3 117.9 118.4 155.7 46.4 183.6
ExDM (Ours) 905.9 8741 389.5 5721 9154 8736 5695 755.2 1735 202.6 170.3 170.5 107.6 275.8 1553 220.1

Table 3: Detailed results in URLB of different pre-trained methods that fine-tune Gaussian
policies with DDPG. Average cumulative reward (mean of 10 seeds) of the best policy.

Metrics | Median IQM Mean Optimality Gap
ICM 0.40, [0.34, 0.44] 0.38, [0.33, 0.42] 0.39, [0.35, 0.43] 0.61, [0.57, 0.65]
RND 0.59, [0.55, 0.63] 0.59, [0.56, 0.62] 0.59, [0.56, 0.62] 0.41,[0.38, 0.44]

Disagreement 0.54, [0.50, 0.58] 0.53,[0.49, 0.57] 0.57,10.51, 0.57] 0.46, [0.43, 0.50]
LBS 0.48,[0.41,0.53]  0.45,0.39,051]  0.47,[0.43,052]  0.53, [0.49, 0.58]
RE3 0.46, [0.41,0.51] 0.46, [0.41,0.51] 0.46, [0.42, 0.51] 0.54, [0.50, 0.58]

MEPOL 0.48,[0.43, 0.53] 0.48, [0.42, 0.53] 0.48, [0.44, 0.53] 0.52, [0.48, 0.56]

DIAYN 0.29, [0.24, 0.34] 0.24,[0.18, 0.30] 0.29, [0.25, 0.33] 0.71,10.67, 0.75]
SMM 0.29, [0.23, 0.34] 0.21, [0.16, 0.27] 0.29, [0.24, 0.33] 0.71, [0.67, 0.76]
LSD 0.21, [0.17, 0.26] 0.14, [0.10, 0.19] 0.21, [0.18, 0.25] 0.79, [0.75, 0.82]
CIC 0.66, [0.61, 0.70] 0.68, [0.63, 0.72] 0.66, [0.62, 0.69] 0.35,[0.31, 0.38]
BeCL 0.59,[0.54,0.66]  0.62,[0.56,0.68]  0.60, [0.55,0.64]  0.40, [0.36, 0.45]
CeSD 0.67, [0.62, 0.72] 0.71,[0.67, 0.76] 0.67,[0.63,0.71] 0.33,0.29, 0.37]

ExDM (Ours) 0.78,10.74,0.81]  0.80,[0.76, 0.84]  0.77,[0.74,0.81]  0.23,[0.20, 0.26]

Table 4: Aggregate metrics (Agarwal et al., 2021) with confidence interval in URLB. For every
algorithm, there are 4 domains, each trained with 10 seeds and fine-tuned under 4 downstream tasks,
thus each statistic for every method has 160 runs.
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Moreover, we further provide the detailed metrics (including the confidence interval) of all methods
within URLB in Table 4. As shown here, ExXDM significantly outperforms all baselines, for example,
ExDM’s IQM is larger than the second-best method, CeSD, by 13%.

In Table 5, we further report the detailed results of all methods in the 4 downstream tasks of 2
domains in cross-embodiment URLB, which is much more challenging as the algorithms require
handling various embodiments. In both the Walker-mass and Quadruped-mass domains, ExXDM
obtains state-of-the-art performance in downstream tasks. Overall, there are the most number of
downstream tasks that ExXDM performs the best, and ExXDM significantly outperforms existing ex-
ploration algorithms.

Domains Walker-mass Quadruped-mass
Tasks stand walk run flip ‘ stand walk run jump
ICM 6653  418.0 1462  246.6 | 460.2 2295 215.6 3235
RND 5889  386.7 1764 2538 | 820.6 5637 409.6  589.5
Disagreement | 549.3  331.6  139.8 250.0 | 5555 3724  329.8 506.1
PEAC 823.8 4999 2106 3205 | 786.0 7545 3883  645.6
DIAYN 502.1 2452 106.8 2127 | 682.7 4843  371.0  469.1
SMM 673.5 5092 2207 329.6 | 357.0 1764  189.7 2778
CIC 8248  536.6 2207 327.7 | 7625 6109 4427 6175
BeCL 838.6  623.6 2385  348.1 729.8 4450 3494  557.1
ExDM (Ours) | 8722  647.6 2662 396.7 | 872.7 717.6 4658  693.7

Table 5: Detailed results in cross-embodiment state-based DMC. Average cumulative reward
(mean of 10 seeds) of the best policy.

Metrics | Median 1QM Mean Optimality Gap
ICM 0.42,[0.37, 0.48] 0.41, [0.35, 0.46] 0.42,[0.38, 0.47] 0.58,[0.53, 0.62]
RND 0.57,[0.53, 0.62] 0.57,[0.53, 0.61] 0.58, [0.54, 0.62] 0.42, [0.38, 0.46]

Disagreement 0.47,[0.43, 0.50] 0.45,[0.42, 0.48] 0.47,10.43, 0.50] 0.53, [0.50, 0.57]
LBS 0.56, [0.50, 0.60] 0.52,[0.48,0.57] 0.55, [0.50, 0.59] 0.45,[0.41, 0.50]

PEAC 0.68, [0.63, 0.74] 0.70, [0.64, 0.76] 0.68, [0.63, 0.72] 0.32,0.28, 0.37]

DIAYN 046, [0.40,051]  042,[038,047] 046, [042,050] 0,54, [0.50, 0.58]
SMM 0.44,[0.39, 0.52] 0.45,[0.37, 0.53] 0.45, [0.40, 0.51] 0.55, [0.49, 0.60]
CIC 0.67, [0.62, 0.73] 0.68, [0.62, 0.74] 0.67,10.63, 0.71] 0.33,0.29, 0.37]
BeCL 0.65, [0.58,0.71] 0.67, [0.60, 0.73] 0.65, [0.60, 0.70] 0.35, [0.30, 0.40]

ExDM (Ours) 0.77,10.73, 0.81] 0.80, [0.75, 0.83] 0.77, [0.74, 0.80] 0.23, [0.20, 0.26]

Table 6: Aggregate metrics (Agarwal et al., 2021) with confidence interval in cross-embodiment
URLB. For every algorithm, there are 2 domains, each trained with 10 seeds and fine-tuned under 4
downstream tasks; thus, each statistic for every method has 80 runs.

Moreover, we further provide the detailed metrics (including the confidence interval) of all methods
within URLB in Table 6. As shown here, ExDM significantly outperforms all baselines, for example,
ExDM’s IQM is larger than the second-best method, PEAC, by 14%.

D.6 ABLATION OF TIMESTEPS IN URLB
In Figure 9, we show additional results about the performance in four domains of URLB for different

algorithms and pre-training timesteps. Overall, ExXDM outperforms all methods, while CIC and
CeSD are still competitive on some domains.
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Figure 9: Ablation study of pre-training steps in URLB.

D.7 COMPUTING RESOURCE

In experiments, all agents are trained by GeForce RTX 2080 Ti with Intel(R) Xeon(R) Silver 4210
CPU @ 2.20GHz. In maze2d / urlb, pre-training ExXDM (each seed, domain) takes around 0.5 / 2
days, respectively.

E THE USE OF LARGE LANGUAGE MODELS

In the preparation of this manuscript, LLMs were used solely as auxiliary tools for paraphrasing
and polishing the writing to improve readability. No LLM was involved in formulating research
ideas, designing methods, constructing datasets, implementing experiments, conducting analyses,
or drawing conclusions. All scientific contributions and substantive content presented in this paper
are the original work of the authors.
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