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ABSTRACT

Large Multimodal Models (LMMs) have ushered in a new era in artificial intelli-
gence, merging capabilities in both language and vision to form highly capable
visual agents that are postulated to excel across a myriad of tasks. However, ex-
isting benchmarks fail to sufficiently challenge or showcase the full potential of
LMMs as agents in complex, real-world environments. To address this gap, we
introduce VisualAgentBench (VAB), a comprehensive and unified benchmark
specifically designed to train and evaluate LMMs as visual agents across diverse
scenarios in one standard setting, including Embodied, Graphical User Interface,
and Visual Design, with tasks formulated to probe the depth of LMMSs’ under-
standing and interaction capabilities. Through rigorous testing across 9 proprietary
LMM APIs and 9 open models (18 in total), we demonstrate the considerable
yet still developing visual agent capabilities of these models. Additionally, VAB
explores the synthesizing of visual agent trajectory data through hybrid meth-
ods including Program-based Solvers, LMM Agent Bootstrapping, and Human
Demonstrations, offering insights into obstacles, solutions, and trade-offs one may
meet in developing open LMM agents. Our work not only aims to benchmark
existing models but also provides an instrumental playground for future develop-
ment into visual agents. Code, train, and test data will be available at https:

//anonymous.4open.science/r/VisualAgentBench—-AFAQ/L
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against the best in each environment. environments. Dashed lines for two LMM types’ average.

Figure 1: Overview of Proprietary and Open LMMs on VISUALAGENTBENCH. After Behavior
Cloning (BC) on trajectories, Open LMMs demonstrate potential to serve as visual agents.

1 INTRODUCTION

Recent advancements in Foundation Models, particularly Large Language Models (LLMs) (Brown
et al., [2020; [Chowdhery et al., 2022 [Touvron et al.,|2023}; |Zeng et al., 2022)) and Large Multimodal
Models (LMMs) (Liu et al., [2024c; |OpenAlL [2023; 2024a}; |Anthropic), |2024), have showcased their
profound capabilities in understanding and processing vast amounts of world knowledge, factual
information, and common sense reasoning. Notably, these models have demonstrated potential as
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Figure 2: VISUALAGENTBENCH is the first systematic benchmark for training and evaluating LMM-
as-Visual-Agent with both proprietary and open LMMs across a diverse set of practical challenges.
Based on created tasks, we unify the benchmarking of both proprietary LMM APIs via prompting
and open LMMs via behavior cloning training in interactive environments.

intelligent agents (Searle, [1970; Maes|, (1994; |Wooldridge & Jennings| [1995), addressing a broad
spectrum of real-world challenges (Liu et al.|[2023a). LMMs, in particular, enhance the capabilities of
these agents by integrating visual inputs, thereby expanding the scope of intelligent agent applications.
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However, the setup for LMM-as-Visual-Agent remains underdeveloped. Most existing evaluations
on LMMs focus on traditional vision tasks (Singh et al., 2019} [Lu et al., [2022; [Liu et al., |2023b;
Kazemzadeh et al., [2014), or on performance in standardized human exams (Yue et al., {2023 [Lu
et al.,|2023). They rarely measure the models’ higher-level planning abilities or specific strengths
as visual agents. In contrast, the role of LLMs as agents in text environments has been extensively
explored and validated as a reliable measure of their capabilities (Yao et al., 2023} [Liu et al.| 2023al).

Recent benchmarks for multimodal agents, while valuable, do not adequately address the comprehen-
sive multitask evaluation required for LMM-as-Visual-Agent. These benchmarks often limit their
focus to single environments such as Household (Shridhar et al., [2020azb)), Gaming (Fan et al., 2022;
Wau et al.| [2023), Web (Deng et al., 2024} [Zhou et al., 2023} |[Koh et al.,|2024), or Desktop (Xie et al.,
2024; [Kapoor et al.,[2024). The narrow scope and varied settings prevents a holistic assessment of
LMMs’ multitask agent capabilities. Furthermore, the prevalent prompting-only evaluation in existing
benchmarks does not suffice for open LMMs (Liu et al., [2024c} [Bai et al., |2023)), which typically
show limited instruction-following capabilities so far, thus hindering a comprehensive evaluation.

To bridge this gap, we introduce VISUALAGENTBENCH (VAB)—the first systematic benchmark
to multitask train and evaluate visual agents across a diverse array of realistic vision-centric tasks.
We present three representative scenarios and develop five distinct datasets for this study: Embodied
(VAB-OmniGibson, VAB-Minecraft), Graphical User Interface (GUI) (VAB-AndroidLab (Anony-
mous, 2024), VAB-WebArena-lite (Zhou et al., 2023)), and Visual Design (VAB-CSS), enabling
comprehensive testing and development of agents that can navigate complex spaces, interact with
digital interfaces, and understand aesthetic and functional aspects of visual design. This diversity not
only challenges the agents’ capabilities across different settings but also enhances their adaptability
and utility in practical applications, paving the way for more robust and versatile visual agents.

Contributions. Our main contributions in VAB are as follow: Standardized Environments, LMM-
oriented Test Data Creation, Train Data Synthesis, Extensive Benchmarking, and Analytical Insights.

» Standardized Environments. VAB standardizes the interfaces, prompting, and data formats
to facilitate a consistent evaluation of LMM agents across environments. The efforts include
adapting previously LMM-irrelevant environment (OmniGibson) and creating new ones (VAB-
AndroidLab, VAB-CSS). Each task is assessed through interactive evaluation, where LMMs
engage directly with the environment, and their performance is measured by specific judge
functions. The feature substantially distinguishes VAB from many other benchmarks (Deng et al.|
2024; |[Rawles et al.,|2024; [Kapoor et al.,|2024) based on offline human-annotated trajectories.

* LMM-oriented Test Data Creation. Test set queries and judge functions are newly created
for all environments except for WebArena. To acquire massive tasks, we develop a “Prototype-
Instantiation” method to evolve valid task instructions and judge functions grounded on environ-
ments. We refer to task categories and prototypes in some previous study [Li et al.| (2023)); |Zhu
et al.| (2023) which unsatisfies the practical use for evaluating LMM agents or has no public data.

Train Data Synthesis. VAB strives to offer the first multitask multi-environment trajectory train
set for developing LMM agents, containing 4,482 high-quality training trajectories spanning 5
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environments. It explores and investigate how to synthesize multimodal agent task instructions
and trajectory data via hybrid strategies of Program-based Solvers, LMM Agent Bootstrapping,
and Human Demonstrations. Thereby, it also for the first time enables a holistic agent evaluation
that includes many open LMMs with valid scores for meaningful comparison.

* Extensive Benchmarking & Analysis. Our extensive testing over 18 LMMs, including 9
proprietary LMM APIs and 9 open LMMs, demonstrates the impressive progress of LMM-
as-Visual-Agent. Top proprietary LMMs, such as gpt —4o, are solving 36.2% of challenging
problems with mere prompting. Behavior cloning (BC) on the VAB train set remarkedly enhances
the capabilities of open LMMs as visual agents, with most surpassing the performance of weaker
proprietary LMMs and approaching close towards the strong gemini-1.5-pro.

* Analytical Insights. VAB provides deep insights into the general status quo and detailed
dimensions of grounding and planning for LMM agents. For grounding, we quantitatively analyze
the use of object labels, set-of-marks, and visual difference ability. For planning, we study the
actual impact of Chain-of-Thought and error recovering ability for LMM agents.

2 VISUALAGENTBENCH: TASKS AND ENVIRONMENTS

In this section, we will first introduce the problem definition of LMM-as-Visual-Agent, and then the
detailed description of each environment and dataset.

LMM-as-Visual-Agent. An agentic problem could be generally formulated as a Partially Observable
Markov Decision Process (POMDP) problem, where S denotes the state space, A denotes the action
space, T denotes the transition function, R refers to the reward function, Z refers to the instruction
space, and O refers to the observation space. Compared to LLM-as-Agent (Liu et al.,[2023al), the
observation space O must incorporate visual inputs (e.g., images or videos) in LMM-as-Visual-Agent,
significantly extending the application scope but also casting a substantial challenge for LMM:s to
reconcile their multimodal understanding and high-level reasoning.

Overview of VAB. In VAB, we carefully select the most representative and promising tasks that
could be enabled by LMM-based agents. These tasks generally fall into three categories: embodied
agents, including household and game environments; GUI agents, covering mobile and web apps; and
visual design agents, focusing on frontend CSS debugging (Figure[2). They span diverse domains and
feature unique challenges, providing an ideal testbed for a comprehensive evaluation of LMM-based
agents. When constructing VAB, we strictly follow the principles outlined in Appendix [A.T] Our
efforts focus on addressing gaps in evaluating LMM-based agents while leveraging existing resources
to avoid redundancy, ensuring all our work is meaningful and avoids reinventing the wheel. For 4 out
of 5 tasks, we collect new data from scratch. For web agents, we adapt and clean WebArena (Zhou
et al.,[2023) as our test set, as it is already suitable for LMM-based evaluation. For household agents,
we use the OmniGibson environment from Behavior-1k (L1 et al.,[2023)) and create new tasks based
on high-level actions we defined, which are crucial for evaluating LMM-based agents and absent in
existing datasets. We similarly construct our tasks in Minecraft using the MineRL environmen with
our self-defined high-level actions. Finally, for our mobile app and CSS debugging tasks, we create
new interactive environments due to the lack of suitable resources in the literature and collect data
based on these environments. An overview of VAB is shown in Table 2l

2.1 EMBODIED AGENT

Embodied agents have been a central topic in Al, naturally involving multimodal sensory data,
including language and vision signals. The multimodal capabilities of LMMs could enable new
possibilities for embodied agents.

VAB-OmniGibson. One of the most actively researched environments in embodied Al is the
household environment due to its complexity and range of everyday tasks (Huang et al.,|2022; |Song
et al.,2023; Shridhar et al.,[2020a)). We build the household environment for embodied agents using
OmniGibson, a high-fidelity simulator based on Nvidia Omniverse that features diverse scenes and
realistic physical effectsE] An example activity in VAB-OmniGibson would be “Put all 8 plates from

"nttps://minerl.readthedocs.io
https://www.nvidia.com/en-us/omniverse/
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the countertops into the cabinet in the kitchen”, where agents should accomplish the tasks using

provided high-level actions (e.g.,“grasp”, “put_inside”). We adopt the task success rate as the
evaluation metric. (Cf. Appendix [B).

VAB-Minecraft. Minecraft has become a popular open-world environment for developing generalist
embodied agents due to its diverse tasks (e.g., survival, harvesting, crafting, combat, and creative
tasks), varied environments, and interactive mobs, necessitating generalized agent abilities (Fan et al.|
2022; |Lifshitz et al.| [2024). In VAB-Minecraft, the agent is expected to accomplish a wide range
of tasks, including item collection and killing hostile mobs. An example task in VAB-Minecraft
would be “Get a fishing rod in your inventory”, and the LMM agent need to interact with the game
environment using provided scripts (e.g.,“craft”, “smelt”) or calling a low-level controller Steve-
1 (Lifshitz et al.,2024) with prompt. We adopt the task success rate as metric. (Cf. Appendix |C)

2.2 GUI AGENT

GUI is another typical scenario where LMM agents may excel. Compared to embodied environments,
GUI environments are more information-intensive and require a good understanding of UI elements
and layouts. We provide two interactive and reproducible GUI environments, Mobile (i.e., Android)
and WebArena, to evaluate LMM GUI agents in a practical manner.

VAB-AndroidLab (Anonymous, 2024). Automated agents on Android GUI are instrumental.
Although pioneer works like (Burns et al., 2022; Rawles et al., 2024) have explored training and
evaluating these agents, they typically use Step Success Rate evaluated offline. Recent works (Yang
et al.l [2023b; [Wang et al, 2024a) leverage LMMs as Android GUI agents but lack reproducible
executive evaluation frameworks. We address this by creating tasks for LMM agents to perform
human-like actions (e.g., Tap, Swipe) on smartphones using Android Virtual Device (AVD). For
example, “Find a hotpot restaurant nearby and make a reservation for me tonight”” Agents must
understand the Android GUI and make decisions based on screen observations. (Cf. Appendix D)

VAB-WebArena-Lite (Zhou et al., 2023). Web browsing is an ideal testbed for evaluating LMMs
as GUI agents. Previous works (Shi et al 2017 [Liu et al., 2018; Deng et al., 2024; [Yao et al.,
2022) mainly focus on offline evaluation. We adopt WebArena (Zhou et al.,|[2023)), a benchmark for
text-based web GUI agents with 812 tasks across 5 websites. LMMs perform tasks based on user
instructions, such as finding and summarizing customer reviews on OneStopShop. We use HTML
SoM (Koh et al., [2024) to annotate operable HTML elements, enabling LMMs to generate actions
via playwright. WebArena-Lite is a subset of 165 tasks, refined and adapted for multimodal
evaluation, removing cross-website tasks and fixing implausible conditions. (Cf. Appendix [E)

2.3 VISUAL DESIGN AGENT

Visual design tasks demand a nuanced understanding of visual signals, which text-only LLMs cannot
handle with any easy augmentation, unlike embodied or GUI agent tasks that can rely on external
object detectors (Song et al., 2023 or textual representations like accessibility trees (Xie et al., [2024)).

VAB-CSS. We create a new task to evaluate LMMs on web frontend design, focusing on CSS style
adjustments. Fixing CSS styles is a labor-intensive task that often requires engineers to iteratively
adjust an element through trial and error. Such a task inherently entails fine-grained visual grounding
and reasoning across a series of rendering outcomes resulting from iterative CSS edits. In VAB-CSS,
the agent iteratively edits the CSS style using provided tools until it thinks the rendering matches
a given target design. We adopt success rate (SR) as the metric, which evaluates whether the final
rendering matches the target design. (Cf. Appendix

3 METHODOLOGY FOR VAB DATA COLLECTION

For agent tasks, it is known to be very challenging to design practical and verifiable task instances;
let alone creating high-quality training trajectories on top of them later. In constructing VAB, we
not only aim to deliver a high-quality agent benchmark but also endeavor to develop a systematic
methodology for the problem of LMM-as-Visual-Agent data curation. For task instance collection,
we follow a two-stage paradigm (prototyping and instantiation) for each new task instance to ensure
data quality and executability. Additionally, we harness a suite of hybrid strategies to collect training
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Table 1: Recommendation levels for 3 strategies used in curating VAB’s agent-tuning trajectory data
on different dimensions. (Cf. Section@ for detailed explanation on each dimension)

Strategy Avg. Cost Adaptability Versatility Flexibility Adoption

Program-based Solvers VAB-OmniGibson, VAB-WebArena-Lite
LMM Agent Bootstrapping VAB-Minecraft, VAB-AndroidLab, VAB-CSS
Human Demonstrations VAB-AndroidLab
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Figure 3: Data collection process in VAB. We follow a principled two-stage paradigm to collect task
instances and then adopt various methods to further collect training trajectories for them.

trajectories that can be used to tune open LMMs into better visual foundation agents. Our rigorous
data collection process in VAB is crucial for presenting a high-quality resource for LMM-based
agents (Figure[3). The statistics of different tasks in VAB are shown in Table 3]

3.1 TASK INSTANCE COLLECTION: PROTOTYPING AND INSTANTIATION

Curating meaningful and testable task instances for LMM agent tasks can be difficult. On one hand,
they should be diverse and useful to cover real-world applications. On the other hand, they should be
grounded to environments carefully to ensure feasibility and practicality. As a result, we collect all
our task instances in a two-stage paradigm:

* Prototyping: We gather many task prototypes representing high-level goals based on the func-
tionality provided by the environment. Related items are temporarily set to placeholders.

* Instantiation: Task prototypes are grounded to concrete items and conditions collected from the
environment. Judging functions are thereby set up by instantiated tasks. Instructions are then
rephrased by LLMs to enhance expression diversity.

Following the mentioned principles, we develop diverse task sets for all VAB environments. For
VAB-OmniGibbon, we source 89 prototypes of general household activities, instantiating them in
various scenes to create 992 instances, with 181 reserved for testing. In VAB-Minecraft, we focus
on object-collecting tasks, generating 628 instances from our defined prototypes, allocating 116 for
testing. For VAB-AndroidLab, we select 8 Android applications and create 119 test instructions,
while developing approximately 70 task prototypes from 18 common apps for training. In WebArena-
Lite, we refine 165 test samples and generate 1186 training instances from 40 task prototypes across
various web applications. For VAB-CSS, we design tasks around CSS rule corruptions, creating 1210
instances with 165 for testing, each annotated with natural language descriptions of visual changes.
This comprehensive approach ensures a rich and varied task environment across our selected domains.
For more details, please refer to Appendix [A3]

3.2 TRAINING TRAJECTORY COLLECTION: 3-LEVELED STRATEGIES

Recently, there has been a rise in benchmarks for interactively evaluating LLM or LMM agents (Liu
et al.,|2023a;|Zhou et al.} 2023} Xie et al.,|2024). Despite showcasing the substantial potential of LLM
and LMM as agents, they usually only provide the test set and thus fail to facilitate the improving of
open LLMs and LMMs on agent tasks. In light of the challenge, in VAB we are devoted to offering a
preliminary behavior cloning (BC) (Nakano et al., 2021} |Zeng et al., 2023) setup for training open
LMM agents. In VAB, we summarize our trajectory collecting into 3-leveled strategies:

1. Program-based Solvers: Trajectories are collected by prototype-specific programs written by
human experts (e.g., Playwright scripts for automating web browsing tasks).
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Table 2: Comparison between VAB and related benchmarks. VAB is the first comprehensive multi-
domain agent benchmark offering interactive environments, supporting multimodal agent evaluation,
and providing a large and diverse set of training trajectories for visual agent tuning. “#Test Ins.”
refers to the number of test instances; “#Train Traj.” refers to the number of training trajectories
for SFT, “RL” means no training trajectory is available and only a reinforcement learning setup is
provided; “#Avg. Turns” refers to the average number of turns per training trajectory.

Category #Env. #Test Ins. #Train Traj. #Avg. Turns Multimodal Interactive Env.

ALFWorld Shridhar et al.|(2020b) Household 1 134 6,374 7.54 X

Alfred |Shridhar et al.|(2020a) Household 1 1,529 6,574 7.51

Behavior-1K]|Li et al.|(2023) Household 1 1,000 RL -

MineDojo Fan et al.|(2022) Game 1 3,141 RL -

SmartPlay Wu et al.|(2023) Game 6 20 - - X

Mind2Web |Deng et al.|(2024) Web 1 1,341 1,009 7.71 X
‘WebArena|Zhou et al.|(2023) ‘Web 1 812 - -

VisualWebArena|Koh et al.|(2024) Web 1 910 - -

META-GUI|Sun et al.|(2022) Mobile 1 483 3,692 7.64 X
OSWorld Xie et al.|(2024) Desktop 1 369 - -

OmniACT Kapoor et al.[(2024)  Desktop & Web 2 9,802 - - X
AgentBench|Liu et al.|(2023a) Multi-domain 8 1,091 - - X
VISUALAGENTBENCH Multi-domain 5 746 4,482 11.22

Table 3: Statistics of all datasets in VAB.

VAB-OmniGibson VAB-Minecraft VAB-AndroidLab VAB-WebArena-Lite VAB-CSS

#Action Space 20 6 7 12 4
#Test Instance 181 116 119 165 165
#Train Trajectory 872 382 1,213 1,186 829
#Train Step 20,153 5,197 10,175 9,522 5,250
#Max Round Limit 100 100 25 20 10

2. LMM Agent Bootstrapping: Trajectories are collected by prompted LMM agents (e.g.,
gpt—40), with optional memory augmentations (Wang et al.,[2023c). For instance, in Minecraft
we allow agent to access memories for solving easier sub-goals (e.g., how to collect a stick) when
constructing trajectories for more complex goals (e.g., how to collect a hammer).

3. Human Demonstrations: Trajectories are annotated by human experts. It is necessary for
scenarios where humans are indispensable (e.g., mobile apps require logged-in human accounts).

These strategies are quite different from each other and present their own unique advantages in certain
environments. We summarize their recommendation levels on 4 dimensions (Cf. Table[T)):

» Average Cost: The most important dimension. Program-based solvers are most cost-effective,
followed by human demonstrations. LMM bootstrapping is currently the most expensive due to
proprietary API costs, but this may decrease as open LMMs improve.

* Adaptability: It indicates how easy we can implement a strategy to an environment. LMM
bootstrapping is highly adaptable with good prompts. Program-based solvers require moderate
implementation time. Human demonstrations need training and may face accessibility issues.

* Versatility: It refers to how versatile tasks a strategy could deal with. Human annotators can
handle the widest range of tasks, followed by LMM agents. Program-based solvers are limited to
predefined prototypes.

* Flexibility: It denotes the trial and error process in the solution trajectories. LMM bootstrapping
naturally incorporates trial-and-error processes. Program-based solvers struggle with this, while
human annotators are often discouraged from it for quality control reasons.

Considering all mentioned dimensions and their trade-offs, we adopt a hybrid set of strategies for each
of the 5 environments in VAB as shown in Table([I] In brief, we employ diverse strategies tailored to
each domain’s unique characteristics. For VAB-OmniGibson, we utilize program-based solvers due
to the platform’s high hardware requirements and the need for cost-effective, adaptable solutions. In
VAB-Minecraft, we opt for LMM agent bootstrapping to handle the game’s inherent randomness
and exploration requirements. For VAB-AndroidLab, we primarily rely on human demonstrations,
supplemented by LMM agent bootstrapping for offline apps, to address the challenges of XML
legibility and app-specific login requirements. In VAB-WebArena-Lite, we choose program-based
solvers, leveraging the mature P1aywright automation tool and addressing the difficulties faced by
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Table 4: Main results on VISUALAGENTBENCH. The metric reported is success rate (SR), which
measures the proportion of successful tasks in all evaluated tasks. Open LMMs are evaluated using
multitask fine-tuning rather than direct prompting, as they were unable to effectively follow system
prompts from VAB in our preliminary trials. For # Params of open LMMs, we report the sizes of
their language and vision part respectively.

Type Model #Params ‘ AVG‘ Embodied GUI Visual Design
|  |OmniGibson Minecraft AndroidLab WebArena-Lite ~ CSS
gpt-40-2024-05-13 N/A  |36.2 41.4 55.2 31.9 18.2 34.5
gpt-4-vision-preview N/A  |31.7 36.5 47.4 26.9 18.8 29.1
gpt-4-turbo-0409 N/A  |29.9 26.5 50.0 26.9 18.2 27.9
Proprietary claude-3.5-sonnet N/A |26.9 24.3 56.0 31.1 7.2 15.8
LMMs claude-3-opus N/A 21.9 14.9 51.7 15.1 7.9 20.0
(Prompting) gpt-40-mini-2024-07-18 N/A 20.5 12.2 30.2 22.7 20.6 17.0
gemini-1.5-pro N/A 198 22.1 41.4 16.8 7.9 10.9
gemini-1.0-pro N/A 6.3 4.4 11.2 11.8 4.2 0.0
qwen-vl-max N/A 2.7 0.0 6.0 2.5 3.0 1.8
InternVL-2 (Chen et al.|[2024) 7B + 0.3B| 16.0 16.0 28.4 34 7.9 24.2
Qwen2-VL (Wang et al.[[2024b) 7B + 0.3B| 15.6 13.8 24.1 5.9 6.7 27.3
GLM-4V (GLM et al.|[2024) 9B +4B |12.0 8.8 19.8 2.5 5.5 23.6
LLaVA-NeXT (Liu et al.[[2024b) 8B + 0.3B|10.5 3.3 23.3 3.4 4.2 18.2
Open LMMs 3 . i . R
(Fine-tuning) CogVLM2 (Hong et al./|2024) : 8B +12B | 10.3 3.3 25.9 1.7 3.0 17.6
CogAgent (Hong et al.[|2023) 7B+ 11B| 8.9 6.6 20.7 2.5 0.6 13.9
CogVLM (Wang et al.|[2023b) 7B + 10B | 8.4 3.3 19.8 4.2 4.2 10.3
LLaVA-1.5(Liuetal.l2024a) 13B+1B| 7.7 1.7 25.9 0.8 2.4 7.9
Qwen-VL (Bai et al.|[2023) 7B +2B | 5.7 1.7 18.1 1.7 2.4 4.8

human annotators with unfamiliar interfaces. For VAB-CSS, we implement LMM agent bootstrapping
to accommodate the iterative nature of CSS debugging, using gpt—4o for initial trajectories and
providing hints to improve success rates. For more details, please refer to Appendix [A.4]

4 BASELINE EXPERIMENT

4.1 SETUP

Baselines. We evaluate on both proprietary LMM APIs and selected open LMMs. For proprietary
LMMs, we include models from OpenAl GPT (OpenAll [2024a; 2023} [2024b)), Anthropic Claude (An+
thropicl 2024), Google Gemini (Reid et al., 2024; Team et al.} 2023)), and Qwen-VL-Max (Bai et al.,
2023)). For open LMMs, we select nine state-of-the-art models as representative fine-tuning baselines
in VAB: InternVL-2 (Chen et al.,[2024)), Qwen2-VL (Wang et al.l 2024b), GLM-4V (GLM et al.|
2024), CogVLM2 (Wang et al.,|2023b)), CogAgent (Hong et al.,[2023), CogVLM (Wang et al.,2023b),
LLaVA-NeXT (Liu et al.,[2024b)), LLaVA-1.5 (Liu et al.} [2024a)), Qwen-VL (Bai et al., 2023).

Prompting. We format LMM-as-Visual-Agent as two roles (i.e., user and assistant) interacting
in multiple rounds. The task description, action spaces, few-shot demonstrations, and important
notices for each environment are formatted as the sy stem prompt at the beginning of the conversa-
tion. Task instruction is given in the first user round. Environmental observations and feedback are
passed via user in later rounds. Considering current LMM APIs’ poorer support of multi-image
and outrageous cost when interaction rounds soar up, in Embodied and GUI agents we only offer
the vision input of the latest user round (following (Koh et al.,[2024))) while reserving history text
contents. An exception is the CSS agent in Visual Design. In this case, comparing differences in
visual inputs is essential, and the interaction rounds are typically fewer than 10. Therefore, we retain
all image inputs in the conversation history for this task.

Training for Open LMMs. We generally follow the prompting format of proprietary LMM APIs in
each environment to organize our training trajectories, and make several minor modifications. In the
system prompt we remove the few-shot demonstrations as we would fine-tune models. In addition,
during fine-tuning, since open LMMs perform poorly on multi-image input (especially for CogVLM
and CogAgent, whose expert architecture disallows simple implementation of multi-image input),
we only use the vision input of the latest user turn, and concatenate histories together using role
tokens (i.e., “<|user|>") and linebreaks. For CSS agent where multi-image input is necessary, we
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concatenate history images vertically into one as the input. To benchmark the potential of LMMs
to serve as visual foundation agents, we conduct multitask fine-tuning over the dataset aggregation
of all environments. To optimize performance, all LMMs undergo full-parameter fine-tuning, with
a batch size of 64 and 5k training steps. Other hyperparameters are configured using the default
ones provided by the model’s original repository or the third-party’s integrated training framework.
For data composition, we uniformly combine all training samples except for VAB-CSS, which we
duplicate an additional 2 times as the preliminary experiments show that the task requires more
extensive training for open LMMs to adapt to the screenshot concatenation format.

4.2 MAIN RESULTS

Table |4 shows the main results on VAB, including both prompting proprietary LMMs and fine-tuned
open LMMs. We have several important observations on the status quo of LMM-as-Visual-Agent.

VAB is challenging for existing LMMs. We observe that existing LMMs face significant challenges
when evaluated on VAB. The majority of proprietary LMMs, with mere prompting, achieve an overall
success rate above 20%, demonstrating their multimodal understanding and reasoning abilities.
The most capable LMM, gpt-4o0, achieves an overall success rate of 36.2%. However, these
performances are still far from satisfactory and not yet qualified for direct deployment. Notably,
despite its superiority on existing benchmarks, claude-3.5-sonnet still falls significantly
behind gpt-4o0. Additionally, we present the first systematic evaluation of gpt—4o-mini on
agent tasks, which reveals that its performance is considerably inferior to gpt —4o but comparable to
claude-3-opus and gemini-1.5-pro.

Trajectory SFT can improve LMM agents. For open LMMs, we find they can rarely follow the sys-
tem prompt’s instruction without fine-tuning in preliminary trials, resulting in 0% success rates. After
training on VAB, open LMMs present significant improvements. The strongest one, InternvVL-2,
even outperforms gemini-1.0-pro on all evaluated environments and claude—3-opus on
CSS agent task. These results suggest that learning from trajectories would be a promising direction
for us to build visual foundation agents.

Gaps between top proprietary and open LMMs are huge but likely to be narrowed. Despite the
improvement from training, the gap between proprietary and tested open LMMs is much wider than ex-
pected. While many of them have claimed competitive performance to gpt-4-vision-preview
on traditional vision benchmarks such as image captioning, VQA, and so on, their fundamental ability
to serve as practical visual foundation agents is far from comparable even after fine-tuning on VAB
datasets. It also demonstrates that VAB could serve as an ideal testbed for benchmarking the practical
performance of LMMs. With larger backbone LLMs (which are insufficiently tested in this work due
to limitations of our computing resources) and more high-quality trajectory data, it is likely that open
LMMs will be comparable or even outperform more proprietary LMMs.

5 ANALYSIS

Multimodal agent tasks encompass two critical challenges: visual grounding and planning. We
conduct fine-grained analyses to gain deeper insights into performance in these two aspects and offer
valuable perspectives for the future development of visual foundation agents based on LMM:s.

5.1 VISUAL GROUNDING ANALYSIS

Visual grounding refers to the ability to associate language concepts with content in visual percep-
tion (Fukui et al.| 20165 Zheng et al.||2024)), which is crucial for LMM-as-Visual-Agent. We look into
3 typical design choices in VAB related to visual grounding to show its current status and challenges.

The use of object labels in embodied environment. Despite the strong image caption and object
recognizing ability of LMMs, they do not seem to play well in the context of an embodied agent task.
In VAB-OmniGibson, we compare the LMM-as-Visual-Agent performance with and without object
labels annotated in the vision input. The result in Figure [4| shows that LMM agents significantly
underperform without object labels. It indicates that notwithstanding LMMSs’ strong performance on
downstream benchmarks, they can still struggle in the same task in the context of LMM-as-Visual-
Agent.
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The use of Set-of-Marks (SoM) in GUI environment. For GUI tasks, we also augment the image
input with SoM by default because it is difficult to elicit accurate bounding box coordinates from the
LMM, which is essentially a referring expression comprehension (REC) task 2020). With
our training trajectories, we can evaluate whether LMMs can effectively perform visual grounding
by directly outputting a bounding box without relying on external SoM signals. Specifically, we
fine-tune CogVLM2 with and without SoM. The results in Figure[5]show that CogVLM2 struggles to
learn to directly output a bounding box, and SoM plays an instrumental role in visual grounding.

Visual difference grounding. Our new frontend design task offers a unique opportunity to examine
a specific type of visual grounding: visual difference grounding. Unlike traditional visual grounding
with a single scene involving associating a language concept to a static region or object in the image,
visual grounding in VAB-CSS requires the LMM to properly ground the “layout difference” (Cf.
Appendix [F:3) to the different areas of two images through comparison. All our current results on
VAB-CSS in Tablef]are based on a relatively lenient setting. Instead of requiring the LMM to directly
perceive the difference between two screenshots, we provide a language description that explicitly
states the adjustments to make to match the two input images (see an example in Appendix [F2).

5.2 PERFORMANCE ON PLANNING

The role of thought in ReAct. ReAct is one of the most commonly used
frameworks for language agents. The central concept emphasizes the importance of integrating the
agent’s reasoning and actions by intertwining the output with both thought and action components.
However, in our study, we find that the thought step may not be essential. When using gpt—4o and
claude-3.5-sonnet as the backbone of the agents, directly outputting an action field can yield
comparable or even superior performance compared to using the ReAct framework (see Table [6)).

Recovering from errors during planning. In real-world applications, agents require the error
recovery ability to dynamically adjust their actions and plans based on environmental feedback.
To understand it in LMMs, we analyze two representative models: gpt—4o0, the most powerful
model currently available, and glm—-4v, a prominent open LMM. Their performance, illustrated
in Figure[f] reveals that gpt -4 o exhibits robust error recovery across most tasks, with GUI tasks
being an exception due to their often irreversible nature. Importantly, we find that incorporating error
recovery scenarios in training data significantly enhances the performance of fine-tuned open LMMs,
as evidenced by results from VAB-OmniGibson and VAB-CSS (Cf. Appendix [B-T]and Appendix [F2]
for details about error recovery of training trajectories).
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Table 5: LMM performances drop drastically on VAB-CSS when the language description is removed.

gpt-40-2024-05-13 gpt-4-turbo-0409 gpt-4-vision-preview

w/ NL 34.5 27.9 29.1
w/o NL 24.2 110.3% 1.9 126.1% 2.4 126.7%

Table 6: ReAct (w/ CoT) has varied (potentially positive or negative) impacts on visual agent tasks.

Model Prompting VAB-Minecraft ~ VAB-AndroidLab VAB-CSS
-4 w/ Thought 55.2 30.4 34.5
gp © w/o Thought 48.3 16.9% 31.9 11.5% 38.2 13.7%
B B w/ Thought 56.0 29.0 15.8
claude-3.5-sonnet w/o Thought 55.2 10.8% 31.1 12.1% 17.6 11.8%

6 RELATED WORK

LMM-as-Visual-Agent. In pre-LMM era, most visual agents are built with task specific train-
ing (Shridhar et al., 2020a)) and reinforcement learning (Kempka et al.l [2016). With the rapid
development of LMMs (OpenAl, 20244a; Reid et al., [2024; |OpenAl, 2023} |Bai et al., |2023; | Anthropic,
2024; Team et al.} 2023} |GLM et al.| 2024)), the study of LMM-based visual agents begins to thrive.
Leveraging the general capabilities of LMMs, these visual agents have the potential to perform com-
plex tasks in various scenarios, including embodied and game tasks (Brohan et al., 2022} |Yang et al.,
2023a; Driess et al., 2023} |Tan et al., 2024), GUI interaction (Zheng et al.| 2024} [Zhou et al.| 2023}
Koh et al., |[2024; Xie et al.} 2024; |Kapoor et al., [2024; Yang et al.,|2023b)), and visual design tasks (S1
et al., 2024} Laurencon et al., [2024). However, these complex scenarios pose several challenges
for LMM-based visual agents: basic visual understanding and grounding (Zheng et al.| 2024} [Yue
et al., [2023)), vision-text information comprehension (Kil et al., [2024), instruction following, and
long-term planning ability (Wu et al., 2023} |Liu et al.,|2023a). Most general-purpose LMMs still lack
strong zero-shot capabilities, leading to different application paradigms when deploying LMMs as
visual agents. While prompting methods offer great convenience, they may not achieve satisfactory
performance in many areas (Zhou et al., [2023; |Drouin et al.l [2024). Consequently, task-specific
training and alignment remain common practices in these applications (Lai et al.|[2024). In response,
VAB aims to establish a comprehensive benchmark for LMM-based visual agents, covering a wide
range of typical applications. In the meantime, VAB seeks to provide an in-depth evaluation of both
prompting and training approaches, ultimately fostering the development of LMM visual agents.

Benchmarking LMM-based visual agents. With the rapid development of LMM agents and their
impressive performance in various scenarios (Xie et al., [2024} [Kapoor et al., 2024} |Yang et al.|
2023bja; |Si1 et al.| [2024; Mu et al.| [2024), it has made the evaluation of LMM agent an urgent problem.
In the GUI interaction domain, recent works have proposed static datasets (Deng et al.||2024; |[Rawles
et al.| [2024; |Sun et al.| [2022) and interactive environments (Zhou et al.| 2023} Koh et al.| [2024; | Xie
et al., [2024)) to evaluate LMM agents in different applications, including web (Zhou et al.| 2023}
Koh et al., [2024; Deng et al.| 2024)), mobile phone (Rawles et al.| 2024} [Sun et al., [2022), and
desktop (Xie et al.,[2024)). In the embodied domain, previous works have proposed various game
environments (Guss et al., [2019; [Fan et al., [2022) and household environments (L1 et al.l 2023),
but few works have explored benchmarking LMM agents on these environments. Most existing
benchmarks are designed for relatively narrow domains and lack a comprehensive evaluation across
different applications of LMM agents. Additionally, many benchmarks focus solely on the prompting
evaluation of LMM agents. VAB aims to provide a training set for open-source foundation LMMs,
offering a new perspective on benchmarking these models and advancing their diverse applicabilition.

7 CONCLUSION

We present VisualAgentBench (VAB), a comprehensive benchmark for evaluating Large Multimodal
Models as visual agents across diverse scenarios. Our testing of 18 LMM models reveals their
developing capabilities in this domain. VAB also explores methods for synthesizing visual agent
trajectory data, providing insights for future advancements.

10
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A  OVERVIEW

A.1 DESIGN FEATURES OF VAB

Given that LMMs are still evolving rapidly, we adhere to several principles in our design of VAB to
accommodate the current capabilities and limitations of LMMs.

* Vision-Centric: VAB agent tasks are designed to primarily rely on visual inputs to solve problems.
While additional text inputs could be beneficial, VAB aims to evaluate how LMMs perform when
perceiving the environment as humans do in agent tasks. For example, while HTML is shown
useful for Web GUI Agent (Zhou et al., [2023; Deng et al., [2024)), humans typically browse the
internet from screens without reading HTMLs.

» High-Level Decision Making: VAB focuses on evaluating LMMs’ high-level decision-making
abilities. Compared to prior smaller visual-language models that specifically target low-level
policies (Lynch & Sermanet, 20205 Brohan et al.| 2022; [Lifshitz et al.| [2024)), LMMs excel at high-
level planning and interacting (Driess et al.,[2023)) in text response thanks to their commonsense,
knowledge, and flexible instruction following with mere prompting. Therefore, in VAB, we
simplify the low-level control by providing convenient action interfaces, and ask tested LMMs to
concentrate on delivering high-level decision sequences in text.

* Interactive Evaluation: Evaluating LLMs or LMMs on real-world agent tasks is challenging, as
task goals can be achieved by various means. As a result, it becomes a mainstream practice to
evaluate in an interactive manner (Liu et al., 2023a;|Zhou et al .l [2023;|Jimenez et al., 2023} |Xie
et al.,[2024). VAB also adheres to this principle.

* Trajectories for Behavior Cloning: Many previous execution-based agent benchmarks for
LLMs and LMMs, despite being realistic and challenging, often fail to provide effective training
sets for the community to use for improvement. LLMs and LMMs need behavior cloning training
on trajectories for better performance (Nakano et al.,|2021; Zeng et al., 2023 Lai et al., [2024).
However, creating such datasets consisting of valid instructions, trajectories, and reward functions
is costly and requires annotators’ good understanding of the environment. In response to the
challenge, for each VAB environment we endeavor to deliver instructions created with a hybrid
set of strategies (Cf. Section [3.2). Experiments show that our constructed training sets can
effectively improve the performance of open LMMs on VAB.

Note that as the field advances, some of the above principles may become obsolete and irrelevant.
We will continuously update VAB to accommodate the progress of LMM:s.

A.2 DETAILS ON USE OF VISUAL INFORMATION IN EACH ENVIRONMENT

Vision-centric design is a crucial feature for VAB with regard to planning and grounding. Here we
will give a brief look at the specific use of vision from both perspectives.

* VAB-OmniGibson: The agent perceives the simulated environment through egocentric vision.
It must interpret visual information to identify the affordances of objects within its view and
understand their spatial relationships (e.g., whether an object is reachable).

* VAB-Minecraft: Similar to VAB-OmniGibson, the agent must interpret the current scene in the
game environment to determine its next action. In addition, VAB-Minecraft includes moving
elements such as animals and monsters, which places greater demands on the agent’s visual
understanding to complete tasks.

* VAB-AndroidLab: The agent operates on the graphical interface of an Android system to
complete tasks without access to system APIs and relies solely on visual inputs. At each step, it
analyzes the current screenshot to predict an action—identifying interactive elements such as app
icons or buttons based solely on the screenshot. Executing the action generates a new screenshot
for the next iteration.

e WebArena-Lite: Similar to VAB-AndroidLab, WebArena-Lite is also a GUI-based environment.
In the original paper of WebArena (Zhou et al.| [2023)), they use HTML/Accessibility Tree as the
input, whereas in VAB, we focus on visual inputs and mainly focus on screenshots to predict
actions at each step.
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* VAB-CSS: The agent must carefully adjust the CSS style file until the rendering matches the
given screenshot. It needs to perceive fine-grained visual differences between two screenshots,
which can often be minimal. This makes VAB-CSS a highly vision-intensive task.

A.3 DETAILS ON TASK INSTANCE COLLECTION

For VAB-OmniGibson, a prototype is a general household activity, such as recycling office papers.
We source these prototypes either by sampling from Behavior-1K or by annotating them ourselves.
Instantiating a prototype involves grounding it in a specific scene (e.g., specific rooms with office
papers and recycling bins) generated in OmniGibson. To increase task diversity, we instantiate each
prototype with multiple random scenes and various initializations of object positions in the room. In
total, we collect 992 instances using 89 prototypes. We sample 181 out of them as our test set.

For VAB-Minecraft, we target high-level task prototypes related to object collecting and then
instantiate them with game configurations using different world seeds or spawn points. We manually
check to ensure that each high-level goal is achievable within its configuration. In total, we collect
628 task instances using high-quality prototypes defined by us, with 116 instances designated as the
test set. Additionally, we sample 132 task prototypes from JARVIS-1, resulting in 596 task instances
that could be leveraged to collect our training trajectories later.

For VAB-AndroidLab, we first select 8 typical Android applications, from system services to third-
party applications (e.g., Maps, Music, etc.) that could be evaluated offline. We come up with 119
test instructions for them and prepare valid groundings in the AVD snapshot (e.g., an MP3 file to
play in the Music APP). For the training task construction, we filter 18 commonly used APPs and
summarize their major functions to around 70 task prototypes.

For WebArena-Lite, we filtered and cleaned 165 test samples from the original WebArena dataset and
collected new task instances for web applications to use in training trajectory collection. Specifically,
we summarize each website’s basic functions and valid items for synthetic queries, created 40 task
prototypes, and fill them with valid and invalid items (e.g., product categories, prices)to
generate specific instructions, resulting in 1,186 training task instances.

For VAB-CSS, a task prototype simply corresponds to one possible corruption of a CSS rule such as
adding or altering a CSS property. To instantiate a task for a specific website, we randomly select a
corruption that results in noticeable visual changes, determined by an SSIM (Wang et al., 2004) score
below O.SEI In addition, we manually annotate each instance with a natural language description of
the difference between the two images as an additional clue to the agent. In total, we collect 1,210
instances and use 165 to form the test set.

A.4 DETAILS ON TRAINING TRAJECTORY COLLECTION

For VAB-OmniGibson, we adopt the program-based solvers focusing on the cost and adaptability.
OmniGibson has no friendly interface for humans to operate on, and requires high-end laptops with
GPUs supporting ray tracing and large main memory (> 10 GB) to run. Thus it is unlikely for us to
find a large number of qualified annotators to label for OmniGibson. LMM agent bootstrapping is fine
but uneconomical, as the task usually takes more steps than others (i.e., up to 100). Program-based
solvers, instead, are suitable for collecting massive high-quality trajectories in OmniGibson.

For VAB-Minecraft, we adopt LMM agent bootstrapping considering adaptability. Minecraft requires
some flexible explorations (as environments are generated randomly), which is beyond the scope
of program-based solvers. Humans need to be well-trained for some time on playing Minecraft
before becoming qualified annotators. Since previous work has explored the usage of memory
augmentation (Wang et al.,|2023c)) for improving LMM agents in Minecraft, it becomes practical to
leverage the bootstrapping strategy by LMM APIs such as gpt —4o for creating training trajectories.

For VAB-AndroidLab, we primarily adopt human demonstrations, accompanied with some LMM
Agent Bootstrapping considering the versatility and flexibility. As android XMLs are less legible
and operable than HTMLs on web with existing automation tools, program-based solvers are not
applicable. Additionally, for many apps require login and internet connection, human demonstration

3This is an empirical choice based on our own experience.
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is the best solution. LMM agent bootstrapping is employed in some offline APPs such as system
settings to enhance trajectory flexibility.

For VAB-WebArena-Lite, we adopt program-based solvers due to cost and adaptability. On the
one hand, there have been a mature web automation tool Playwright that supports Python. On
the other hand, although WebArena (Zhou et al.,|[2023) is adopting some mirror websites for their
real-world counterparts, their interfaces could be vastly different (e.g., OpenStreetMap in WebArena
vs. Google Maps in real-world). Consequently, human annotators struggle to label demonstrations
on these websites efficiently in our preliminary trials. For LMM agents, they tend to perform too
poorly under mere prompting on WebArena (with success rate less than 20%) for efficient trajectory
construction.

For VAB-CSS, we adopt LMM agent bootstrapping, mostly owing to concerns on flexibility. A
critical challenge for the agent in debugging CSS styles is to iteratively adjust the CSS rules through
a trial and error process, which can be flexibly achieved using the LMM agent bootstrapping scheme.
In particular, we first use gpt —4o to collect trajectories that finally resolve the CSS issue. However,
gpt—4o0 can only achieve a success rate lower than 40%. To collect additional trajectories, we hint
the agent with the target CSS rule to edit, after 5 steps of trials, on tasks where the agent initially
fails.

B VAB-OMNIGIBSON

In this section, we provide additional details about VAB-OmniGibson that are not covered in the
main paper due to space limitations.

B.1 DETAILED DESCRIPTION

Current household datasets or benchmarks are not originally designed for LMMs, making them
less suitable for evaluating today’s LMMs. Behavior-1K (Li e