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Abstract
In this paper, we investigate the problem of recov-
ering hidden communities in the Labeled Stochas-
tic Block Model (LSBM) with a finite number of
clusters whose sizes grow linearly with the total
number of nodes. We derive the necessary and suf-
ficient conditions under which the expected num-
ber of misclassified nodes is less than s, for any
number s = o(n). To achieve this, we propose
IAC (Instance-Adaptive Clustering), the first al-
gorithm whose performance matches the instance-
specific lower bounds both in expectation and
with high probability. IAC is a novel two-phase
algorithm that consists of a one-shot spectral clus-
tering step followed by iterative likelihood-based
cluster assignment improvements. This approach
is based on the instance-specific lower bound and
notably does not require any knowledge of the
model parameters, including the number of clus-
ters. By performing the spectral clustering only
once, IAC maintains an overall computational
complexity of O(n polylog(n)), making it scal-
able and practical for large-scale problems.

1. Introduction
Community detection or clustering refers to the task of
gathering similar nodes into a few groups from the data
that, most often, correspond to observations of pair-wise
interactions between nodes (Newman & Girvan, 2004). A
benchmark commonly used to assess the performance of
clustering algorithms is the celebrated Stochastic Block
Model (SBM) (Holland et al., 1983), where pair-wise inter-
actions are represented by a random graph. In this graph,
the vertices correspond to nodes, and the presence of an
edge between two nodes indicates their interaction.

The SBM has been widely studied over the past two decades;
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for a detailed overview, see (Abbe, 2018). However, it of-
fers a somewhat simplistic representation of how nodes
interact. In real-world applications, interactions can vary in
type—such as ratings in recommender systems or proximity
levels in social networks. To capture this richer, more nu-
anced interaction data, the Labeled Stochastic Block Model
(LSBM) was introduced and analyzed in (Heimlicher et al.,
2012; Lelarge et al., 2013; Yun & Proutiere, 2016). LSBM
represents interactions through labels drawn from an arbi-
trary set. The aim of this paper is to illustrate the tightest
condition under which clustering is possible based on ob-
serving these labels. For that purpose, we develop a clus-
tering algorithm that minimizes the expected number of
misclassified nodes. In the following sections, we formally
introduce LSBMs and summarize our results.

The Labeled Stochastic Block Model. In the LSBM,
the set I consisting of n items or nodes is randomly
partitioned into K unknown disjoint clusters I1, . . . , IK .
The cluster index of the node i is denoted by σ(i). Let
α = (α1, α2, . . . , αK) represent the probabilities of nodes
belonging to each cluster, i.e., for all k ∈ [K] and i ∈ I,
P(i ∈ Ik) = αk. We assume that α1, . . . , αK are strictly
positive constants and that K and α are fixed as n grows
large. The number of clusters K is initially unknown. With-
out loss of generality, we also assume that α1 ≤ . . . ≤ αK .
Let L = {0, 1, . . . , L} be the finite set of labels. For each
edge (v, w) ∈ Ii × Ij , the learner observes the label ℓ with
probability p(i, j, ℓ), independently of the labels observed
in other edges. We have ∀i, j ∈ [K]2,

∑
ℓ∈L p(i, j, ℓ) =

1. Without loss of generality, 0 is the most frequent la-
bel: 0 = argmaxℓ

∑K
i=1

∑K
j=1 αiαjp(i, j, ℓ). Let p̄ =

maxi,j,ℓ≥1 p(i, j, ℓ) be the maximum probability of observ-
ing a label different from 0. We will mostly consider the
challenging sparse regime where p̄ = O((log n)/n) and
p̄n → ∞ as n → ∞, but we will precise the assumptions
made on n and p̄ for each of our results. We further assume
for all i, j, k ∈ [K]:

(A1) ∀ℓ ∈ L, p(i, j, ℓ)

p(i, k, ℓ)
≤ η and

(A2)
∑K

k=1

∑L
ℓ=1(p(i, k, ℓ)− p(j, k, ℓ))2

p̄2
≥ ε,

where η and ε are positive constants independent of n. (A1)
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imposes some homogeneity on the edge existence prob-
ability, and (A2) implies a certain separation among the
clusters. In summary, the LSBM is parametrized by α and
p := (p(i, j, ℓ))1≤i,j≤K,0≤ℓ≤L.

1.1. Notation

We denote p(i) as the K × (L + 1) matrix whose ele-
ment on j-th row and (ℓ + 1)-th column is p(i, j, ℓ) and
denote p(i, j) ∈ [0, 1]L+1 the vector describing the prob-
ability of the label of a pair of nodes in Ii and Ij . Let
PK×(L+1) denote the set of all K × (L + 1) matrices
such that each row represents a probability distribution.
Define the divergence D(α, p) of the parameter (α, p) as:
D(α, p) = mini,j∈[K]:i̸=j DL+(α, p(i), p(j)), with

DL+(α, p(i), p(j)) = min
y∈PK×(L+1)

max{
K∑

k=1

αk kl(y(k), p(i, k)),
K∑

k=1

αk kl(y(k), p(j, k))

}
,

and where kl denotes the Kullback-Leibler divergence
between two label distributions, i.e., kl(y(k), p(i, k)) =∑L

ℓ=0 y(k, ℓ) log
y(k,ℓ)
p(i,k,ℓ) . DL+(α, p(i), p(j)) can be inter-

preted as the hardness in distinguishing whether a node be-
longs to cluster i or cluster j based on the data. For any clus-
tering algorithm π, we denote by επ(n) the number of mis-
classified nodes under π. This quantity is defined up to a per-
mutation of the cluster IDs. Specifically, if π returns (Îk)k,
then επ(n) is calculated as minθ | ∪k Îk \ Iθ(k)|, where the
minimum is over all permutations θ of [K]. To simplify the
notation throughout the paper, we assume that the permu-
tation achieving the minimum is given by θ(k) = k for all
k ∈ [K].

1.2. Main Results

We consider the problem of clustering, or recovering com-
munities, in the LSBM as described above. We reveal the
necessary and sufficient conditions for the asymptotic re-
covery of the communities. Specifically, we reveal that the
necessary and sufficient condition on the parameters (α, p)
to achieve lim supn→∞

E[επ(n)]
s ≤ 1, for any s = o(n), is

lim inf
n→∞

nD(α, p)

log(n/s)
≥ 1.

To this aim, we design a computationally efficient algorithm
that recovers the clusters in the LSBM with a minimal error
rate. By minimal, we mean that for any given LSBM, the al-
gorithm achieves the best possible error rate for this specific
LSBM. In other words, the algorithm is instance-optimal
and truly adapts to the hardness of the LSBM it faces. This
contrasts with algorithms with minimax performance guar-
antees only: those algorithms provably perform well for

the worst possible LSBM, but could potentially yield poor
performance for most other instances of the LSBM.

Instance-specific lower bound. To reveal the necessary
condition, we first need to revisit an instance-specific lower
bound on the error rate satisfied by any algorithm. The
following theorem from (Yun & Proutiere, 2016) provides
a necessary condition as a lower bound on the expected
number of misclassified nodes E[επ(n)].

Theorem 1.1 (Yun & Proutiere (2016)). Let s =
o(n). Under the assumptions of (A1), (A2), and
p̄n = ω(1), for any clustering algorithm π that satisfies
lim supn→∞

E[επ(n)]
s ≤ 1,

lim inf
n→∞

nD(α, p)

log(n/s)
≥ 1.

The lower bound essentially states that under any algorithm,
the expected number of misclassified nodes must be larger
than n exp(−nD(α, p)). The proof of Theorem 1.1 is based
on the change-of-measure argument frequently used in on-
line stochastic optimization and multi-armed bandit prob-
lems (Kaufmann et al., 2016; Lai & Robbins, 1985).

An instance-optimal algorithm (upper bound). The main
contribution of this paper is to provide a sufficient condition
for cluster recovery. Specifically, we propose an algorithm
with performance guarantees that match those of the above
lower bound and with computational complexity scaling
as npolylog(n). This algorithm, referred to as Instance-
Adaptive Clustering (IAC) and presented in Section 3, first
applies a spectral clustering algorithm to initially guess the
clusters and then runs a likelihood-based local improve-
ment algorithm to refine the estimated clusters. To analyze
the performance of the algorithm, we make the following
assumption.

(A3) np(j, i, ℓ) ≥ (np̄)κ for all i, j and ℓ ≥ 1,

for some constant κ > 0.

Assumption (A3) excludes the existence of labels that are
too sparse compared to p̄. The following theorem establishes
the performance guarantee of IAC. Its full proof is given in
Appendix C.

Theorem 1.2. Assume that (A1), (A2), and (A3) hold, and
that p̄ = O(log n/n), p̄n = ω(1). Let s = o(n). If the
parameters (α, p) of the LSBM satisfy

lim inf
n→∞

nD(α, p)

log(n/s)
≥ 1. (1)

then IAC (Algorithm 1) misclassifies at most s nodes in high
probability and in expectation, i.e.,

lim
n→∞

P[εIAC(n) ≤ s] = 1 and lim sup
n→∞

E[εIAC(n)]

s
≤ 1.
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IAC requires O(n(log n)3) floating-point operations.

As far as we are aware, IAC is the first algorithm achieving
a performance that matches the lower bound presented in
Theorem 1.1.

To obtain an instance-optimal guarantee in expectation, we
had to (i) reshape parts of the algorithm, and (ii) develop
new tools to analyze its performance. Specifically, to assess
the expected number of misclassified nodes after the first
spectral clustering phase, we needed a tighter guarantee for
the probability of a failure event of the spectral clustering
algorithm with the iterative power method and singular value
thresholding. Analyzing the second phase (the likelihood-
based improvement step) of the algorithm in expectation was
also challenging. All intermediate statements had to hold
with sufficiently high probability and quantify the number of
misclassified nodes for any number s = o(n). Furthermore,
as reflected in the definition of the divergence D(α, p), the
optimal clustering boundary is asymmetric, necessitating
that both the improvement step and its analysis account for
the nonlinear information geometry.

2. Related Work
In this section, we review existing literature on community
detection in stochastic block models (SBMs) and their ex-
tensions, focusing on performance guarantees and optimal
recovery rates relevant to our analysis.

2.1. Community Detection in the SBM

Community detection in the stochastic block model (SBM)
and its extensions has received considerable attention over
the last decade. We first briefly outline existing results be-
low, and then focus on a few papers that are most relevant
to our analysis. The results for the SBM can be categorized
according to the type of performance guarantee targeted. We
distinguish three types of guarantees: detectability, asymp-
totically accurate recovery, and exact recovery. Most results
are concerned with the standard SBM, which can be ob-
tained as a special case of the LSBM (with L = 1, where the
intra- and inter-cluster probabilities are denoted by p(i, i, 1)
and p(i, j, 1) for i ̸= j ∈ [K]).

Detectability. Detectability refers to the requirement of
returning clusters that are positively correlated with the true
clusters. It is typically studied in the sparse binary SBM
where K = 2, α1 = α2, p(1, 1, 1) = p(2, 2, 1) = a/n and
p(1, 2, 1) = p(2, 1, 1) = b/n, for some constants a > b
independent of n. For such SBM, detectability can be
achieved if and only if (a− b) >

√
2(a+ b) (Decelle et al.,

2011; Mossel et al., 2015a; Massoulié, 2013). Detectability
conditions in more general sparse SBMs have been inves-
tigated in (Krzakala et al., 2013; Bordenave et al., 2015).
In the sparse SBM, when the edge probabilities scale as

O(1/n), there is a positive fraction of isolated nodes, and
we cannot do much better than merely detecting the clus-
ters. In this paper, we focus on scenarios where the edge
probabilities are ω(1/n), where an asymptotically accurate
recovery of the clusters may be achieved.

Asymptotically accurate recovery. Our results can also
be interpreted as a generalization of the necessary and suffi-
cient condition for asymptotically accurate recovery of the
communities in the labeled stochastic block model (LSBM),
namely nD(α, p) = ω(1). Under this condition, we can
achieve asymptotically accurate recovery of the clusters,
meaning that the proportion of misclassified nodes tends to
zero as n grows large. A necessary and sufficient condition
for asymptotically accurate recovery in the SBM (with any
number of clusters of different but linearly increasing sizes)
has been derived in (Yun & Proutiere, 2014b) and (Mossel
et al., 2015b). In our work, we performed a more precise
analysis and succeeded in generalizing this condition. Our
results are characterized by our divergence D(α, p), which
makes the condition instance-specific. Our analysis thus pro-
vides more accurate results than those derived in a minimax
framework (Gao et al., 2017; Xu et al., 2020; Fei & Chen,
2020; Zhang & Zhou, 2020). An extensive comparison with
(Gao et al., 2017), where we also strengthen their analysis,
is provided in Section 2.2.

Asymptotically exact recovery. An algorithm achieves an
asymptotically exact recovery if no nodes are misclassified
asymptotically. By choosing s = 1/2 in our theorems, our
results provide the necessary and sufficient condition for
such exact recovery. Conditions for asymptotically exact
recovery have also been studied in the binary symmetric
SBM (Yun & Proutiere, 2014a; Abbe et al., 2016; Mossel
et al., 2015b; Hajek et al., 2016). For instance, when K = 2,
α1 = α2, p(1, 1, 1) = p(2, 2, 1) = a logn

n and p(1, 2, 1) =

p(2, 1, 1) = b logn
n , where a and b are some constants with

a > b, cluster recovery is possible if and only if a+b
2 −√

ab ≥ 1. There are also extensions to more general SBMs
(Abbe & Sandon, 2015a;b; Wang et al., 2021). Our results
are in a form that generalizes these results.

2.2. Comparison with Previous Work on Optimal
Recovery Rates

Next, we discuss three papers (Zhang & Zhou, 2016; Gao
et al., 2017; Xu et al., 2020) that are directly related to our
analysis. These papers study the standard SBM or homoge-
neous LSBM in the regime where asymptotically accurate
recovery is possible. (Zhang & Zhou, 2016; Gao et al.,
2017) present the minimal expected number of misclassified
nodes, but in a minimax setting, whereas (Xu et al., 2020)
presents the instance-specific analysis.

The authors of (Zhang & Zhou, 2016) characterize the min-
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imal expected number of misclassified nodes in the worst
possible SBM within the class Θ(n, a, b) of SBMs satisfy-
ing, using our notation, p(i, i, 1) ≥ a

n and p(i, j, 1) ≤ b
n

for all i ̸= j ∈ [K], where a and b are positive constants.
To simplify the exposition here, we assume that all clusters
are of equal size (refer to (Zhang & Zhou, 2016) for more
details). The minimal expected number of misclassified
nodes is defined through the Rényi divergence of order 1

2
between the Bernoulli random variables of respective means
a
n and b

n , given by

I∗(n, a, b) = −2 log

(√
a

n

√
b

n
+

√
1− a

n

√
1− b

n

)
.

When nI∗(n, a, b) = ω(1), E[επ(n)] scales as n exp(−(1+
o(1))nI

∗(n,a,b)
K ). (Zhang & Zhou, 2016) established that the

so-called penalized Maximum Likelihood Estimator (MLE)
achieves this minimax optimal recovery rate but does not
provide any algorithm to compute it.

The authors of (Gao et al., 2017) present an algorithm that
runs in polynomial time and achieves this minimax lower
bound with high probability1. Again, for simplicity, we
assume that all clusters are of equal size and that K is a
fixed constant. Their performance guarantee can be stated
as follows (see Theorem 4 in (Gao et al., 2017)):

sup
(α,p)∈Θ(n,a,b)

P(α,p)(
επ(n) ≥ n exp

(
−(1 + o(1))

nI∗(n, a, b)

K

))
→ 0,

where P(α,p) denotes the distribution of the observations
generated under the SBM (α, p). One could argue that
the above guarantee does not match the minimax lower
bound valid for the expected number of misclassified nodes.
However, by carefully inspecting the proof of Theorem 4 in
(Gao et al., 2017), it is easy to see that the guarantee also
holds in expectation:

Corollary 2.1. Assume that a/b = Θ(1), (a − b)2/a =
ω(1), and a = O(log(n)). Let Auv be the observation
for the pair of nodes (u, v). Under Algorithm 1 in (Gao
et al., 2017) initialized with USC(τ) in (Gao et al., 2017)
for τ = C 1

n

∑
u∈[n]

∑
v∈[n] Auv with some large enough

constant C > 0,

sup
(α,p)∈Θ(n,a,b)

E(α,p)[ε
π(n)]

≤ n exp

(
−(1 + o(1))

nI∗(n, a, b)

K

)
.

1Refer to (Gao et al., 2017) for the class of SBMs consid-
ered. Compared to our assumptions (A1)-(A2)-(A3) specialized to
SBMs, this class of SBMs is slightly more general.

The proof is presented in Appendix E.10. The assumptions
of Corollary 2.1 are satisfied when our assumptions (A1)
and (A2) hold.

The algorithm presented in (Gao et al., 2017), which has
established performance guarantees, comes with a high com-
putational cost. It requires applying spectral clustering n
times, where for each node u, the algorithm builds a modi-
fied adjacency matrix by removing the u-th column and the
u-th row and then computes a spectral clustering of this ma-
trix. In contrast, our algorithm performs spectral clustering
only once. (Gao et al., 2017) also proposed an algorithm
with reduced complexity (running in Ω(n2)), but without
performance guarantees. Our algorithm not only performs
spectral clustering once but also requires just O(n(log n)3)
operations. Additionally, our algorithm empirically exhibits
better classification accuracy than the penalized local maxi-
mum likelihood estimation algorithm from (Gao et al., 2017)
in several simple scenarios (see Appendix F).

To conclude, compared to (Gao et al., 2017), our analysis
provides an instance-specific lower bound for the classifica-
tion error probability (rather than minimax) and introduces
a low-complexity algorithm that matches this lower bound.
Additionally, our analysis is applicable to the generic La-
beled SBMs. It is worth noting, however, that (Gao et al.,
2017) derives upper bounds for classification error proba-
bility under slightly more general assumptions than ours
for the SBMs. Specifically, their high probability guarantee
also holds for dense regimes (p̄ = ω(log n/n)), and their
number of clusters K can depend on n, whereas we consider
fixed K.

(Xu et al., 2020) presents an instance-specific analysis for
the homogeneous LSBM, in which the distribution of an
edge depends solely on whether the corresponding nodes
are in the same cluster or not. Specifically, there exist distri-
butions P and Q such that for each edge label ℓ, the proba-
bilities are defined as p(i, i, ℓ) = P (ℓ) for all i ∈ [K], and
p(i, j, ℓ) = Q(ℓ) for all i ̸= j. In contrast, our model does
not impose such restrictions; the edge label probabilities
can vary heterogeneously depending on the cluster indices.
Similar to the algorithm in (Gao et al., 2017), the algorithm
proposed in (Xu et al., 2020) executes spectral clustering n
times (see lines 8–10 in Algorithm 3 of (Xu et al., 2020)).

2.3. Other Related Work

Spectral methods. Recent studies also suggest that there
are clustering instances where the spectral clustering al-
gorithm alone is optimal without the improvement step.
(Zhang, 2024) provides a detailed analysis of the spectral
method without any improvement steps in the setting of
simple SBMs for asymptotically accurate recovery. Their
work establishes lower bounds on the performance achiev-
able by spectral clustering algorithms. However, these lower
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bounds are specific to the spectral method and thus do not
represent the fundamental limits of community detection
that we have been considering. As a result, the focus of their
work is not on developing algorithms that achieve optimal
rates but rather on providing a tight analysis of the spectral
method’s performance. We also conjecture that in the gen-
eral (L)SBM, spectral clustering alone cannot achieve the
optimal rates due to the asymmetry of the optimal decision
boundary, as reflected in the definition of the divergence
D(α, p). This necessitates the use of non-Euclidean dis-
tances within the algorithm. In (Zhang, 2024), the k-means
algorithm is based on the Euclidean distance (see Eq. (2) of
Algorithm 1 in (Zhang, 2024)), which would be insufficient
to achieve our optimal result.

For the exact recovery regime, (Dhara et al., 2024; Gaudio
& Liu, 2024) discuss the optimality of the spectral algorithm
for the Censored SBM (which is an instance of LSBM) or
LSBM. They only provided high-probability guarantees and
the algorithms require weights that depend on the statistical
parameters.

Related models. LSBM generalizes the SBM, the Censored
SBM (Abbe et al., 2014; Dhara et al., 2024), and signed
networks (Traag & Bruggeman, 2009; Leskovec et al., 2010;
Tzeng et al., 2020), and has many applications. Our results
provide necessary and sufficient conditions for cluster recov-
ery in all of these models for any s = o(n). The Multiplex
Stochastic Block Model (Barbillon et al., 2016) and the
node-attributed Stochastic Block Model (Dreveton et al.,
2023) are interesting because they can capture cluster struc-
tures that cannot be represented by the SBM or the LSBM.
Extending our work to such models is an important future
direction.

3. Instance-Adaptive Clustering Algorithm
In this section, we introduce the Instance-Adaptive Clus-
tering (IAC) algorithm, outlined in Algorithm 1. The IAC
algorithm is a two-step algorithm consisting of initial spec-
tral clustering and iterative likelihood-based improvements.
The algorithm aims to improve clustering performance by
adapting to the instances.

3.1. Algorithms

The Instance-Adaptive Clustering (IAC), whose pseudo-
code is presented in Algorithm 1, consists of two phases:
a spectral clustering initialization phase and a likelihood-
based improvement phase.

Spectral clustering initialization. The algorithm relies on
simple spectral techniques to obtain rough estimates of the
clusters. For details, refer to lines 1-4 in Algorithm 1 and
Algorithm 2. The algorithm first constructs an observation
matrix Aℓ = (Aℓ

uv)u,v for each label ℓ (where Aℓ
uv = 1

Algorithm 1 Instance-Adaptive Clustering

Input: Observed adjacency matrices (Aℓ)ℓ∈[L]

(where Aℓ
uv = 1 if ℓ is observed between u and v)

1: 1. Estimate average degree:
2: p̃← (

∑L
ℓ=1

∑
v,w∈I:v>w Aℓ

vw)/n(n− 1)
3: 2. Trimming:
4: Compute (Aℓ

Γ)ℓ∈[L], where Γ is the set of remain-
ing nodes after removing the nodes with the top
⌊n exp(−np̃)⌋ largest values of

∑L
ℓ=1

∑
w∈I Aℓ

vw

5: For all ℓ ∈ [L] and w, v ∈ I:

6: (Aℓ
Γ)wv ←

{
Aℓ

wv, if w, v ∈ Γ

0, if w, v ∈ Γc

7: 3. Spectral Clustering:
8: Run Algorithm 2 with input (Aℓ

Γ)ℓ∈[L], p̃ and output
{Sk}K̂k=1

9: 4. Estimation of the Statistical Parameters:
10: for each i, j ∈ [K̂] and ℓ ∈ {0, 1, . . . , L} do
11: p̂(i, j, ℓ)← (

∑
u∈Si

∑
v∈Sj

Aℓ
uv)/|Si||Sj |

12: end for
13: 5. Likelihood-based local improvements:
14: S

(0)
k ← Sk for all k ∈ [K̂]

15: for t = 1 to log n do
16: for each k ∈ [K̂] do
17: S

(t)
k ← ∅

18: end for
19: for each v ∈ I do

20: k∗ ← argmax
1≤k≤K̂

{
∑

i∈[K̂]

∑
w∈S

(t−1)
i

L∑
ℓ=0

Aℓ
vw

log p̂(k, i, ℓ)} (tie broken uniformly at random)
21: S

(t)
k∗ ← S

(t)
k∗ ∪ {v}

22: end for
23: end for
24: Îk ← S

(logn)
k for all k ∈ [K̂]

Output: Clusters (Îk)k=1,...,K̂

iff label ℓ is observed on edge (u, v)). After the trimming
process, which eliminates rows and columns corresponding
to nodes with an excessive number of observed labels (as
these could distort the spectral properties of Aℓ) as Aℓ

Γ, we
apply spectral clustering to (Aℓ

Γ)ℓ∈[L]. Specifically, we con-
catenate the matrices (Aℓ

Γ)ℓ∈[L] as Ā = [A1
Γ, A

2
Γ, . . . , A

L
Γ ]

and use the iterative power method (instead of using a direct
SVD) combined with singular value thresholding (Chatter-
jee, 2015). This approach allows us to control the com-
putational complexity of the algorithm and to accurately
estimate the number of clusters.

Notable differences compared to the spectral clustering
phase of the algorithm presented in (Yun & Proutiere, 2016)
include (i) a change in the number of matrix multiplications
required in the iterative power method, which is now ap-
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proximately (log n)2; (ii) an expansion of the set of centroid
candidates in the k-means algorithm, which now includes
(log n)2 randomly selected nodes; and (iii) the use of the
concatenated matrix Ā = [A1

Γ, A
2
Γ, . . . , A

L
Γ ]. In contrast,

(Yun & Proutiere, 2016) uses a randomly weighted matrix∑
ℓ∈[L] wℓA

ℓ
Γ with i.i.d. uniform distribution wℓ for clus-

tering, which prevents us from obtaining the guarantee in
expectation. Our new approach allows for tighter control of
the probability of failure events and provides guarantees in
expectation.

Likelihood-based improvements. Using the initial cluster
estimates Si, we can also estimate p from the data. For any
i, j, ℓ, we calculate the empirical estimate:

p̂(i, j, ℓ) =

∑
u∈Si

∑
v∈Sj

Aℓ
uv

|Si||Sj |
.

Based on p̂, the log-likelihood of node v belonging to cluster
Sk is computed as

∑
i∈[K̂]

∑
w∈Si

∑L
ℓ=0 A

ℓ
vw log p̂(k, i, ℓ).

Subsequently, v is assigned to the cluster that maximizes
this log-likelihood over [K̂]. This process is applied to all
nodes and iterated log n times. One iteration of this process
is fast: by taking advantage of sparsity and computing by
traversing only the node pairs for which a label exists, the
computational complexity can be reduced to O(log n). The
improvement step corresponds to improving the cluster as-
signment along the nonlinear decision boundary, as reflected
in the definition of our divergence D(α, p).

4. Theoretical Guarantees
In this section, we provide a sketch of the proof of its per-
formance guarantees, with the full proof available in Ap-
pendix C.2.

4.1. Spectral Clustering Initialization

The following theorem establishes performance guarantees
for the cluster estimates returned by the spectral clustering
algorithm (refer to Algorithm 2 for details). Specifically, we
show that the number of clusters is correctly predicted as
K̂ = K, and the number of misclassified nodes is O(1/p̄),
which is o(n) as np̄ = ω(1).

Theorem 4.1. Assume that (A1) and (A2) hold. After Algo-
rithm 2, for any c > 0, there exists a constant C > 0 such
that

K̂ = K and min
θ

∣∣∣∣∣
K⋃

k=1

Sk \ Iθ(k)

∣∣∣∣∣ ≤ C

p̄
,

with probability at least 1 − exp(−cnp̄), where the mini-
mization is performed over the permutation θ of [K].

Proof Sketch of Theorem 4.1. Let M ℓ denote the expec-
tation of the matrix Aℓ: M ℓ

uv = p(i, j, ℓ) when u ∈ Vi

and v ∈ Vj . Let M = [M1,M2, . . . ,ML], and MΓ =
[M1

Γ,M
2
Γ, . . . ,M

L
Γ ] ∈ [0, 1]n×Ln be the corresponding

trimmed matrix, where (M ℓ
Γ)wv = M ℓ

wv1{w,v∈Γ}.

Algorithm 2 Spectral Clustering

Input: (Aℓ
Γ)ℓ∈[L], p̃

1: 1. Concatenation:
2: Ā← [A1

Γ, A
2
Γ, . . . , A

L
Γ ]

3: 2. Iterative Power Method with Singular Value
Thresholding: χ ← n, k ← 0, Û ← 0nL×1

4: while χ ≥
√
np̃ log(np̃) do

5: k ← k + 1
6: U0 ← random Gaussian vector of size nL× 1
7: (Iterative power method) Ut ← (Ā)2⌈(logn)2⌉+1U0

8: (Orthonormalizing) Ûk ←
9: Ut − Û1:k−1(Û

⊤
1:k−1Ut)/

∥∥∥Ut − Û1:k−1(Û
⊤
1:k−1Ut)

∥∥∥
2

10: (Estimated k-th singular value) χ←
∥∥∥ĀÛk

∥∥∥
2

11: end while
12: K̂ ← k − 1, Â← Û⊤

1:K̂
Ā

13: 3. k-means Clustering:
14: IR ← a subset of Γ obtained by randomly selecting
⌈(log n)2⌉ nodes

15: for t = 1 to ⌈log n⌉ do
16: for each v ∈ IR do

17: Q
(t)
v ←

{
w ∈ I

∣∣ ∥∥∥Âw − Âv

∥∥∥2
2
≤ t

p̃

100

}
18: end for
19: T

(t)
k ← ∅ for all k ∈ [K̂]

20: for k = 1 to K̂ do
21: v∗k ← arg max

v∈IR

∣∣∣Q(t)
v \

⋃k−1
i=1 T

(t)
i

∣∣∣
22: T

(t)
k ← Q

(t)
v∗
k
\
⋃k−1

i=1 T
(t)
i

23: ξ
(t)
k ←

1∣∣∣T (t)
k

∣∣∣ ∑
v∈T

(t)
k

Âv

24: end for
25: for each v ∈ I \

⋃K̂
k=1 T

(t)
k do

26: k∗ ← arg min
1≤k≤K̂

∥∥∥Âv − ξ
(t)
k

∥∥∥2
2

27: T
(t)
k∗ ← T

(t)
k∗ ∪ {v}

28: end for

29: rt ←
K̂∑

k=1

∑
v∈T

(t)
k

∥∥∥Âv − ξ
(t)
k

∥∥∥2
2

30: end for
31: t∗ ← arg min

1≤t≤⌈logn⌉
rt

32: Sk ← T
(t∗)
k for all k ∈ [K̂]

Output: Clusters {Sk}K̂k=1

(a) The first ingredient of the proof is to use an upper bound
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on the norm of the noise matrix Xℓ
Γ = Aℓ

Γ −M ℓ
Γ, which

holds with sufficiently high probability, as stated in the
following lemma from (Le et al., 2017, Theorem 2.1).

Lemma 4.2. For any ℓ ∈ [L], for any C > 0, there exists
C ′ > 0 such that:

||Xℓ
Γ||2 ≤ C ′√np̄ ,

with probability at least 1− exp(−Cnp̄).

We note that such a tight guarantee was also observed
in (Gao et al., 2017) for the simple SBM using differ-
ent algorithms. We also note that proof techniques like
the symmetrization argument (e.g., Hajek et al. (2016))
cannot be directly applied for the sparse regime (p̄ =
O((log n)/n)). Recall that we defined the concatenated
matrix Ā = [A1

Γ, A
2
Γ, . . . , A

L
Γ ]. Based on the above lemma,

we deduce that for any C > 0, there exists C ′ > 0 such that

∥Ā−MΓ∥ ≤ C ′√np̄,

with probability at least 1− exp(−Cnp̄).

(b) The second ingredient of the proof is the following
lemma, whose proof is provided in Appendix E.6. The
lemma provides a lower bound on the distance between
two columns of MΓ corresponding to two nodes in distinct
clusters.

Lemma 4.3. There exists a constant C > 0 such that with
probability at least 1− exp(−ω(n)),

||MΓ,v −MΓ,w||22 ≥ Cεnp̄2,

uniformly over all v, w ∈ Γ with σ(v) ̸= σ(w).

(c) The final proof ingredient, which is proved in Ap-
pendix E.7, concerns the performance of the iterative power
method with singular value thresholding that outputs the
rank-K̂ approximation Â (see Algorithm 2).

Lemma 4.4. For any c > 0, there exists a constant C > 0
such that with probability at least 1− 1/nc,

∥Ā− Â∥2 ≤ CσK+1,

where σK+1 is the (K+1)-th singular value of the matrix Ā.

The challenge is that all these Lemmas require quantified
high-probability guarantees. We are now ready to prove
the theorem. We first explain why the number of clusters is
accurately estimated. It is straightforward to verify that there
exist two strictly positive constants, C1 and C2, such that
with probability at least 1− exp(−ω(n)), C1p̄ ≤ p̃ ≤ C2p̄
(refer to Lemma C.5). Consequently, from Lemma 4.2,
we deduce that for any C > 0, with probability at least
1 − exp(−Cnp̄), the (K + 1)-th singular value of AΓ is
significantly smaller than

√
p̃n log(np̃). In conjunction

with Lemma 4.4, this indicates that K = K̂ with probability
at least 1− exp(−Cnp̄). Therefore, we can assume in the
remainder of the proof that K = K̂.

Without loss of generality, let us denote γ as the permu-
tation of [K] such that the set of misclassified nodes is⋃K

k=1 Sk \ Iγ(k). Based on Lemma 4.3, we can prove that:
with probability at least 1− exp(ω(n)),∣∣∣ K⋃

k=1

Sk \ Iγ(k)
∣∣∣C ′np̄2

≤
K∑

k=1

∑
v∈Sk\Iγ(k)

||MΓ,v −MΓ,γ(k)||22

≤ 8||MΓ − Â||2F + 8rt∗ ,

where MΓ,γ(k) = MΓ,w for w ∈ Iγ(k), and where rt∗ is
defined in Algorithm 2. Furthermore, for any C > 0, using
Lemmas 4.2 and 4.4, we can establish that there exists a
constant C0 > 0 such that

||MΓ − Â||2F ≤ C0np̄

with probability at least 1− exp(−Cnp̄). Through a refined
analysis of the k-means algorithm, we can also prove the
existence of a constant C1 > 0 such that rt∗ ≤ C1np̄. For
details, please refer to Appendix D.

4.2. Likelihood-Based Improvements

To complete the proof of Theorem 1.2, we analyze the
likelihood-based improvement phase of the IAC algorithm.
For this purpose, we define the set of well-behaved nodes H .
We denote the total number of node pairs with observed la-
bel ℓ including the node v and a node from S by e(v, S, ℓ) =∑

w∈S Aℓ
vw, and let e(v, S) =

∑L
ℓ=1 e(v, S, ℓ). Let H be

the largest set of nodes v ∈ I that meet the following three
conditions with some constant CH1 > 0:

(H1) e(v, I) ≤ CH1np̄;

(H2) when v ∈ Ik,
∑K

i=1

∑L
ℓ=0 e(v, Ii, ℓ) log

p(k,i,ℓ)
p(j,i,ℓ) ≥

np̄
log4 np̄

for all j ̸= k;

(H3) e(v, I \H) ≤ 2np̄
log5(np̄)

.

We will show that all nodes in H are correctly clustered with
high probability, and that the expected number of nodes not
in H matches the lower bound on the expected number
of misclassified nodes. Each condition in the definition
of H can be interpreted as follows: (H1) imposes some
regularity in the degree of the node, (H2) implies that v ∈ H
is correctly classified when using the likelihood, and the last
condition (H3) implies that the node does not have too many
labels pointing outside of the set H .
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First, we show that the number of nodes not in H can be
upper bounded by a number s that is of the same order
as n exp(−nD(α, p)), both in expectation and with high
probability.
Proposition 4.5. When

s ≥ n exp

(
−nD(α, p) +

np̄

log3 np̄

)
,we have

E[|I \H|]
s

≤ 1 + exp

(
− 3np̄

4 log3 np̄

)
+ exp(−ω(np̄)).

Moreover, limn→∞ P(|I \H| ≤ s) = 1.

The proof of Proposition 4.5 can be found in Appendix C.3.
The proof reveals that the probability of a node satisfying
(H2) is dominant compared to the probabilities of the other
two conditions and is of the order of exp(−nD(α, p)).

Next, we examine the performance of the likelihood-based
improvement step (Line 6 in the IAC algorithm) for nodes
in H . In the following proposition, we quantify the improve-
ment achieved with one iteration of this step.
Proposition 4.6. Assume that there exists a constant C > 0
such that

|
K⋃

k=1

(S
(0)
k \ Ik) ∩H| ≤ C

1

p̄
.

Then, for any constant C ′ > 0, with probability at least
1− exp (−C ′np̄), the following statement holds:

|
⋃K

k=1(S
(t+1)
k \ Ik) ∩H|

|
⋃K

k=1(S
(t)
k \ Ik) ∩H|

≤ 1√
np̄

for all t ≥ 0.

The proof of Proposition 4.6 can be found in Appendix C.4
and takes advantage of the fact that a likelihood-based test
using the estimator p̂(j, i, ℓ) matches the test that would
use the true likelihood, with high probability. Next, we
present the sketch of the proof of Theorem 1.2 (refer to
Appendix C.2 for a complete proof).

Proof sketch of Theorem 1.2. we can now complete the proof
by observing that from Proposition 4.6, after the ⌈log n⌉
iterations of the likelihood-based improvement step,

| ∪Kk=1 (S
(⌈logn⌉)
k \ Ik) ∩H| = 0,

with probability at least 1 − exp(−Cnp̄) for any constant
C > 0. Combining this result with Proposition 4.5, when
s ≥ n exp

(
−nD(α, p) + np̄

log3 np̄

)
,

E[εIAC(n)] ≤ 1

1− o(1)
E[|I \H|] + o(1)

≤ s

1− o(1)

(
1 + exp

(
− 3np̄

4 log3 np̄

)
+ exp(−ω(np̄))

)
+ o(1)

and εIAC(n) ≤ s+ o(1), with high probability.

4.3. Technical Challenges in Instance-Specific Analysis

The design principles behind IAC build upon existing stud-
ies that have proposed two-phase algorithms employing
initial spectral clustering followed by iterative improvement
steps (Yun & Proutiere, 2016; Gao et al., 2017; Gao &
Zhang, 2022; Xie & Xu, 2023). However, their analyses
are either (i) minimax in nature or limited to the simple
SBM—with no analysis for general number s = o(n) (Gao
et al., 2017; Gao & Zhang, 2022; Xie & Xu, 2023)—or (ii)
provide only high-probability guarantees (Yun & Proutiere,
2016).

Most of the existing analyses are limited to the simple SBM
or minimax frameworks and hence do not readily transfer
to the instance-specific analysis. If we consider the general
(L)SBM, the optimal decision boundary of the cluster as-
signment is asymmetric and should take into account the
information geometry, as reflected in the definition of our
divergence D(α, p).

The exception is (Yun & Proutiere, 2016), who provided an
instance-optimal analysis under the general LSBM. How-
ever, their analysis is limited to high-probability guarantees.
More precisely, this algorithm misclassifies fewer than s
nodes with a probability that tends to 1 as n grows large,
provided that s and the parameters satisfy the condition (1).
The probability of the failure event (which corresponds
to the case where the algorithm misclassifies more than s
nodes) is not quantified, but is necessary if one wishes to
derive guarantees in expectation.

5. Conclusion
In this paper, we investigate the problem of recovering hid-
den communities in the Labeled Stochastic Block Model
(LSBM) with a finite number of clusters whose sizes grow
linearly with the total number of nodes. We reveal the nec-
essary and sufficient conditions under which the expected
number of misclassified nodes is less than s, for any number
s = o(n):

lim inf
n→∞

nD(α, p)

log(n/s)
≥ 1.

To achieve this, we propose IAC (Instance-Adaptive Cluster-
ing), the first algorithm whose performance matches these
lower bounds both in expectation and with high probabil-
ity. IAC is a novel two-phase algorithm that consists of
a one-shot spectral clustering step followed by iterative
likelihood-based cluster assignment improvements. No-
tably, this approach is based on an instance-specific non-
linear lower bound and does not require any knowledge of
the model parameters, including the number of clusters. By
performing the spectral clustering only once, IAC maintains
an overall computational complexity of O(n polylog(n)),
making it scalable and practical for large-scale problems.
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Our results bridge the gap between existing upper and lower
bounds for cluster recovery in the LSBM, providing tight
necessary and sufficient conditions.

Future work could explore extending these results to models
with more complex cluster structures (e.g., the Multiplex
Stochastic Block Model) or consider robustness to model
misspecification and adversarial noise.
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A. Notation Summary
Please refer to Table 1 for a summary of the notations we use.

Table 1. Notations
Symbol Description
I Set of items or nodes
n Number of nodes
K Number of clusters
Ik Set of nodes in the cluster k

α = (α1, α2, . . . , αK) Probability that nodes are in each cluster
L Number of labels

L = {1, . . . , L} Set of labels
p(i, j, ℓ) Probability that the label ℓ is observed between nodes in Ii and Ij

p̄ maxi,j,ℓ≥1 p(i, j, ℓ)
η Positive constant in (A1)
ε Positive constant in (A2)
κ Positive constant in (A3)

D(α, p) Divergence defined as in Introduction
π Clustering algorithm

επ(n) Number of misclassified nodes

I∗(n, a, b) −2 log(
√

a
n

√
b
n +

√
1− a

n

√
1− b

n )

Aℓ = (Aℓ
uv)u,v∈I Observation matrix for each label ℓ

M ℓ Expected matrix of Aℓ

Aℓ
Γ Trimmed observation matrix, (Aℓ

Γ)wv = Aℓ
1w,v∈Γ

M ℓ
Γ Trimmed expected matrix, (M ℓ

Γ)wv = M ℓ
1w,v∈Γ

Ā Ā = [A1
Γ, A

2
Γ, . . . , A

L
Γ ]

M,MΓ M = [M1,M2, . . . ,ML], MΓ = [M1
Γ,M

2
Γ, . . . ,M

L
Γ ]

K̂ Estimated number of clusters
Â Rank-K̂ approximation of Ā
Xℓ

Γ Aℓ
Γ −M ℓ

Γ

(Sk)k∈[K̂] Initial cluster estimates
(Îk)k∈[K̂] Final cluster estimates

We use ∥ · ∥ to denote the ℓ2-norm, i.e., ∥x∥ =
√∑

i |xi|. We use the standard matrix norm ∥A∥ = sup
x:∥x∥2=1

∥Ax∥2.

We denote by M ℓ the expectation of the matrix of Aℓ, i.e., M ℓ
u,v = p(i, j, ℓ) when u ∈ Ii and v ∈ Ij . Let M =

[M1,M2, . . . ,ML]. We also denote by e(v, S, ℓ) =
∑

w∈S Aℓ
vw the total number of node pairs with observed label

ℓ including the node v and a node from S and µ(v, S, ℓ) = e(v,S,ℓ)
|S| the empirical density of label ℓ. Let e(v, S) =∑L

ℓ=1 e(v, S, ℓ) and µ(v, S) = [µ(v, S, ℓ)]0≤ℓ≤L. In what follows, e(v, I) is referred to as the degree of node v, which
represents the number of observed labels that are different from 0 for pairs of nodes that include v.

B. Lemmas Regarding the Divergence D(α, p)

In this part, we present several lemmas in (Yun & Proutiere, 2016) related to the divergence D(α, p).

Lemma B.1. Let (i∗, j∗) be the indices that minimize DL+(p(i), p(j)) with i∗ < j∗. In this case, there exists a q ∈
PK×(L+1) such that

D(α, p) =

K∑
k=1

αk kl(q(k), p(i∗, k)) =
K∑

k=1

αk kl(q(k), p(j∗, k)).

11
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Proof. Let us prove the existence of such a q by contradiction. Suppose that

D(α, p) =

K∑
k=1

αk kl(q(k), p(i∗, k)) >
K∑

k=1

αk kl(q(k), p(j∗, k)).

In this case, there must be a k0 for which kl(q(k0), p(i∗, k0)) > kl(q(k0), p(j∗, k0)). Noting the positive nature of the
KL-divergence, q(k0) ̸= p(i∗, k0). As a result of the KL-divergence’s continuity, we can create q′ such that q(k) = q′(k)
for all k ̸= k0, and the following conditions hold: kl(q(k0), p(i∗, k0)) − ϵ < kl(q′(k0), p(i∗, k0)) < kl(q(k0), p(i∗, k0))
and kl(q′(k0), p(j∗, k0)) < kl(q(k0), p(j∗, k0))+ ϵ for some 0 < ϵ < (kl(q(k0), p(i∗, k0))−kl(q(k0), p(j∗, k0)))/2. With
this selection of q′, we obtain:

D(α, p) >

K∑
k=1

αk kl(q′(k), p(i∗, k)) >
K∑

k=1

αk kl(q′(k), p(j∗, k)),

which is in contradiction with the definition of D(α, p). ■

Lemma B.2. When p̄ = o(1),

lim
n→∞

D(α, p)∑K
k=1

αk

2

(∑L
ℓ=1(

√
p(i∗, k, ℓ)−

√
p(j∗, k, ℓ))2

) ≥ 1.

Proof. Let (i∗, j∗) be the pair that minimizes DL+(α, p(i), p(j)) with i∗ < j∗. According to Lemma B.1, there exists q
such that

D(α, p) =

K∑
k=1

αk kl(q(k), p(i∗, k)) =
K∑

k=1

αk kl(q(k), p(j∗, k)).

Following this,

nD(α, p) = n

∑K
k=1 (αk kl(q(k), p(i∗, k)) + αk kl(q(k), p(j∗, k)))

2

= −n
K∑

k=1

αk

L∑
ℓ=0

q(k, ℓ) log

(√
p(i∗, k, ℓ)p(j∗, k, ℓ)

q(k, ℓ)

)

≥ n

K∑
k=1

αk

L∑
ℓ=0

(
q(k, ℓ)−

√
p(i∗, k, ℓ)p(j∗, k, ℓ)

)
= n

K∑
k=1

αk

(∑L
ℓ=1(p(i

∗, k, ℓ) + p(j∗, k, ℓ))

2
−

L∑
ℓ=1

√
p(i∗, k, ℓ)p(j∗, k, ℓ)

)
(1− o(1))

= n

K∑
k=1

αk

2

(
L∑

ℓ=1

(
√
p(i∗, k, ℓ)−

√
p(j∗, k, ℓ))2

)
(1− o(1)) .

■

Lemma B.3. Under (A1), when p̄ = o(1), lim supn→∞
D(α,p)
ηp̄L ≤ 1.

Proof. Based on the definition of D(α, p), for any i ̸= j, we have:

D(α, p) ≤ max

{
K∑

k=1

αk kl(p(i, k), p(i, k)),
K∑

k=1

αk kl(p(i, k), p(j, k))

}

=

K∑
k=1

αk kl(p(i, k), p(j, k))

≤
K∑

k=1

αk

L∑
ℓ=1

(p(i, k, ℓ)− p(j, k, ℓ))2

p(j, k, ℓ)
(1 + o(1))

12
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≤
K∑

k=1

αk

L∑
ℓ=1

ηp̄(1 + o(1))

= ηp̄L(1 + o(1)),

where we employ log(1 + x) = x(1 + o(1)) when x = o(1). ■

C. Performance Analysis of the IAC Algorithm – Proof of Theorem 1.2
C.1. Preliminaries

Lemma C.1 (Chernoff-Hoeffding theorem). Let X1, . . . , Xn be i.i.d. Bernoulli random variables with mean ν. Then, for
any δ > 0,

P

(
1

n

n∑
i=1

Xi ≥ ν + δ

)
≤ exp (−n kl(ν + δ, ν))

P

(
1

n

n∑
i=1

Xi ≤ ν − δ

)
≤ exp (−n kl(ν − δ, ν))

Lemma C.2 (Pinsker’s inequality (Tsybakov, 2008)). For any 0 ≤ p, q ≤ 1, 2(p− q)2 ≤ kl(p, q).

Lemma C.3. For each v ∈ I, for any constant C > 0,

P (e(v, I) ≥ Cnp̄) ≥ exp(−(C − eL)np̄).

The proof is given in Appendix E.1.

Lemma C.4. For all v ∈ Ik and D ≥ 0,

P

{(
K∑
i=1

|Ii| kl(µ(v, Ii), p(k, i)) ≥ nD

)
∩
(
e(v, I) ≤ Cηnp̄

)}

≤ exp

(
−nD +KL log(10ηLnp̄) +

100η2np̄2L2

α1

)

The proof is given in Appendix E.2.

Regarding the estimation of p̄ as p̃, we show that p̃ has the same order as p̄ with high probability:

Lemma C.5. Let C1 and C2 be constants such that 0 < C1 < 1
η

(
1− 1

eL

)
and C2 > eL. Then,

C1p̄ ≤ p̃ ≤ C2p̄

holds with probability at least 1− exp (−ω(n)).

The proof is given in Appendix E.3.

C.2. Proof of Theorem 1.2

For each k ∈ [K], from Chernoff-Hoeffding’s theorem and Pinsker’s inequality, for any constant C > 0, we get:

P
(
||Ik| − αkn| ≤

√
n log n|

)
≤ exp

(
−n kl

(
αk −

log n√
n

, αk

))
+ exp

(
−n kl

(
αk +

log n√
n

, αk

))
≤ 2 exp

(
−2(log n)2

)
≤ 1

nC
. (2)

13
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Hence, we make the assumption that for every k ∈ [K], the inequality

||Ik| − αkn| ≤
√
n log n (3)

is maintained throughout the remainder of the proof.

With a positive constant CH1, let H be the largest set of nodes v ∈ I satisfying:

(H1) e(v, I) ≤ CH1np̄.

(H2) When v ∈ Ik,
∑K

i=1

∑L
ℓ=0 e(v, Ii, ℓ) log

p(k,i,ℓ)
p(j,i,ℓ) ≥

np̄
log(np̄)4 for all j ̸= k.

(H3) e(v, I \H) ≤ 2np̄
log5(np̄)

.

(H1) controls degrees, (H2) implies that v ∈ H is accurately classified using the (true) log-likelihood, and (H3) indicates
that v has a limited number of shared labels with nodes not in H .

From Proposition 4.6 and Theorem 4.1, after the ⌈log n⌉ iterations in the further improvement step (remember that
np̄ = ω(1), so that 1/

√
np̄ ≤ e−2 when n is large enough), for any c > 0, there exists C > 0 such that

|
K⋃

k=1

(S
(⌈logn⌉)
k \ Ik) ∩H| ≤ 1

(np̄)
log n

2

|
K⋃

k=1

(S
(0)
k \ Ik) ∩H|

≤ 1

elogn
· C
p̄

= o(1) (4)

with probability at least 1 − exp(−cnp̄), where the last equality is from np̄ = ω(1). Therefore, for any C > 0, no
node in H can be misclassified with probability at least 1 − exp(−Cnp̄). Hence the number of misclassified nodes
cannot exceed |I \ H|, when s ≥ n exp

(
−nD(α, p) + np̄

log3 np̄

)
(the condition of Proposition 4.5 holds). When s ≥

n exp
(
−nD(α, p) + np̄

log3 np̄

)
,

1 ≤ lim inf
n→∞

nD(α, p)− np̄
log(np̄)3

log(n/s)
= lim inf

n→∞

nD(α, p)

log(n/s)
, (5)

where we used D(α, p) = Ω(p̄) (from (A2) and Lemma B.2).

Let A be an event defined as:

A =

{
| ∪Kk=1 (S

(0)
k \ Ik) ∩H| ≤ C

1

p̄
and (3) hold

}
,

where C > 0 is some large enough constant. We upper bound the expected number of misclassified nodes as follows.

E[εIAC(n)] = E[εIAC(n)|A]P(A) + E[εIAC(n)|Ā]P(Ā)
≤ E[εIAC(n)|A]P(A) + nP(Ā)
(a)

≤ E[εIAC(n)|A] + o(1)

(b)

≤ E [|I \H||A] + o(1)

=
∑

x=0,...,n

xP(|I \H| = x|A) + o(1)

=
∑

x=0,...,n

x
P(|I \H| = x,A)

P(A)
+ o(1)

14
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≤ 1

P(A)
∑

x=0,...,n

xP(|I \H| = x) + o(1)

(c)

≤ 1

1− o(1)
E[|I \H|] + o(1)

(d)

≤ 1

1− o(1)
s

(
1 + exp

(
− 3np̄

4 log3 np̄

)
+ exp(−ω(np̄))

)
+ o(1),

where (a) is from Theorem 4.1, (2), and p̄ = O(log n/n); (b) is from Proposition 4.6; (c) is from Theorem 4.1; and (d) is
from Proposition 4.5. This concludes the proof.

■

C.3. Proof of Proposition 4.5

We quantify the number of nodes satisfying (H1) and (H2) in (6) and (7), respectively.

Number of nodes satisfying (H1): From Lemma C.3, for any constant CH1 > 0, for each v ∈ I,

P{e(v, I) ≤ CH1np̄} ≥ 1− exp(−(CH1 − eL)np̄). (6)

Number of nodes satisfying (H2): We aim to prove that when v fulfills (H1), it also satisfies (H2) with a probability of at
least

1− exp

(
−nD(α, p) +

np̄

2 log(np̄)3

)
− exp(−ω(np̄)). (7)

To achieve this, we first assert that if v meets the condition

K∑
i=1

|Ii| kl(µ(v, Ii), p(k, i)) ≤
(
1− log(n)2√

n

)
nD(α, p)− np̄

log(np̄)4
, (8)

then v complies with (H2). In fact, assuming that (8) is true, we have the following:

(i)
∑K

i=1 αin kl(µ(v, Ii), p(k, i)) ≤
(
1 + log(n)2√

n

)∑K
i=1 |Ii| kl(µ(v, Ii), p(k, i)) < nD(α, p), because ||Ii| − αin| ≤√

n log(n) (from (2)) and (8) holds with probability at least 1− exp(−ω(np̄));

(ii)
∑K

i=1 αin kl(µ(v, Ii), p(j, i)) ≥ nD(α, p), since

max
{∑K

i=1 αi kl(µ(v, Ii), p(j, i)),
∑K

i=1 αi kl(µ(v, Ii), p(k, i))
}
≥ D(α, p) and∑K

i=1 αi kl(µ(v, Ii), p(k, i)) < D(α, p);

(iii)
∑K

i=1 |Ii| kl(µ(v, Ii), p(j, i)) ≥
(
1− log(n)2√

n

)
nD(α, p), from (ii) and the fact that ||Ii| − αin| ≤

√
n log(n);

(iv) from (8) and (iii), for all j ̸= i,

K∑
i=1

L∑
ℓ=0

e(v, Ii, ℓ) log
p(k, i, ℓ)

p(j, i, ℓ)
=

K∑
i=1

|Ii| (kl(µ(v, Ii), p(j, i))− kl(µ(v, Ii), p(k, i)))

≥ np̄

log(np̄)4
.

Therefore, v satisfies (H2). The remaining task is to assess the probability of event (8), which can be done by applying
Lemma C.4 and proving (7).

Based on (6) and (7), the expected number of nodes that fail to meet either (H1) or (H2) can be upper bounded as follows.

E[The number of nodes that do not satisfy either (H1) or (H2)]
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≤ n exp(−(CH1 − eL)np̄) + n exp

(
−nD(α, p) +

np̄

2 log3 np̄

)
+ n exp(−ω(np̄)).

From Markov’s inequality,

P
(

The number of nodes that do not satisfy either (H1) or (H2) ≥ 1

p̄(np̄)5

)
≤ (np̄)6 exp(−(CH1 − eL)np̄) + (np̄)6 exp

(
−nD(α, p) +

np̄

2 log3 np̄

)
+ (np̄)6 exp(−ω(np̄))

≤ exp

(
−nD(α, p) +

np̄

4 log3 np̄

)
.

We obtain the following upper bound on the expected number of |I \H|.

E[|I \H|]
s

≤ 1 +
n exp

(
−nD(α, p) + np̄

4 log(np̄)3

)
+ n exp (−ω(np̄))

s

≤ 1 + exp

(
− 3np̄

4 log3 np̄

)
+ exp(−ω(np̄)).

This concludes the proof of the guarantee in expectation as np̄ = ω(1).

Regarding the high probability guarantee, the subsequent Lemma C.6 is instrumental in finalizing the proof, and its proof
can be found in Appendix E.4.

Lemma C.6. Let ϕ ≤ 1/(p̄(np̄)5). When the number of nodes that do not satisfy either (H1) or (H2) is less than ϕ/3,
|I \H| ≤ ϕ, with probability at least 1− exp (−ω(np̄)).

From Markov’s inequality, for a sufficiently large choice of CH1,

P (The number of nodes that do not satisfy either (H1) or (H2) ≥ s/3)

≤ E[The number of nodes that do not satisfy either (H1) or (H2)]
s/3

≤
n exp(−(CH1 − eL)np̄) + n exp

(
−nD(α, p) + np̄

2 log3 np̄

)
+ n exp(−ω(np̄))

s/3

≤
n exp(−(CH1 − eL)np̄) + n exp

(
−nD(α, p) + np̄

2 log3 np̄

)
+ n exp(−ω(np̄))

n
3 exp

(
−nD(α, p) + np̄

log3 np̄

)
≤ 6 exp(−(CH1 − eL)np̄+ nD(α, p)) + 3 exp

(
− np̄

2 log3 np̄

)
+ 3 exp(−ω(np̄))

(a)
= o(1),

where for (a), we used nD(α, p) = O(np̄) from Lemma B.3. Combining with Lemma C.6, |I \ H| ≤ s with high
probability. This concludes the proof.

■

C.4. Proof of Proposition 4.6

Recall that {S(t)
j }1≤j≤K represents the partition after the t-th improvement iteration. Note that without loss of generality,

we assume the set of misclassified nodes in H after the t-th step to be E(t) =
(
∪k(S(t)

k \ Ik)
)
∩H (it should be defined

through an appropriate permutation γ of {1, . . . ,K} as E(t) = (∪k(S(t)
k \ Iγ(k))) ∩H , but we omit γ). With this notation,

16
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we can define E(t)jk = (S
(t)
j ∩ Ik) ∩H and E(t) =

⋃
j,k:j ̸=k E

(t)
jk . During each improvement step, nodes move to the most

likely cluster (according to the log-likelihood defined in the IAC algorithm). As a result, for all i ∈ [K],

0 ≤
∑

j,k:j ̸=k

∑
v∈E(t+1)

jk

K∑
i=1

L∑
ℓ=0

e(v, S
(t)
i , ℓ) log

p̂(j, i, ℓ)

p̂(k, i, ℓ)

≤
∑

j,k:j ̸=k

∑
v∈E(t+1)

jk

K∑
i=1

L∑
ℓ=0

e(v, S
(t)
i , ℓ) log

p(j, i, ℓ)

p(k, i, ℓ)
+ |E(t+1)|(np̄)1−κ log(np̄)3 (9)

≤
∑

j,k:j ̸=k

∑
v∈E(t+1)

jk

K∑
i=1

L∑
ℓ=0

e(v, Ii, ℓ) log
p(j, i, ℓ)

p(k, i, ℓ)

+
∑

w∈E(t+1)

e(w, E(t)) log(2η) + 5|E(t+1)| np̄

log5 np̄
(10)

≤− np̄

log4 np̄
|E(t+1)|+

∑
w∈E(t+1)

e(w, E(t), ℓ) log(2η) + 5|E(t+1)| np̄

log5 np̄
(11)

≤− np̄

log4 np̄
|E(t+1)|+

√
|E(t)||E(t+1)|np̄ log np̄+ 6|E(t+1)| np̄

log5 np̄
. (12)

Hence, based on the aforementioned inequalities, we deduce that

|E(t+1)|
|E(t)|

≤ log11 np̄

np̄
≤ 1√

np̄
.

Subsequently, we will validate each step involved in the prior analysis.

Proof of (9): Utilizing the inequality log(1 + x) ≤ x, when p(j, i, ℓ)− |p̂(j, i, ℓ)− p(j, i, ℓ)| > 0,∣∣∣∣log p̂(j, i, ℓ)

p(j, i, ℓ)

∣∣∣∣ ≤ |p̂(j, i, ℓ)− p(j, i, ℓ)|
p(j, i, ℓ)− |p̂(j, i, ℓ)− p(j, i, ℓ)|

.

Therefore, to prove (9), we merely need to present an upper bound for |p̂(j, i, ℓ)−p(j, i, ℓ)|. Applying the triangle inequality,

|p̂(j, i, ℓ)− p(j, i, ℓ)|

=

∣∣∣e(S(0)
i , S

(0)
j , ℓ)− p(j, i, ℓ)|S(0)

i ||S
(0)
j |
∣∣∣

|S(0)
i ||S

(0)
j |

≤

∣∣∣e(S(0)
i , S

(0)
j , ℓ)− E[e(S(0)

i , S
(0)
j , ℓ)]

∣∣∣+ ∣∣∣E[e(S(0)
i , S

(0)
j , ℓ)]− p(j, i, ℓ)|S(0)

i ||S
(0)
j |
∣∣∣

|S(0)
i ||S

(0)
j |

. (13)

Firstly, we determine an upper bound for
∣∣∣e(S(0)

i , S
(0)
j , ℓ)− E[e(S(0)

i , S
(0)
j , ℓ)]

∣∣∣. Let S represent a partition such that∣∣∣∣∣
K⋃

k=1

Ik \ Sk

∣∣∣∣∣ ≤ ξ = O

(
log(np̄)2

p̄

)
for all {Sk}1≤k≤K ∈ S.

Following this,

|S| ≤
(
n

ξ

)
Kξ

≤
(
Ken

ξ

)ξ

17
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= exp

(
O

(
log(np̄)3

p̄

))
. (14)

For every {Sk}1≤k≤K ∈ S and for all ℓ ≥ 1 and 1 ≤ i, j ≤ K, e(Si, Sj , ℓ) represents the sum of |Si||Sj | (or |Si|2
2 when

i = j) independent Bernoulli random variables. Given that the variance of e(Si, Sj , ℓ) is less than n2p̄, by applying the

Chernoff inequality (for example, Theorem 2.1.3 in (Tao, 2012)), with a probability of at least 1− exp
(
−Θ

(
log(np̄)4

p̄

))
,

|e(Si, Sj , ℓ)− E[e(Si, Sj , ℓ)]| ≤ n log(np̄)2 for all i, j, ℓ. (15)

From (14) and (15) and union bound, with probability at least 1− exp
(
−Θ

(
log(np̄)4

p̄

))
,

|e(Si, Sj , ℓ)− E[e(Si, Sj , ℓ)]| ≤ n log(np̄)2 for all i, j, ℓ and {Sk}1≤k≤K ∈ S.

Since {S(0)
k }1≤k≤K ∈ S, from the above inequality,∣∣∣e(S(0)

i , S
(0)
j , ℓ)− E[e(S(0)

i , S
(0)
j , ℓ)]

∣∣∣ ≤ n log(np̄)2 for all i, j, ℓ, (16)

with at least probability 1− exp
(
−Θ

(
log(np̄)4

p̄

))
.

We now devote to the remaining part of (13). Since for any C > 0, |E(0)| = O
(

log(np̄)2

p̄

)
with at least probability

1− exp (−Cnp̄) from Theorem 4.1,∣∣∣E[e(S(0)
i , S

(0)
j , ℓ)]− |S(0)

i ||S
(0)
j |p(i, j, ℓ)

∣∣∣ ≤ η|E(0)|np(i, j, ℓ) = O(n log(np̄)2). (17)

Observe that since p̄ = O( logn
n ) and np̄ = ω(1),

np̄(
log(np̄)4

p̄

) = O
(

(log n)np̄

n log(np̄)4

)

= O
(

log n2

n log(log n)4

)
= o(1). (18)

Considering (13), (16), (17), and (18), for any C > 0, with a probability of at least 1− exp (−Cnp̄),

|p̂(j, i, ℓ)− p(j, i, ℓ)| = O(log(np̄)2/n) for all i, j, ℓ,

which leads to the conclusion that:∣∣∣∣log p̂(j, i, ℓ)

p(j, i, ℓ)

∣∣∣∣ ≤ |p̂(j, i, ℓ)− p(j, i, ℓ)|
p(j, i, ℓ)− |p̂(j, i, ℓ)− p(j, i, ℓ)|

= O

(
log(np̄)2

np(j, i, ℓ)

)
for all i, j, ℓ.

Given that e(v, S(t)
i , ℓ) ≤ e(v, I) ≤ 10ηnp̄L as per (H1) and np(j, i, ℓ) ≥ (np̄)κ according to (A3), for all v ∈ Γ and

i, j, k,
L∑

ℓ=0

e(v, S
(t)
i , ℓ)

∣∣∣∣log p̂(j, i, ℓ)

p̂(k, i, ℓ)
− log

p(j, i, ℓ)

p(k, i, ℓ)

∣∣∣∣ = O
(
log(np̄)2(np̄)1−κ

)
.

Proof of (10): As log p(j,i,0)
p(k,i,0) = O(p̄) holds for all i, j, k and |E(t)| = O(log(np̄)2/p̄),

K∑
i=1

L∑
ℓ=0

e(v, S
(t)
i , ℓ) log

p(j, i, ℓ)

p(k, i, ℓ)

18
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=

K∑
i=1

(
|S(t)

i | log
p(j, i, 0)

p(k, i, 0)
+

L∑
ℓ=1

e(v, S
(t)
i , ℓ) log

p(j, i, ℓ)p(k, i, 0)

p(k, i, ℓ)p(j, i, 0)

)

≤
K∑
i=1

(
|Ii| log

p(j, i, 0)

p(k, i, 0)
+

L∑
ℓ=1

e(v, S
(t)
i , ℓ) log

p(j, i, ℓ)p(k, i, 0)

p(k, i, ℓ)p(j, i, 0)

)
+ log(np̄)3

≤
K∑
i=1

L∑
ℓ=0

e(v, Ii, ℓ) log
p(j, i, ℓ)

p(k, i, ℓ)
+

K∑
i=1

L∑
ℓ=1

e(v, Ii \ S(t)
i , ℓ) log(2η) + log(np̄)3

=

K∑
i=1

L∑
ℓ=0

e(v, Ii, ℓ) log
p(j, i, ℓ)

p(k, i, ℓ)
+
(
e(v, E(t)) + e(v, I \H)

)
log(2η) + log(np̄)3

≤
K∑
i=1

L∑
ℓ=0

e(v, Ii, ℓ) log
p(j, i, ℓ)

p(k, i, ℓ)
+ log(2η)e(v, E(t)) + 4np̄

log5 np̄
,

where the last inequality arises from (H3), specifically, from the condition e(v, I \H) ≤ 2np̄
log5 np̄

when v belongs to H .

Proof of (11): Given that E(t+1) ⊂ H and all v ∈ H fulfill (H2), every v in E(i+1)
jk meets the following condition:

K∑
i=1

L∑
ℓ=0

e(v, Ii, ℓ) log
p(j, i, ℓ)

p(k, i, ℓ)
≤ − np̄

log4 np̄
.

Proof of (12): Define Γ̄ = {v : e(v, I) ≤ CH1np̄} and let Aℓ
Γ̄

represent the modified matrix of Aℓ with elements in rows
and columns corresponding to w /∈ Γ̄ set to 0. Γ̄ consists of all nodes that meet (H1), and H is a subset of Γ̄. Consider
XΓ̄ =

∑L
ℓ=1(A

ℓ
Γ̄
−M ℓ

Γ̄
). We obtain:∑

v∈E(t+1)

(e(v, E(t))− E[e(v, E(t))]) ≤ 1TE(t) ·XΓ̄ · 1E(t+1) ,

where 1S denotes a vector where the v-th component is 1 if v ∈ S and 0 otherwise. Given that E[e(v, E(t))] ≤ p̄L|E(t)| and
for any C > 0, the ∥XΓ̄∥2 ≤

√
np̄ log np̄ holds with a probability of at least 1− exp(−Cnp̄) according to Lemma 4.2,∑

v∈E(t+1)

e(v, E(t)) =
∑

v∈E(t+1)

(
e(v, E(t))− E[e(v, E(t))]

)
+ p̄L|E(t)||E(t+1)|

≤ ∥1TE(t) ·XΓ̄ · 1E(t+1)∥2 + |E(t+1)| log(np̄)
≤ ∥1TE(t)∥2∥XΓ̄∥2∥1E(t+1)∥2 + |E(t+1)| log(np̄)

≤
√
|E(t)||E(t+1)|np̄ log(np̄) + |E(t+1)| log(np̄).

This concludes the proof. ■

D. Proof of Theorem 4.1
First, we show a spectral analysis on Aℓ

Γ −M ℓ
Γ by extending the technique by (Feige & Ofek, 2005; Coja-Oghlan, 2010).

Lemma D.1. For any ℓ ∈ [L], for any C > 0, there exists C ′ > 0 such that:

||Xℓ
Γ||2 ≤ C ′√np̄ ,

with probability at least 1− exp(−Cnp̄).

The proof of Lemma 4.2 is given in Appendix E.5.
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Therefore, for any C > 0, there exists C ′ > 0 such that:

∥Ā−MΓ∥ ≤
L∑

ℓ=1

∥Xℓ
Γ∥

≤ C ′√np̄,

with probability at least 1− exp(−Cnp̄). Next, we prove the lower bound on the column distance of MΓ.

Lemma D.2. There exists a constant C > 0 such that with probability at least 1− exp(−ω(n)),

||MΓ,v −MΓ,w||22 ≥ Cεnp̄2,

uniformly over all v, w ∈ Γ with σ(v) ̸= σ(w).

The proof of Lemma 4.3 is given in Appendix E.6.

Furthermore, we can show that the iterative power method with the singular value thresholding procedure estimates the
number of clusters correctly and the matrix Â is an accurate rank-K approximation of the matrix Ā with sufficiently high
probability.

Lemma D.3. For any c > 0, there exists a constant C > 0 such that with probability at least 1− 1/nc,

∥Ā− Â∥2 ≤ CσK+1,

where σK+1 is the (K + 1)-th singular value of the matrix Ā.

The proof is in Appendix E.7.

We can prove the theorem as follows. The proof draws inspiration from the proof of Theorem 4 in (Yun & Proutiere,
2014b). However, we obtain a high probability certificate of 1 − exp(−Cnp̄) for any C > 0. Throughout this section,
we assume K̂ = K (for any c > 0, the event occurs with probability at least 1 − exp(−cnp̄) from Theorem 4.1) and
let γ(k) := argminθ

∣∣∣⋃K
k=1 Sk \ Iθ(k)

∣∣∣. Define MΓ,γ(k) as MΓ,γ(k) := MΓ,v, where v is a node that satisfies v ∈ Iγ(k).
According to Lemma 4.3, there exists a constant C ′ > 0 such that, with probability at least 1− exp(−ω(n)),

επ(n) · C ′np̄2 =

∣∣∣∣∣
K⋃

k=1

Sk \ Iγ(k)

∣∣∣∣∣ · C ′np̄2

≤
K∑

k=1

∑
v∈Sk\Iγ(k)

||MΓ,v −MΓ,γ(k)||22

≤ 2

K∑
k=1

∑
v∈Sk\Iγ(k)

(
||MΓ,v − ξk||22 + ||ξk −MΓ,γ(k)||22

)
≤ 4

K∑
k=1

∑
v∈Sk\Iγ(k)

||MΓ,v − ξk||22

≤ 8

K∑
k=1

∑
v∈Sk\Iγ(k)

(
||MΓ,v − Âv||22 + ||Âv − ξk||22

)
≤ 8||MΓ − Â||2F + 8rt∗ ,

where || · ||F denotes the Frobenius norm of a matrix. To complete the proof, we need:

||MΓ − Â||2F = O (np̄) (19)
rt∗ = O (np̄) , (20)

with the high probability guarantee.
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We first prove (19). From the equation (1.4) of (Halko et al., 2011),

σk+1 = min
rank(X)≤k

∥A−X∥2,

where σk is the k-th largest singular value of the matrix A.

For any matrix A of rank K, it holds that ||A||2F ≤ K||A||22. Since the rank of the matrix Â and MΓ are K, the rank of the
matrix Â−MΓ is at most 2K. Then, Lemma 4.4 implies, for any c > 0, there exist constants C1, C2 > 0 such that with
probability at least 1− 1/nc,

||MΓ − Â||2F ≤ 2K∥MΓ − Â∥22
≤ 4K∥MΓ −AΓ∥22 + 4K∥AΓ − Â∥22
≤ 4K∥MΓ −AΓ∥22 + 4KC1σ

2
K+1,

= 4K∥MΓ −AΓ∥22 + 4KC1

(
min

rank(X)≤K
∥AΓ −X∥2

)2

≤ 4K∥MΓ −AΓ∥22,+4KC1∥MΓ −AΓ∥22
≤ C2K∥MΓ −AΓ∥22.

Therefore, together with Lemma 4.2, for any c > 0, there exists a constant C > 0 such that

||MΓ − Â||2F ≤ Cnp̄

with probability at least 1− exp(−cnp̄).

Next, we prove (20). It is sufficient to show that there exists it ∈ {1, 2, ..., ⌊log n⌋} such that rt = O (np̄). First, by Lemma
4.2, for any C > 0, there exists a positive constant D1 > 0 such that

||Â−MΓ||22 ≤ 8D1np̄ (21)

with probability at least 1− exp (−Cnp̄). By Lemma C.5, for any constant D2 > 20K
α1

, there exists it ∈ {1, ..., ⌊log n⌋}
such that with probability at least 1− exp (−ω(n)),

32D2D1p̄ ≤ it
p̃

100
≤ 64η

1− 1/e
D2D1p̄

Define sets of nodes Ik and W as

Ik =

{
v ∈ Ik ∩ Γ : ||Âv −MΓ,k||22 ≤

1

4
it

p̃

100

}
W =

{
v ∈ Γ : ||Âv −MΓ,k||22 ≥ 4it

p̃

100
, for all k ∈ [K]

}
.

These sets have the following properties:

• For all v ∈ Ik, Ik ⊂ Q
(it)
v

• For all v, v′ ∈ Ik, ||Âv − Âv′ ||22 ≤ 2||Âv −MΓ,k||22 + 2||Âv′ −MΓ,k||22 ≤ it
p̃

100

• For all v ∈W , (
⋃K

k=1 Ik) ∩Q
(it)
v = ∅

– since for all v′ ∈ ∪Kk=1Ik, ||Âv − Âv′ ||22 ≥ 1
2 ||Âv −MΓ,σ(v′)||22 − ||Âv′ −MΓ,σ(v′)||22 > it

p̃
100 .

From (21), we have ∣∣∣∣∣Γ \
(

K⋃
k=1

Ik

)∣∣∣∣∣
(
1

4
it

p̃

100

)
≤

∑
v∈Γ\(

⋃K
k=1 Ik)

∥Âv −MΓ,σ(v)∥22

21



Revisiting Instance-Optimal Cluster Recovery in the Labeled Stochastic Block Model

≤ ∥Â−MΓ∥2F
≤ 2K∥Â−MΓ∥22
≤ 16KD1np̄,

with probability at least 1− exp(−Cnp̄). Thus, we have∣∣∣∣∣Γ \
(

K⋃
k=1

Ik

)∣∣∣∣∣ ≤ 16KD1np̄

(
1

4
it

p̃

100

)−1

≤ 2nK

D2

< n
α1

10
,

with probablity at least 1− exp(−Cnp̄(1 + o(1))). Therefore, we can deduce that

• For all v ∈W , |Q(it)
v | ≤ nα1

10

• For all v ∈
⋃K

k=1 Ik, |Q(it)
v | ≥ α1n− ⌊n exp(−np̃)⌋ − nα1

10 ≥
4
5α1n

with probability at least 1− exp(−Cnp̄(1 + o(1))).

For each k ∈ [K], the probability that VR ∩ Ik = ∅ is at most:(
1− 4

5
α1

)⌈(logn)2⌉

≤ 1

nC logn
,

where C > 0 is a constant depends only on α1. Thus, for any c′ > 0, VR contains at least one node from Ik for all k ∈ [K]
with probability at least 1 − exp(−c′np̄(1 + o(1))). Therefore, any v ∈ W will not be assigned as v∗k, with probability
at least 1 − exp(−Cnp̄(1 + o(1))). It implies that ||Âv∗

k
−MΓ,γ(k)||22 ≤ 4it

p̃
100 for all k ∈ [K] with probability at least

1 − exp(−Cnp̄(1 + o(1))). Regarding the centroid ξitk of the clusters, since Âv is within
√

5it
p̃

100 from MΓ,γ(k) in the

Euclidean distance for all v ∈ T it
k ,

||ξitk −MΓ,γ(k)||22 ≤ 5it
p̃

100

=
320ηD1D2

1− 1/e
p̄, ∀k ∈ [K],

with probability at least 1− exp(−Cnp̄(1 + o(1))). Thus,

rit =

K∑
k=1

∑
v∈T

(it)
k

||Âv − ξ
(it)
k ||

2
2

≤
K∑

k=1

∑
v∈Ik∩Γ

||Âv − ξ
(it)
k ||

2
2

≤ 2

K∑
k=1

∑
v∈Ik∩Γ

(
||Âv −MΓ,v||22 + ||ξ

(it)
k −MΓ,v||22

)
≤
(
32KD1 +

640ηD1D2

1− 1/e

)
np̄ ,

with probability at least 1− exp(−Cnp̄(1 + o(1))). This concludes the proof of Theorem 4.1. ■
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E. Proofs of Lemmas and Corollary
E.1. Proof of Lemma C.3

Let {Xi} be Bernoulli i.i.d. random variable with mean p̄. First, for any C1 > 0 and for every v ∈ I, by Markov’s
inequality,

P {e(v, I) ≥ C1np̄} ≤ inf
λ≥0

E[exp(λe(v, I))]
exp(λC1np̄)

≤ inf
λ≥0

E [exp(λL
∑n

i=1 Xi)]

exp(λC1np̄)

= inf
λ≥0

∏n
i=1 (p̄(exp(λL)− 1) + 1)

exp(λC1np̄)

≤ inf
λ≥0

∏n
i=1 (p̄ exp(λL) + 1)

exp(λC1np̄)

≤ inf
λ≥0

∏n
i=1 exp(p̄ exp(λL)

exp(λC1np̄)

≤ inf
λ≥0

exp(np̄ exp(λL))

exp(λC1np̄)

≤ exp(−(C1 − eL)np̄)

This concludes the proof. ■

E.2. Proof of Lemma C.4

Consider X as a collection of K × (L+ 1) matrices, defined as follows:

X =

{
x ∈ ZK×(L+1) :

K∑
i=1

L∑
ℓ=1

xi,ℓ ≤ 10ηnp̄L, and
L∑

ℓ=0

xi,ℓ = |Ii| for all 1 ≤ i ≤ K

}
.

To simplify notation, we employ [
xi,ℓ

|Ii| ] in place of [xi,ℓ

|Ii| ]0≤ℓ≤L to denote the probability mass vector for labels defined by xi.
We also use e(v) to represent the K × (L+ 1) matrix, where the (i, ℓ)-th element corresponds to e(v, Ii, ℓ). Consequently,
for v ∈ Ik,

P

{(
K∑
i=1

|Ii| kl(µ(v, Ii), p(k, i)) ≥ nD

)
∩
(
e(v, I) ≤ 10np̄L

)}

=
∑
x∈X

P {e(v) = x}P

{
K∑
i=1

|Ii| kl(µ(v, Ii), p(k, i)) ≥ nD

∣∣∣∣e(v) = x

}

≤
∑
x∈X

P{e(v) = x}
exp

(∑K
i=1 |Ii| kl([xi,ℓ

|Ii| ], p(k, i))
)

exp(nD)

≤
∑
x∈X

P{e(v) = x}

∏K
i=1

∏L
ℓ=0

(
xi,ℓ

|Ii|p(k,i,ℓ)

)xi,ℓ

exp(nD)

(a)

≤ 1

exp(nD)

∑
x∈X

K∏
i=1

((
1−

∑L
ℓ=1 xi,ℓ

|Ii|

)xi,0

exp(

L∑
ℓ=1

xi,ℓ)

)

=
1

exp(nD)

∑
x∈X

K∏
i=1

exp

(
(|Ii| −

L∑
ℓ=1

xi,ℓ) log

(
1−

∑L
ℓ=1 xi,ℓ

|Ii|

)
+

L∑
ℓ=1

xi,ℓ

)

≤ 1

exp(nD)

∑
x∈X

K∏
i=1

exp

(
(
∑L

ℓ=1 xk,ℓ)
2

|Ii|

)
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≤ (10ηnp̄L)KL exp(100η2np̄2L2/α1)

exp(nD)

= exp

(
−nD +KL log(10ηLnp̄) +

100η2np̄2L2

α1

)
,

where (a) comes from the subsequent inequality:

P{e(v, Ii, ℓ) = xi,ℓ for all i, ℓ} ≤
K∏
i=1

(
p(k, i, 0)xi,0

L∏
ℓ=1

(
|Ii|
xi,ℓ

)
p(k, i, ℓ)xk,ℓ

)

≤
K∏
i=1

(
p(k, i, 0)xi,0

L∏
ℓ=1

(
e|Ii|
xi,ℓ

)xi,ℓ

p(k, i, ℓ)xi,ℓ

)
.

This concludes the proof. ■

E.3. Proof of Lemma C.5

First, we evaluate the probability of the event p̃ ≤ C2p̄ does not hold. Let {Xi} be Bernoulli i.i.d. random variables with
mean p̄. We have:

P {p̃ ≥ C2p̄} = P

 2

n(n− 1)

L∑
ℓ=1

∑
v,w∈I:v>w

Aℓ
vw ≥ C2p̄


≤ P

 2L

n(n− 1)

n(n−1)/2∑
i=1

Xi ≥ C2p̄


≤ inf

λ≥0

E exp
(
λL
∑n(n−1)/2

i=1 Xi

)
exp

(
λn(n−1)

2 C2p̄
)

= inf
λ≥0

∏n(n−1)/2
i=1 (p(exp(λL)− 1) + 1)

exp
(
λn(n−1)

2 C2p̄
)

≤ inf
λ≥0

∏n(n−1)/2
i=1 (p exp(λL) + 1)

exp
(
λn(n−1)

2 C2p̄
)

≤ inf
λ≥0

exp
(

n(n−1)
2 p exp(λL)

)
exp

(
λn(n−1)

2 C2p̄
)

≤ exp

(
−(C2 − eL)

n(n− 1)

2
p̄

)
≤ exp

(
−C2 − eL

4
n2p̄

)
. (22)

Next, we evaluate the probability that the event C1p̄ ≤ p̃ does not hold. Let p := mini,j,ℓ≥1 p(i, j, ℓ). Let {Yi} be Bernoulli
i.i.d. random variables with mean p. We have:

P {p̃ ≤ C1p̄} = P

− 2

n(n− 1)

L∑
ℓ=1

∑
v,w∈I:v>w

Avw ≥ −C1p̄


≤ P

− 2

n(n− 1)
L

n(n−1)/2∑
i=1

Yi ≥ −C1p̄


24
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≤ inf
λ≥0

E exp
(
−λL

∑n(n−1)/2
i=1 Yi

)
exp

(
−λn(n−1)

2 C1p̄
)

≤ inf
λ≥0

∏n(n−1)/2
i=1

(
p (exp(−λL)− 1) + 1

)
exp

(
−λn(n−1)

2 C1p̄
)

≤ inf
λ≥0

exp
(

n(n−1)
2 p (exp(−λL)− 1)

)
exp

(
−λn(n−1)

2 C1p̄
)

≤ exp

(
−
(
1− 1

eL

)
n(n− 1)

2
p+

n(n− 1)

2
C1p̄

)
≤ exp

(
−
(
1− 1

eL

)
n(n− 1)

2

1

η
p̄+

n(n− 1)

2
C1p̄

)
= exp

(
−
((

1− 1

eL

)
1

η
− C1

)
n(n− 1)

2
p̄

)
≤ exp

(
−
((

1− 1

eL

)
1

η
− C1

)
n2

4
p̄

)
. (23)

Combining (22) and (23), we conclude the proof. ■

E.4. Proof of Lemma C.6

Define e(S, S) =
∑

v∈S e(S, S). We now aim to prove the following intermediate assertion: with high probability, no
subset S ⊂ I exists such that e(S, S) ≥ ϕ np̄

log5 np̄
and |S| = ϕ. For any subset S ⊂ I with |S| = ϕ, using Markov’s

inequality,

P
{
e(S, S) ≥ ϕ

np̄

log5 np̄

}
≤ inf

t≥0

E[exp(e(S, S)ϕ)]
ϕt np̄

log5 np̄

≤ inf
t≥0

∏ϕ2/2
i=1 (1 + Lp̄ exp(t))

ϕt np̄
log5 np̄

≤ inf
t≥0

exp

(
ϕ2Lp̄

2
exp(t)− ϕt

np̄

log5 np̄

)
(a)

≤ exp

(
− ϕnp̄

log5 np̄

(
log

(
2n

ϕL log5 np̄

)
− 1

))
(b)

≤ exp

(
− ϕnp̄

2 log5 np̄
log

(
2n

ϕL log5 np̄

))
, (24)

where we set t = log(2n/(ϕL log5 np̄)) for inequality (a) and utilize log
(
2n/(ϕL log5 np̄)

)
= ω(1) derived from

ϕ ≤ 1/(p̄(np̄)5) for inequality (b). Considering the number of subsets S ⊂ I having size ϕ is
(
n
ϕ

)
≤ ( enϕ )ϕ, we can infer

the following from (24):

E
[∣∣∣∣{S : e(S, S) ≥ ϕnp̄

(log np̄)5
and |S| = s

}∣∣∣∣] ≤ (en

ϕ

)ϕ

exp

(
− ϕnp̄

2 log5 np̄
log

(
2n

ϕL log5 np̄

))
≤ exp

(
ϕ log

(
en

ϕ

)
− ϕnp̄

2 log5 np̄
log

(
2n

ϕL log5 np̄

))
≤ exp

(
− ϕnp̄

4 log5 np̄
log

(
2n

ϕL log5 np̄

))
.

Hence, applying the Markov inequality, there are no subsets S ⊂ I such that e(S, S) ≥ ϕnp̄/(log np̄)5 and S = ϕ with a
probability of at least 1− exp

(
− ϕnp̄

4 log5 np̄
log
(

2n
ϕL log5 np̄

))
.
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In order to complete the proof of the lemma, we construct the following series of sets. Let Z1 represent the set of nodes that
do not fulfill at least one of (H1) and (H2). Generate the sequence {Z(t) ⊂ I}1≤t≤t∗ as follows:

• Z(0) = Z1.

• For t ≥ 1, Z(t) = Z(t− 1)∪ {vt} if vt ∈ I exists such that e(vt, Z(t− 1)) > 2np̄
log5(np̄)

and vt /∈ Z(t− 1). If no such
node exists, the sequence terminates.

The sequence concludes after constructing Z(t∗), which, according to the definition of (H3), is equivalent to I \H . We now
demonstrate that if we assume the number of nodes that do not satisfy (H3) is strictly greater than ϕ/2, then one of the sets
in the sequence {Z(t) ⊂ I}1≤t≤t∗ contradicts the claim we just established.

Suppose the number of nodes that do not meet (H3) is strictly greater than ϕ/2. At some point, these nodes will be
incorporated into the sets Z(t), and according to the definition, each of these nodes contributes over 2np̄

log5(np̄)
to e(Z(t), Z(t)).

Therefore, if we start with Z1 and add ϕ/2 nodes that do not satisfy (H3), we obtain a set Z(t) with a cardinality smaller
than ϕ/3+ϕ/2 and such that e(Z(t), Z(t)) > 2np̄

log5(np̄)
. We can further include arbitrary nodes to Z(t) so that its cardinality

becomes ϕ, resulting in a set that contradicts the claim. ■

E.5. Proof of Lemma 4.2

We remark that the statement is taken directly from (Le et al., 2017, Theorem 2.1), but here we present an alternative proof
which may be of independent interest. We will extend the proof strategy of (Feige & Ofek, 2005). Let us define a discretized
space T that approximates the continuous unit sphere. Let ε ∈ (0, 1) be a fixed constant.

T :=

{
x ∈

(
ε√
n
Z
)n

:

n∑
i

xi = 0, ∥x∥2 ≤ 1

}
,

where Z is the set of integers. From Claim 2.9 in (Feige & Ofek, 2005), |T | ≤ exp(C(ε)n) where C(ε) is a constant only
depends on ε.

We first aim to prove that for all x, y ∈ T , for any constant C > 0, there exists a constant C ′ > 0 such that

|x⊤(Aℓ
Γ −M ℓ

Γ)y| = C ′√np̄ ,

with probability at least 1− exp(−Cnp̄). Using this result and Claim 2.4 in (Feige & Ofek, 2005), we can deduce that for
any C > 0, there exists a constant C ′ > 0 such that

∥Aℓ
Γ −M ℓ

Γ∥2 = sup
∥x∥2=1,∥y∥2=1

|x⊤(Aℓ
Γ −M ℓ

Γ)y|

≤ 1

(1− ε)2
C ′√np̄ ,

with probability at least 1− exp(−Cnp̄).

Define a set of light couples as:

L =

{
(v, w) ∈ I × I : |xvyw| ≤

√
p̄

n

}
.

Also define a set of heavy couples as its complement:

Lc =

{
(v, w) ∈ I × I : |xvyw| >

√
p̄

n

}
.

Finally, let we define a subset of edges K := (Γc × I) ∪ (I × Γc)2. Using these sets, by the triangular inequality,

|x⊤(Aℓ
Γ −M ℓ

Γ)y|
2Note that this set is the complement of Γ× Γ
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= |x⊤(Aℓ
Γ −M ℓ)y + x⊤(M ℓ −M ℓ

Γ)y|

= |
∑

(v,w)∈L

xvA
ℓ
vwyw −

∑
(v,w)∈K∩L

xvA
ℓ
vwyw +

∑
(v,w)∈Lc

xvA
ℓ
Γ,vwyw − x⊤M ℓy + x⊤(M ℓ −M ℓ

Γ)y|

≤ P1(x, y) + P2(x, y) + P3(x, y) + P4(x, y) ,

where

P1(x, y) =

∣∣∣∣∣∣
∑

(v,w)∈K∩L

xvA
ℓ
vwyw

∣∣∣∣∣∣
P2(x, y) =

∣∣∣∣∣∣
∑

(v,w)∈L

xvA
ℓ
vwyw − x⊤M ℓy

∣∣∣∣∣∣
P3(x, y) =

∣∣∣∣∣∣
∑

(v,w)∈Lc

xvA
ℓ
Γ,vwyw

∣∣∣∣∣∣
P4(x, y) = |x⊤(M ℓ −M ℓ

Γ)y| .

We will show that for each fixed x, y ∈ T , for any constant C1 > 0,

P1(x, y) ≤ 2C1

√
np̄,

with probability at least 1− exp(−C1n). We will also show that for each fixed x, y ∈ T , for any C2 > 3,

P2(x, y) ≤ C2

√
np̄

with probability at least 1− exp
(
−C2−3

2 n
)
. Therefore, as |T | ≤ exp(C(ε)n), taking the union bound over T yields,

P1(x, y) ≤ 2C1

√
np̄ and

P2(x, y) ≤ C2

√
np̄,

with probability at least 1 − exp(−(C1 − C(ε))n) − exp
(
−C2−3−2C(ε)

2 n
)

. Therefore, for any constant C > 0, there
exists constants C1 and C2 such that for all x, y ∈ T ,

P1(x, y) ≤ C1

√
np̄

P2(x, y) ≤ C2

√
np̄,

with probability at least 1− exp(−Cn). Moreover, by extending the argument in (Feige & Ofek, 2005), we will prove that
for any constant C > 0, there exists a constant C3 > 0 such that

P3(x, y) ≤ C3

√
np̄ ,

with probability at least 1− exp(−Cnp̄). Furthermore, we will prove that for any constant C4 > e, for all x, y ∈ T ,

P4(x, y) ≤ np̄ exp(−C4np̄) ,

with probability at least 1− exp(−ω(n)). Summarizing the bounds altogether using the union bound, we get the statement
of the lemma.

From now on, we will focus on proving each bound with the probability guarantees.

Bound on P1(x, y): By Lemma C.5, with constant c > e, we have ⌊n exp(−np̃)⌋ ≤ n exp(−cnp̄) with probability at least
1− exp(−ω(n)). Let {Xi} be i.i.d. Bernoulli random variables with mean p̄. When, ⌊n exp(−np̃)⌋ ≤ n exp(−cnp̄), the
following inequalities hold:

P

 ∑
(v,w)∈Γc×I

Aℓ
vw ≥ C1n

∣∣∣∣∣∣ ⌊n exp(−np̃)⌋ ≤ n exp(−cnp̄)


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= P

2
∑

(v,w)∈Γc×I:v>w

Aℓ
vw ≥ C1n

∣∣∣∣∣∣ ⌊n exp(−np̃)⌋ ≤ n exp(−cnp̄)


≤ P


n2 exp(−cnp̄)∑

i=1

Xi ≥ C1
n

2


≤ inf

λ≥0

E
[
exp(λ

∑n2 exp(−cnp̄)
i=1 Xi)

]
exp

(
λC1

n
2

)
= inf

λ≥0

∏n2 exp(−cnp̄)
i=1 E [exp(λXi)]

exp
(
λC1

n
2

)
= inf

λ≥0

∏n2 exp(−cnp̄)
i=1

(
(eλ − 1)p̄+ 1

)
exp

(
λC1

n
2

)
(a)

≤ inf
λ≥0

exp
(
n2 exp(−cnp̄)(eλ − 1)p̄

)
exp

(
λC1

n
2

)
≤

exp
(
n · np̄ exp(−Cnp̄)(e5 − 1)

)
exp

(
C1

5n
2

)
(b)

≤ exp(−2C1n) ,

where (a) and (b) are from the inequality 1 + x ≤ ex ∀x ∈ R and the fact that x exp(−Cx) = o(1) when x = ω(1),
respectively. Thus, we have

P

 ∑
(v,w)∈Γc×I

Aℓ
vw ≥ C1n

 ≤ exp(−2C1n) + exp(−ω(n))

≤ exp(−C1n) .

Note that |xvyw| ≤
√

p̄
n for all (v, w) ∈ L. Therefore, with probability at least 1− exp(−C1n), we have

P1(x, y) =

∣∣∣∣∣∣
∑

(v,w)∈K∩L

xvA
ℓ
vwyw

∣∣∣∣∣∣
≤

∑
(v,w)∈K∩L

Aℓ
vw|xvyw|

≤ 2

√
p̄

n

∑
(v,w)∈(Γc×I)∩L

Aℓ
vw

≤ 2C1

√
np̄ .

Bound on P2(x, y): Using λ = 1
2

√
n
p̄ , a positive constant C, and βvw := xvyw1 {(v, w) ∈ L}+ xwyv1 {(w, v) ∈ L} for

all (v, w) ∈ I × I, we have

P

 ∑
(v,w)∈L

xvA
ℓ
vwyw − x⊤M ℓy ≥ C

√
np̄

 ≤ E
[
exp

(
λ
(∑

(v,w)∈I×I:v>w Aℓ
vwβvw

))]
exp (λ (C

√
np̄+ x⊤My))

=

∏
(v,w)∈I×I:v>w

(
M ℓ

vw (exp(λβvw)− 1) + 1
)

exp (λ (C
√
np̄+ x⊤M ℓy))

≤
∏

(v,w)∈I×I:v>w exp
(
M ℓ

vw (exp(λβvw)− 1)
)

exp (λ (C
√
np̄+ x⊤M ℓy))
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≤
∏

(v,w)∈I×I:v>w exp
(
M ℓ

vw

(
λβvw + 2(λβvw)

2
))

exp (λ (C
√
np̄+ x⊤My))

=
exp

(∑
(v,w)∈I×I:v>w M ℓ

vw

(
λβvw + 2(λβvw)

2
))

exp (λ (C
√
np̄+ x⊤M ℓy))

= exp

 ∑
(v,w)∈I×I:v>w

M ℓ
vwλβvw − λx⊤M ℓy


︸ ︷︷ ︸

(i)

· exp

2
∑

(v,w)∈I×I:v>w

M ℓ
vw(λβvw)

2


︸ ︷︷ ︸

(ii)

·exp
(
−λC

√
np̄
)

(25)

For (i) and (ii), we have following bounds.

(i): This term can be alternatively expressed as follows:

exp

 ∑
(v,w)∈I×I:v>w

M ℓ
vwλβvw − λx⊤M ℓy

 = exp

 ∑
(v,w)∈L

M ℓ
vwλxvyw −

∑
(v,w)∈I×I

M ℓ
vwλxvyw

 (26)

= exp

− ∑
(v,w)∈Lc

λxvywM
ℓ
vw

 . (27)

Note that |xvyw| >
√

p̄
n for all (v, w) ∈ Lc and

∑
(u,w)∈I×I x2

uy
2
w = 1. Therefore,√

p̄

n

∑
(u,v)∈Lc

|xvyw| ≤
∑

(u,v)∈Lc

x2
vy

2
w

≤ 1 .

It implies ∑
(u,v)∈Lc

|xvyw| ≤
√

n

p̄
.

Thus, ∣∣∣∣∣∣
∑

(v,w)∈Lc

λxvywM
ℓ
vw

∣∣∣∣∣∣ ≤
∑

(v,w)∈Lc

λ|xvyw|M ℓ
vw

≤
∑

(v,w)∈Lc

λ|xvyw|p̄

=
1

2

√
np̄

∑
(v,w)∈Lc

|xvyw|

≤ n

2
. (28)

From (27) and (28), we have

exp

 ∑
(v,w)∈I×I:v>w

M ℓ
vwλβvw − λx⊤M ℓy

 ≤ exp
(n
2

)
.
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(ii): Note that from the definition,

|βvw|2 ≤ 2(xvyw)
2
1 {(v, w) ∈ L}+ 2(xwyv)

2
1 {(w, v) ∈ L}

holds. Thus, we have

2
∑

(v,w)∈I×I:v>w

M ℓ
vw(λβvw)

2

≤ 2
∑

(v,w)∈I×I:v>w

p̄ · n
4p̄
· β2

vw

=
n

2

∑
(v,w)∈I×I:v>w

β2
vw

≤ n

2

∑
(v,w)∈I×I:v>w

(
2(xvyw)

2
1 {(v, w) ∈ L}+ 2(xwyv)

2
1 {(w, v) ∈ L}

)
= n

∑
(v,w)∈L

(xvyw)
2

(a)

≤ n ,

where in (a) we used
∑

(v,w)∈L(xvyw)
2 ≤

∑
(v,w)∈I×I(xvyw)

2 = 1. Taking exponential of the previous inequalities,
we have:

exp

2
∑

(v,w)∈I×I:v>w

M ℓ
vw(λβvw)

2

 ≤ exp(n)

Combining the bounds on (i) and (ii) with (25), we have:

P

 ∑
(v,w)∈L

xvA
ℓ
vwyw − x⊤M ℓy ≥ C

√
np̄

 ≤ exp

(
3− C

2
n

)
.

Taking any C2 > 3, we have: ∑
(v,w)∈L

xvA
ℓ
vwyw − x⊤M ℓy ≤ C2

√
np̄,

with probability at least 1− exp
(
−C2−3

2 n
)
.

Bound on P3(x, y): We extend the proofs in (Feige & Ofek, 2005). For any A,B ⊂ I, let we define e(A,B) :=∑
v∈A

∑
w∈B Aℓ

vw to be the number of positive labels between the nodes in A and the nodes in B and µ(A,B) := |A||B|p̄.
µ(A,B) is an upper bound of the expected number of labels between A and B. We call the adjacency matrix Aℓ

Γ has the
bounded degree property with a positive constant c1 > 0 if for all v ∈ I ∩ Γ, e(v, I ∩ Γ) ≤ c1np̄ holds. Furthermore, we
state that the adjacency matrix Aℓ

Γ has the discrepancy property with constants c2 > 0 and c3 > 0 if for every A,B ⊂ I ∩Γ,
one of the following holds:

(i)
e(A,B)

µ(A,B)
≤ c2 (29)

(ii) e(A,B) log

(
e(A,B)

µ(A,B)

)
≤ c3|B| log

(
n

|B|

)
. (30)

By Corollary 2.11 in (Feige & Ofek, 2005), if the graph with the adjacency matrix AΓ satisfies the discrepancy and the
bounded degree properties, there exists a constant C ′ which depends on c1, c2, and c3 such that

P3(x, y) ≤ C ′√np̄,

for all x, y ∈ T .

First, we have the following lemma that guarantees the probability that the bounded degree property holds.
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Lemma E.1. For any constant C > 0, there exists a constant c1 > 0 such that the bounded degree property of AΓ with c1
holds with probability at least 1− exp(−Cnp̄).

The proof is given in Appendix E.8.

Next, we have the following lemma that guarantees the probability that the discrepancy property holds.

Lemma E.2. For any C > 0, there are positive constants c2 and c3 such that the discrepancy property holds with probability
at least 1− exp(−Cnp̄).

The proof of Lemma E.2 is given in Appendix E.9. Therefore, for any C > 0, there exists c1, c2, and c3 such that the
bounded degree property and discrepancy property hold with probability at least 1− exp(−Cnp̄)).

Bound on P4(x, y): We have, with a constant C > eL, for all x, y ∈ T , with probability at least 1− exp(−ω(n)),

P4(x, y) = |x⊤(M ℓ −M ℓ
Γ)y|

≤ ∥M ℓ −M ℓ
Γ∥2

≤ ∥M ℓ −M ℓ
Γ∥F

≤
√ ∑

(v,w)∈K

p̄2

=
√
(⌊n exp(−np̃)⌋)2p̄2

(a)

≤
√

(n exp(−Cnp̄))2p̄2

= np̄ exp(−Cnp̄)

where we used Lemma C.5 in (a). This concludes the proof. ■

E.6. Proof of Lemma 4.3

For all v, w ∈ Γ such that σ(v) ̸= σ(w), there exists a constant C > 0 that depends on ε in (A2) such that with probability
at least 1− exp(−ω(n)),

∥MΓ,v −MΓ,w∥22 =
∑

i∈I∩Γ

L∑
ℓ=1

(p(σ(v), σ(i), ℓ)− p(σ(w), σ(i), ℓ))2

=
∑

k∈[K]

∑
i∈Ik∩Γ

L∑
ℓ=1

(p(σ(v), σ(i), ℓ)− p(σ(w), σ(i), ℓ))2

(a)

≥
∑

k∈[K]

(αk − exp(−C1np̄))n

L∑
ℓ=1

(p(σ(v), σ(i), ℓ)− p(σ(w), σ(i), ℓ))2

(b)

≥ Cεnp̄2,

where for (a), we used Lemma C.5 to replace p̃ with p̄ in the cardinality of Γ; and for (b), we used (A2).

■

E.7. Proof of Lemma 4.4

First, from Lemma 4.2, for any c > 0, there exists constants C1, C2 > 0 such that σK ≥ C1np̄ and σK+1 ≤ C2
√
np̄ with

probability at least 1− exp(−cnp̄). Therefore, for any c > 0, we have K̂ = K with probability at least 1− exp(−cnp̄(1 +
o(1))). From the analysis of the iterative power method in (Halko et al., 2011) (Theorem 9.2 and Theorem 9.1 in (Halko
et al., 2011)), for any c > 0, with probability at least 1− exp(−cnp̄(1 + o(1))),

∥Ā− Â∥2 ≤ (1 + ∥Ω2Ω
−1
1 ∥22)

1
4⌈(log n)2⌉+2σK+1,
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where Ω1 is a K ×K standard Gaussian random matrix, Ω2 is an Ln −K ×K Gaussian random matrix, σK+1 is the
K + 1-th largest singular value of the matrix AΓ. We use the following proposition from (Halko et al., 2011).

Proposition E.3 (Proposition A.3. in (Halko et al., 2011)). Let G be a K ×K standard Gaussian matrix with K ≥ 2. For
each t > 0,

P(∥G−1∥2 > t) ≤ e

√
K

2π

1

t
.

From this proposition, for any c > 0, there exists a constant C > 0 such that ∥Ω−1
1 ∥2 ≤ Cnc with probability at least

1− 1/nc.

Theorem E.4 (Theorem 4.4.5 of (Vershynin, 2018).). Let A be an m× n random matrix whose entries are independent
standard Gaussian random variables. For any t > 0, we have

∥A∥2 ≤ C(
√
n+
√
m+ t),

with probability at least 1− 2 exp(−t2), where C > 0 is some constant.

Therefore, for any c > 0, there exist constants C1, C2 > 0 such that

∥Ā− Â∥2 ≤ (1 + ∥Ω2∥22∥Ω−1
1 ∥22)

1
4⌈(log n)2⌉+2σK+1

≤ (1 + Cn · nc)
1

4⌈(log n)2⌉+2σK+1

≤ C2σK+1,

with probability at least 1− 1/nc. This concludes the proof. ■

E.8. Proof of Lemma E.1

Recall that from Lemma E.1, for each v ∈ I, for any C > 0, we have

e(v, I) ≤ Cnp̄, (31)

with probability at least exp(−(C − eL)np̄). Also, from Lemma C.5, for any constant C2 > eL, we have p̃ ≤ C2p̄ with
probability at least 1− exp(−ω(n)). The number of trimmed nodes is larger than n exp(−C2np̄) with probability at least
1− exp(−ω(n)). With these C and C2, by Markov’s inequality,

P {The number of nodes that do not satisfy (31) ≥ n exp(−C2np̄)} ≤
E
[∑

v∈I 1 {e(v, I) > C ′np̄}
]

n exp(−C2np̄)

=

∑
v∈I P {e(v, I) > C ′np̄}

n exp(−C2np̄)

≤ exp
(
−(C − C2 − eL)np̄

)
.

Therefore, by the union bound, for any C > 0, there exists a constant C ′ > 0 such that any v ∈ I ∩ Γ satisfies
e(v, I) ≤ C ′np̄, with probability at least 1− exp(−Cnp̄)− exp(−ω(n)). This concludes the proof.

E.9. Proof of Lemma E.2

Let A and B be subsets of I ∩ Γ. Without loss of generality, we assume that |A| ≤ |B|. We prove the lemma by dividing it
into two cases.

Case 1: when |B| ≥ n/5. By Lemma E.1, for any constant C > 0, there exists a constant c1 such that for all v ∈ I ∩ Γ,
e(v, I ∩ Γ) ≤ c1np̄ holds with probability at least 1 − exp(−Cnp̄). Therefore, for any constant C > 0, there exists a
constant c2 > 0 such that with probability at least 1− exp(−Cnp̄) for all A,B ⊂ I ∩ Γ such that |B| ≥ |A|,

e(A,B) ≤ e(A, I ∩ Γ)
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≤ |A|c1np̄

= 5c1|A|
n

5
p̄

≤ 5c1|A||B|p̄
(a)

≤ c2µ(A,B),

where in (a) we put c2 ≥ 5c1.

Case 2: when |B| ≤ n/5. Let we define η(A,B) = max(η0, c2) where η0 is the solution that satisfies η0µ(A,B) log η0 =
c3|B| log(n/|B|). As c3|B| log(n/|B|) > 0, it implies η0 > 1. Furthermore, as x log x is an strictly increasing function
when x ≥ 1, η0 is unique for fixed A and B.

When e(A,B) ≤ η(A,B)µ(A,B) and η(A,B) = c2, the condition (i) is satisfied. When e(A,B) ≤ η(A,B)µ(A,B) and
η(A,B) = η0, using the definition of η0, we have

e(A,B) ≤ η0µ(A,B)

=
1

log η0
c3|B| log

(
n

|B|

)
.

From log(e(A,B)/µ(A,B)) ≤ log η0, we have

e(A,B) log

(
e(A,B)

µ(A,B)

)
≤ c3|B| log

(
n

|B|

)
.

Hence, the condition (ii) is satisfied. Therefore, when e(A,B) ≤ η(A,B)µ(A,B), the discrepancy property holds. We
quantifies the probability that e(A,B) ≤ η(A,B)µ(A,B) holds for any A,B ⊂ I ∩ Γ.

First, by Markov’s inequality,

P(e(A,B) > η(A,B)µ(A,B)) ≤ inf
λ≥0

E[exp(λe(A,B))]

exp(λη(A,B)µ(A,B))

≤ inf
λ≥0

(p̄(exp(λ)− 1) + 1)
|A||B|

exp(λη(A,B)µ(A,B))

≤ inf
λ≥0

(p̄ exp(λ) + 1)
|A||B|

exp(λη(A,B)µ(A,B))

≤ inf
λ≥0

exp(|A||B|p̄ exp(λ))
exp(λη(A,B)µ(A,B))

= inf
λ≥0

exp (exp(λ)µ(A,B)− λη(A,B)µ(A,B))

(a)

≤ exp (−η(A,B)µ(A,B) (log η(A,B)− 1)) ,

where in (a), we set λ = log η(A,B).

Next, we compute the probability as follows.

P
{
e(A,B) > η(A,B)µ(A,B) for some A,B ∈ I ∩ Γ, |B| ≤ n

5
, |A| ≤ |B|

}
= P

{
∪n/5b=1 ∪

b
a=1 ∪A,B⊂I∩Γ:|A|=a,|B|=b {e(A,B) > η(A,B)}

}
(a)

≤
n/5∑
b=1

b∑
a=1

(
n

a

)(
n

b

)
exp (−η(A,B)µ(A,B) (log η(A,B)− 1))

(b)

≤
n/5∑
b=1

b∑
a=1

(ne
b

)2b
exp (−η(A,B)µ(A,B) (log η(A,B)− 1))
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=

n/5∑
b=1

b∑
a=1

exp
(
2b+ 2b log

(n
b

)
− η(A,B)µ(A,B) (log η(A,B)− 1)

)
(c)

≤
n/5∑
b=1

b∑
a=1

exp
(
4b log

(n
b

)
− η(A,B)µ(A,B) (log η(A,B)− 1)

)

=

n/5∑
b=1

b∑
a=1

exp
(
−(C + 2) log n+ (C + 2) log n+ 4b log

(n
b

)
− η(A,B)µ(A,B) (log η(A,B)− 1)

)
(d)

≤
n/5∑
b=1

b∑
a=1

exp
(
−(C + 2) log n+ (C + 6)b log

(n
b

)
− η(A,B)µ(A,B) (log η(A,B)− 1)

)
(e)

≤
n/5∑
b=1

b∑
a=1

exp

(
−(C + 2) log n+ (C + 6)b log

(n
b

)
− η(A,B)µ(A,B)

2
log η(A,B)

)
(f)

≤
n/5∑
b=1

b∑
a=1

exp

(
−(C + 2) log n+ (C + 6)b log

(n
b

)
− η0µ(A,B)

2
log η0

)
(g)

≤
n/5∑
b=1

b∑
a=1

exp (−(C + 2) log n)

≤ 1

nC
,

where for (a) is from the union bound; for (b), we used b ≤ n/5 and a ≤ b; for (c), we again used b ≤ n/5; for (d), we
used the fact that x log(n/x) is an increasing function in [1, n/e] (Lemma 2.12 in (Feige & Ofek, 2005)); for (e), we used
η(A,B) ≥ c2 with sufficiently large constant c2; for (f), we used the fact that x log x is a strictly increasing function when
x ≥ 1; (g) stems from the definition of η0 with c3 ≥ 2(C + 6).

From the assumption p̄ = O(log n/n), for any C > 0, there exist constants c2 and c3 such that the discrepancy property
with constants c2 and c3 holds with probability at least 1− exp(−Cnp̄). This concludes the proof. ■

E.10. Proof of Corollary 2.1

Let εinit(n) represent the number of misclassified nodes in the initial spectral clustering USC(τ) as described in (Gao et al.,
2017). Based on the node-wise refinement guarantee provided in the proof of Theorem 4 in (Gao et al., 2017) (specifically,
Lemma 17 of (Gao et al., 2017)), when K = O(1),

sup
(p,α)∈Θ(n,a,b)

max
i∈I

P(p,α)(node i is misclassified)

≤ exp

(
−(1 + o(1))

nI∗

K

)
︸ ︷︷ ︸

(a)

+CP(p,α)(ε
init(n) ≤ γn), (32)

where γn is a positive sequence that satisfies limn→∞ γn = 0. According to Theorem 6 in (Gao et al., 2017), for any
C ′ > 0, we obtain

P(p,α)(ε
init(n) ≤ γn) ≤

1

nC′ ,

with an appropriate choice of the sequence γn in (32). Since I∗ ≍ (a−b)2

na according to (Gao et al., 2017), using the
assumptions a/b = Θ(1) and a = O(log n), we obtain

(a) ≥ exp (−C ′′ log n) =
1

nC′′ ,

for some constant C ′′ > 0. Therefore, since we can choose any constant C ′ > 0,

CP(p,α)(ε
init(n) ≤ γn) = o

(
exp

(
−(1 + o(1))

nI∗

K

))
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and

sup
(p,α)∈Θ(n,a,b)

max
i∈I

P(p,α)(node i is misclassified) ≤ exp

(
−(1 + o(1))

nI∗

K

)
.

Thus, we obtain

sup
(p,α)∈Θ(n,a,b)

E(α,p)[ε
PLMLE(n)] = sup

(p,α)∈Θ(n,a,b)

∑
i∈I

P(p,α)(node i is misclassified)

≤ sup
(p,α)∈Θ(n,a,b)

nmax
i∈I

P(p,α)(node i is misclassified)

≤ n exp

(
−(1 + o(1))

nI∗

K

)
.

This concludes the proof. ■

F. Numerical Experiments
In this section, we present numerical evaluations of the proposed algorithm. Our experiments are based on the code of
(Wang et al., 2021), and we consider the three scenarios proposed in (Gao et al., 2017), as well as an additional scenario. The
main focus of our comparison is the IAC algorithm (Algorithm 1) and a computationally efficient version of the penalized
local maximum likelihood estimation (PLMLE) algorithm (Algorithm 3 in (Gao et al., 2017)). Note that this version of
PLMLE does not have performance guarantees, but it still requires Ω(n2) floating-point operations. As shown in Section 4
of (Gao et al., 2017), PLMLE and its simplified version (Algorithm 3) exhibit nearly identical performance in all considered
scenarios. In all experiments, we consider simple SBMs with L = 1.

Table 2. Number of misclassified items. IAC and PLMLE indicate Algorithm 1 and Algorithm 3 in (Gao et al., 2017), respectively. Means
and standard deviations are calculated from the results of 100 experiment instances.

Model Algorithm Mean Std

Model 1 IAC 2.8800 1.5909
PLMLE 2.9700 1.6542

Model 2 IAC 0.0000 0.0000
PLMLE 0.1850 0.4262

Model 3 IAC 29.4100 4.9789
PLMLE 31.0400 5.1775

Model 4 IAC 45.5600 9.2489
PLMLE 54.7400 10.5329

Model 1: Balanced Symmetric. First, consider the SBM corresponding to the “Balanced case” in (Gao et al., 2017).
Assume that n = 2500, K = 10, and L = 1. We fix the community size to be equal as ∀k ∈ [10], |Ik| = 250. We set the
observation probability as p(k, k, 1) = 0.48 for all k and p(i, k, 1) = 0.32 for all i ̸= k.

Model 2: Imbalanced. The next SBM corresponds to the “Imbalanced case” in (Gao et al., 2017). We set n = 2000,
K = 4, and L = 1. The sizes of the clusters are heterogenous: |I1| = 200, |I2| = 400, |I3| = 600, and |I4| = 800. We set
the observation probability matrix (p(i, k, 1))i,k as in (Gao et al., 2017):

(p(i, k, 1))i,k =


0.50 0.29 0.35 0.25
0.29 0.45 0.25 0.30
0.35 0.25 0.50 0.35
0.25 0.30 0.35 0.45

 . (33)

Model 3: Sparse Symmetric. The last experimental setting from (Gao et al., 2017) is the sparse and symmetric case. We
generate networks with n = 4000, K = 10, and L = 1. Clusters are of equal sizes: ∀k ∈ [10], |Ik| = 400. We set the
statistical parameter as p(k, k, 1) = 0.032 for all k and p(i, k, 1) = 0.005 for all i ̸= k.
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Model 4: Sparse Asymmetric. Lastly, we consider the cluster recovery problem with a sparse and asymmetric statistical
parameter. We set n = 1200, K = 4, and L = 1. Clusters are of equal sizes: ∀k ∈ [4], |Ik| = 300. We fix the statistical
parameter (p(i, k, 1))i,k as

(p(i, k, 1))i,k =


0.032 0.005 0.008 0.005
0.005 0.028 0.005 0.008
0.008 0.005 0.032 0.005
0.005 0.008 0.005 0.028

 .

The simulations presented in this paper were conducted using the following computational environment.

• Operating System: macOS Sonoma

• Programming Language: MATLAB

• Processor: Apple M3 Max

• Memory: 128 GB

The average running time of our IAC algorithm is 0.177± 0.037 seconds, while that of PLMLE is 0.915± 0.752 seconds
for Model 4.

The results of our experiments are summarized in Table 2. The IAC algorithm consistently performs slightly better than
Algorithm 3 in (Gao et al., 2017). Figures 1, 2, 3, and 4 display boxplots representing the number of misclassified nodes for
each Model and method.

Figure 1. Number of misclassified nodes for the balanced symmetric case (Model 1). IAC and PLMLE indicate Algorithm 1 and
Algorithm 3 in (Gao et al., 2017), respectively. The figure is plotted with MATLAB boxplot function with outliers (the red crosses) for
100 experiment instances.

F.1. Experiments with Real-World Dataset

We applied our algorithm to a real-world dataset, the DBLP citation network dataset (Backstrom et al., 2006). In this
dataset, the nodes represent researchers. We focused on 246 researchers who have authored 20 or more papers, selected
from a corpus of 50,000 papers. The edges represent co-authorship relationships: two researchers are connected if they have
co-authored at least one paper. There are 1,118 such co-authorship connections in the network.

36



Revisiting Instance-Optimal Cluster Recovery in the Labeled Stochastic Block Model

Figure 2. Number of misclassified nodes for the imbalanced case (Model 2). IAC and PLMLE indicate Algorithm 1 and Algorithm 3 in
(Gao et al., 2017), respectively. The figure is plotted with MATLAB boxplot function with outliers (the red crosses) for 100 experiment
instances.

The researchers in this network were clustered using both IAC and PLMLE, with the number of clusters set to 8 for simplicity.
Network visualizations and statistics (community size distributions and the distributions of publications per author in each
community) are shown in Figures 5 and 6, respectively. Interestingly, our IAC algorithm discovered larger communities
without excessively small ones, resulting in a more continuous community size distribution.
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Figure 3. Number of misclassified nodes for the sparse symmetric case (Model 3). IAC and PLMLE indicate Algorithm 1 and Algorithm 3
in (Gao et al., 2017), respectively. The figure is plotted with MATLAB boxplot function with outliers (the red crosses) for 100 experiment
instances.

Figure 4. Number of misclassified nodes for the sparse asymmetric case (Model 4). IAC and PLMLE indicate Algorithm 1 and Algorithm 3
in (Gao et al., 2017), respectively. The figure is plotted with MATLAB boxplot function with outliers (the red crosses) for 100 experiment
instances.
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(a) IAC network (b) PLMLE network

Figure 5. Visualization of clustered networks: (a) IAC, (b) PLMLE.
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(a) IAC network statistics

(b) PLMLE network statistics

Figure 6. Statistics of the clustered networks: (a) IAC, (b) PLMLE.
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