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Abstract

Text-to-SQL is a key part of Natural Language001
Interfaces to Databases (NLIDB), helping non-002
technical users query databases. However,003
it has one significant limitation: it assumes004
users know that SQL queries return data in005
a table format. This often leads to problems006
when users ask for data that cannot be handled007
by a single query. To address this, we pro-008
pose Text-to-Multi-SQL, which uses multiple009
SQL queries to meet complex user needs. We010
created SpiderS, the first Text-to-Multi-SQL011
dataset, based on the Spider dataset. It includes012
7,000 training examples, 1,024 validation ex-013
amples, and 2,147 test examples, created using014
a mix of manual and GPT4o generated data.015
Tests show that current models struggle with016
multiple SQL generation, and even advanced017
models perform worse (0.167-0.327 drop in018
accuracy) on SpiderS. We also found that mod-019
els are very sensitive to prompts—switching020
from “generate one SQL” to “generate one or021
multiple SQL” significantly reduces their per-022
formance.023

1 Introduction024

The research on NLIDB (Natural Language Inter-025

face to DataBases) has always been a hot topic in026

the fields of databases and Natural Language Pro-027

cessing (NLP) (Abbas et al., 2022; Pourreza and028

Rafiei, 2023; Hong et al., 2024; Zhang et al., 2024).029

In the study of NLIDB, Text-to-SQL is considered030

one of the key components (Abbas et al., 2022;031

Qin et al., 2022; Deng et al., 2022; Katsogiannis-032

Meimarakis and Koutrika, 2023a; Hong et al.,033

2024; Zhang et al., 2024). Many studies suggest034

that Text-to-SQL technology allows users without035

database knowledge to easily access data from a036

database (Iacob et al., 2020; Abbas et al., 2022;037

Qin et al., 2022; Katsogiannis-Meimarakis and038

Koutrika, 2023a; Gao et al., 2023; Pourreza et al.,039

2024; Hong et al., 2024; Zhang et al., 2024; Zhu040

et al., 2024).041

Figure 1: An example of Text-to-Multi-SQL.

However, in our practice, we discovered an im- 042

plicit assumption in Text-to-SQL: users are ex- 043

pected to understand that the data returned by each 044

SQL query is expected to be a tabular format, typi- 045

cally a rectangular table with a consistent column 046

structure (though there may be variations, such 047

as missing values in sparse data or more complex 048

structures in nested data). For many users without 049

SQL knowledge, they are unaware of this assump- 050

tion, which leads to the problem that their requests 051

often cannot be fulfilled by a single SQL query, 052

or even by SQL queries at all. This can cause a 053

problem: users may request data that exceeds the 054

capabilities of a single SQL query. 055

Figure 1 shows a practical example from an 056

NLIDB-based census flow data platform. The data 057

the user needs cannot be fulfilled by a single SQL 058

query; however, two SQL queries can perfectly 059

meet the user’s needs. Although it’s possible to 060

force the query to be completed with a single SQL, 061

the returned data is neither elegant nor easy to un- 062

derstand. Both we and the users agree that using 063

two SQL queries to return two separate result sets 064

would be a better approach. 065

Based on this finding, we believe it is necessary 066

to extend traditional Text-to-SQL to Text-to-Multi- 067

SQL to better meet the diverse data needs of users. 068

To this end, we chose the Spider (Yu et al., 2018) 069

Text-to-SQL dataset as the basis and constructed 070

the first Text-to-Multi-SQL dataset: SpiderS. Like 071
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the Spider dataset, SpiderS contains 7,000 training072

examples, 1,024 validation examples, and 2,147073

test examples. The data was constructed using a074

combination of manual annotation and data gen-075

erated by Large Language Models (LLMs), with076

around 1,100 manually annotated examples used to077

guide the LLM in generating additional paired data,078

where each question could be paired with multiple079

SQL queries. During generation, we rewrote the080

original Spider questions and SQLs to ensure the081

diversity of the SpiderS dataset. To the best of our082

knowledge, SpiderS is the first Text-to-Multi-SQL083

dataset, and this paper is the first dedicated to the084

study of Text-to-Multi-SQL.085

Experimental results show that many existing086

Text-to-SQL models are unable to generate multi-087

ple SQL queries. While LLM-based Text-to-SQL088

models can output multiple SQL queries by modi-089

fying the prompt, their performance drops signif-090

icantly on the SpiderS dataset because they may091

not be trained on a Text-to-Multi-SQL dataset. The092

absolute drop in execution accuracy ranges from093

0.167 to 0.327. Interestingly, most models show094

poor robustness to prompts that request one or095

multiple SQL queries. When we simply changed096

the prompt from ‘generate one SQL’ to ‘generate097

one or multiple SQL,’ the performance of most098

models on the original Spider dataset decreased099

to varying degrees, with the largest drop seen in100

the CHESS (Talaei et al., 2024) model—an SOTA101

open source Text-to-SQL model on the BIRD (Li102

et al., 2024)—whose execution accuracy dropped103

from 0.759 to 0.462.104

Overall, the contributions of this paper are as105

follows:106

1. We systematically study Text-to-Multi-SQL107

and construct the first Text-to-Multi-SQL108

dataset, SpiderS, based on the Spider Text-109

to-SQL dataset.110

2. We found that Text-to-SQL models are highly111

vulnerable to prompt modifications: simply112

changing the instruction from ‘generate one113

SQL’ to ‘generate one or multiple SQLs’ leads114

to a significant performance drop.115

3. We found that existing Text-to-SQL mod-116

els/LLMs fail to address the need for Text-117

to-Multi-SQL, with some unable to generate118

multiple SQL queries. Even capable models119

show a significant accuracy drop on SpiderS120

compared to the Spider dataset.121

2 Relate Work 122

2.1 Natural Language Interface to Databases 123

Research in Natural Language Interface to 124

Databases (NLIDB) focuses on enabling users 125

to query databases using natural language, with 126

key tasks including Text2SQL, Text-to-Graph, and 127

Text-to-SPARQL. The Text2SQL (Katsogiannis- 128

Meimarakis and Koutrika, 2023b) task, which 129

converts natural language questions into SQL 130

queries, is the most prominent, addressing chal- 131

lenges such as query intent interpretation, schema 132

mapping, and handling complex SQL constructs 133

like joins and subqueries. Recent advancements in 134

deep learning, particularly transformer (Vaswani, 135

2017) and large language (Devlin, 2018; Achiam 136

et al., 2023) models, have significantly improved 137

performance (Scholak et al., 2021; Qi et al., 138

2022; Li et al., 2023; Gao et al., 2024b) in this 139

area. In addition to Text2SQL, other tasks such 140

as Text-to-Graph (Lawrence, 2024) and Text-to- 141

SPARQL (Luo et al., 2023) aim to extend NLIDB 142

systems to graph and semantic web databases, each 143

introducing unique challenges related to graph 144

structure and ontology-based querying. There is 145

a growing emphasis on improving related models’ 146

ability to handle more complex domain-specific 147

queries and to provide accurate context-sensitive 148

responses. 149

2.2 Popular Text-to-SQL Datasets 150

As one of the most important studies in human- 151

computer interaction systems, Text2SQL has at- 152

tracted many people to explore. Several popu- 153

lar databases are proposed for converting natural 154

language queries into structured query language. 155

WikiSQL (Zhong et al., 2017) is a large-scale 156

dataset for converting natural language questions 157

into SQL queries, containing 80,000 question-SQL 158

pairs over tables extracted from Wikipedia. Spi- 159

der (Yu et al., 2018) is a large-scale, cross-domain 160

dataset for SQL query generation, with a focus 161

on multi-table queries, complex conditions, and 162

aggregation. BIRD (Li et al., 2024) is a bench- 163

mark for evaluating multi-lingual and cross-lingual 164

SQL query generation models, particularly focus- 165

ing on database retrieval across different languages. 166

NL2GQL (Zhou et al., 2024) is a dataset that 167

pairs natural language questions with correspond- 168

ing GQL queries, designed to help develop models 169

for querying graph databases, including tasks like 170

node selection, graph traversal, and pathfinding. 171
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SQL-eval1 is an open-source PostgreSQL evalua-172

tion dataset constructed based on Spider (Yu et al.,173

2018), which is used to evaluate Text-to-SQL mod-174

els’ ability to generate executable SQL queries175

from natural language questions. However, all of176

the above datasets focus on convert one natural177

language question into one SQL query. It does178

not apply to many real-world scenarios where the179

answer to the user’s question should come from180

multiple SQL.181

2.3 Limitations of Text-to-SQL Systems182

Recent studies have advanced Text-to-SQL sys-183

tems from several complementary angles. However,184

it’s still hard for these methods to address com-185

plex tasks. Biswal et al. (2024) integrate Retrieval-186

Augmented Generation (RAG) with database tables187

to propose a unified, general-purpose paradigm188

for answering natural language questions over189

databases, aiming to provide a better user experi-190

ence than traditional text-to-SQL approaches. Like-191

wise, CHASE (Ma et al., 2025) enhances hybrid192

query execution by bridging structured and unstruc-193

tured data. Renggli et al. (2025) analyze the lim-194

itations of Text-to-SQL from an evaluation per-195

spective, which can lead to both prediction and196

evaluation errors. However, none of these papers197

involved Text-to-Multi-SQL.198

3 Task Definition199

Traditional Text-to-SQL approaches typically as-200

sume a one-to-one mapping between question and201

SQL query. However, in many real-world appli-202

cations, a single query is insufficient to fully cap-203

ture the intent of a complex question. For exam-204

ple, multi-faceted questions often require retrieving205

information from different perspectives, applying206

multiple filtering conditions, or aggregating distinct207

sets of records.208

Text-to-Multi-SQL aims to convert a natural lan-209

guage question Q into one or multiple SQL queries210

y1, y2, . . . that retrieve the correct results from a211

given database D. A database is formally defined212

as D = <C, T>, where C = {c1, c2, ..., cm}213

represents the set of column names and T =214

{t1, t2, ..., tm} represents the set of table names.215

Given D and Q, the objective is to generate the216

most appropriate SQL query (or queries set), such217

that executing y1, y2, . . . on D yields the expected218

1https://github.com/defog-ai/sql-eval

answer. The query generation process can be ex- 219

pressed as 220

{y1, y2, . . . } = f(Q,D|θ), (1) 221

where f(·|θ) is a model parameterized by θ, 222

which maps the natural language question Q and 223

database schema D to a set of SQL queries 224

{y1, y2, . . . }. 225

For some questions that can be solved using ei- 226

ther multiple SQL queries or a single SQL query, 227

we prepare two sets of gold SQL queries. As long 228

as the prediction matches any one of the gold SQL 229

sets, we consider the task successful. For example, 230

in all cases generated by the 6th generation strategy 231

in Appendix A, we have prepared two gold SQL 232

sets for evaluation. However, during training, we 233

use the multi-SQL gold SQL set because its query 234

results better align with the user’s intent. 235

4 Dataset Construction 236

Figure 2 illustrates our data annotation process. 237

4.1 Question and SQL Annotation 238

SQL pattern coverage. Before beginning the an- 239

notation process, our team surveyed multiple SQL 240

queries commonly found in real-world applications 241

and identified 14 distinct patterns (e.g., requiring an 242

aggregated result and columns before aggregated 243

(type 6), grouping the same table based on different 244

attributes (type 7), and sorting the same data based 245

on different ordering (type 9) in Appendix A). Each 246

pattern was carefully documented in our annota- 247

tion manual, detailing the associated SQL clauses 248

and typical ways users might phrase correspond- 249

ing questions. This approach ensured that the final 250

dataset would capture a broad spectrum of query 251

complexities and structures. 252

Question clarity. Consistent with the Spider 253

dataset, we aimed to avoid ambiguous questions 254

that either lacked sufficient details or required 255

knowledge outside the database to answer. Instead, 256

we focused on queries that explicitly stated the nec- 257

essary conditions and returned values. For example, 258

the question "Find all the teacher names and also 259

all the classrooms for math courses" can be inter- 260

preted in two ways: either as a request for teachers 261

and classrooms for math courses, or as separate 262

requests for all teacher names and all math course 263

classrooms. To avoid ambiguity, we use phrases 264

like "first ..., then ..." or "separately list ..." to clarify 265

that multiple distinct SQL queries are needed. 266
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Figure 2: Data annotation process.

Annotation steps. We began by creating a de-267

tailed data annotation manual that described each268

of the 14 SQL patterns, including examples of269

both questions and their corresponding SQL state-270

ments. Two Computer science students(paper au-271

thors) studying in the US, all proficient in SQL,272

were then tasked with labeling one example for273

each pattern across different databases. These ex-274

amples served as references for One-Shot Learning275

in later data generation stages.276

After the initial round of labeling, we conducted277

a manual cross-check to detect obvious inconsis-278

tencies or errors. Next, the annotated data was run279

through an automatic validation script (described280

in Section 4.2) that checked structural correctness281

(e.g., matching pattern design, proper use of SQL282

keywords) and basic logical consistency. Finally,283

we used GPT-4o to assess whether each user ques-284

tion was clearly stated and matched the correspond-285

ing SQL queries accurately. Any data flagged dur-286

ing this process was subjected to a second manual287

review to resolve potential issues.288

Annotation tools. In order to conduct data an-289

notation more efficiently, we establish a website290

which display the database schema and provide291

some possibly useful examples as annotation refer-292

ences. After modifying or adding SQLs on the web-293

page, we can directly execute the SQLs and check294

whether the result is as expected. The website also295

is connected to GPT-4o, which may provide mean-296

ingful suggestions to make the modified questions297

without ambiguity. The website also provides data298

comparison, allowing users to intuitively view the299

differences between the original questions and the300

new questions, facilitating modification and review.301

4.2 Data Review302

Automatic validation script. To maintain anno-303

tation consistency and reduce human error, we de-304

veloped and iteratively refined an automatic valida-305

tion script. The script performed several checks: 306

• Syntactic correctness: Verified that all SQL 307

queries could be parsed and executed without 308

errors. 309

• Pattern matching: Ensured each query corre- 310

sponded to one of the 15 predefined SQL pat- 311

terns and did not include extraneous or miss- 312

ing clauses. 313

• Schema alignment: Checked that table 314

names and column names used in the SQL 315

were present in the database schema. 316

Entries that did not pass any of these checks were 317

returned to the annotators for correction or deletion. 318

GPT4o-Based validation. In addition to the rule- 319

based checks, we employed GPT-4o as a second 320

layer of validation. GPT-4o was given a pair con- 321

sisting of a user query and its corresponding SQL 322

statement. It was then asked to: 323

1. Evaluate whether the question was sufficiently 324

clear and unambiguous. 325

2. Verify if the SQL query logically aligned with 326

the question. 327

3. Flag any potential misalignment or unclear 328

phrasing. 329

Data flagged by GPT-4o for potential issues—such 330

as vague question wording or mismatches in con- 331

ditions—was forwarded to a human reviewer for 332

final judgment. This hybrid workflow ensured a 333

more robust validation process than either method 334

could achieve in isolation. 335

4.3 Construct the Final Dataset 336

After one round of manual validation, one round 337

of automatic validation, and one round of GPT-4o 338
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SQL keyword Spider SpiderS
WHERE 51.37% 52.34%
GROUP 29.02% 31.66%
ORDER 15.70% 14.93%
LIMIT 39.40% 35.10%
UNION 1.02% 0.11%
INTERSECT 3.91% 0.22%
EXCEPT 3.49% 0.37%
JOIN 58.55% 39.33%

Table 1: Percentage of SQL keywords in Spider and
SpiderS.

verification, we obtained a high-quality set of an-339

notated question-SQL pairs. Then, we generated340

additional data using GPT-4o based on One-Shot341

learning if a proper example was found; otherwise,342

we used the Zero-Shot learning approach to gener-343

ate extra data.344

We expanded the dataset to about twice the size345

of the original Spider dataset and applied the same346

multi-step validation process, including automatic347

checks, manual review, and GPT-4o-based vali-348

dation, to ensure accuracy and consistency. For349

most data that failed automatic validation or GPT-350

4o checks, we removed it directly to save annota-351

tion time. Through manual inspection and review,352

we ensured that the new dataset remained consis-353

tent in quality with the original Spider dataset. To354

maintain balance, we set a limit so that no single355

SQL pattern made up more than 15% of the dataset.356

This prevented overrepresentation of certain query357

types and ensured diversity. After these rigorous358

validation steps, we produced a well-verified, high-359

quality Text-to-Multiple-SQL dataset.360

4.4 Dataset Statistics361

Our dataset follows the same structure as the Spider362

dataset, with 7,000 training samples, 1,034 valida-363

tion samples, and 2,147 test samples. Of these,364

1,130 examples were manually created, and the re-365

maining 9,051 were automatically generated. On366

average, each question requires 2.125 SQL queries367

to answer. Specifically, 1,266 samples need 3 SQL368

queries, while 8,915 samples require 2. Table 1369

compares the frequency of SQL keywords between370

the two datasets. Compared to the original Spider,371

SpiderS has similar frequencies for keywords like372

WHERE, GROUP, ORDER, and LIMIT. However,373

JOIN, UNION, INTERSECT, and EXCEPT are374

less frequent in SpiderS because we opted for sim-375

pler SQL queries in SpiderS, aiming to avoid overly376

complex queries, as multiple complex queries are 377

less common in real user scenarios. 378

5 Evaluation Metrics 379

Execution Score (ES). In order to evaluate the cor- 380

rectness of each of the multiple generated SQL 381

queries, we propose a metric called Execution 382

Score (ES). For the ith evaluation question requir- 383

ing multiple SQL queries to address, given Pi and 384

Gi as the executed result sets of the predicted SQLs 385

and the ground-truth SQLs separately, ESi is de- 386

fined as the intersection of the result set Pi and Gi, 387

relative to the maximum between the size of the 388

two result sets. This metric is applied to evaluate 389

the ability of generating meaningful and correct 390

SQL queries matching part of the question. There- 391

fore, we consider the correctness for each single 392

predicted SQL and assign a higher score if the 393

executed results of predicted SQLs match more 394

ground-truth ones. The final ES is the accumula- 395

tion of ESi, which is shown below: 396

ESi =
|Pi ∩Gi|

max(|Pi|, |Gi|)
, (2) 397

where: 398

• Pi : The set of the ith predicted SQL queries. 399

• Gi : The set of the ith ground-truth SQL 400

queries. 401

• Pi∩Gi : The set of SQL query pairs (p, g) for 402

the ith question such that the execution result 403

of p and g is identical. 404

• | · | : The cardinality (size) of a set. 405

Execution Accuracy (EX). EX is formally defined 406

as the proportion of examples in the evaluation set 407

for which the executed results of both the predicted 408

and ground-truth SQLs for a single question are 409

identical, relative to the overall number of SQLs. 410

However, in our task definition, we require multi- 411

ple SQLs to address one single question. There- 412

fore, following the previous definition of Execution 413

Score (ES), the ith question in the evaluation set 414

is considered solved only when ESi is equal to 415

1. That is, the execution result of each of the pre- 416

dicted SQLs can match the one of a corresponding 417

ground-truth SQL. The computation of EX can be 418

expressed as follows: 419

EX =

∑N
i=1M(ESi)

N
, (3) 420
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Models
Spider SpiderM SpiderS Spidersmall SpiderMsmall SpiderSsmall

EX ES EX ES EX ES EX ES EX ES EX ES

Closed-source Models

GPT-4o - - - - 0.497 0.648 0.733 0.733 0.572 0.625 0.519 0.667

Claude-3.5-Sonnet - - - - - - 0.629 0.629 0.589 0.589 0.302 0.461

o3-mini - - - - - - 0.737 0.737 0.722 0.723 0.525 0.650

Open-source Models

Qwen2.5-Coder-7B-Instruct 0.756 0.756 0.674 0.694 0.442 0.596 0.761 0.761 0.678 0.697 0.454 0.608

Qwen2.5-Coder-32B-Instruct 0.766 0.766 0.675 0.695 0.503 0.647 0.779 0.779 0.689 0.705 0.515 0.659

CodeLlama-7b-Instruct-hf 0.123 0.123 0.082 0.089 0.038 0.069 0.125 0.125 0.070 0.078 0.033 0.065

CodeLlama-34b-Instruct-hf 0.177 0.177 0.221 0.224 0.088 0.141 0.172 0.172 0.216 0.218 0.086 0.140

Llama-3.1-8B-Instruct 0.628 0.628 0.621 0.628 0.392 0.549 0.622 0.622 0.615 0.620 0.411 0.567

Llama-3.1-405B-Instruct - - - - - - 0.787 0.787 0.748 0.750 0.534 0.688

DeepSeek-R1-Distill-Qwen-7B 0.394 0.394 0.320 0.347 0.195 0.322 0.375 0.375 0.300 0.330 0.195 0.330

DeepSeek-R1-Distill-Llama-8B 0.435 0.435 0.388 0.404 0.125 0.283 0.415 0.415 0.374 0.387 0.137 0.293

Mistral-Large-Instruct-2411 - - - - - - 0.671 0.671 0.454 0.522 0.453 0.634

Fine-tuned Models

Qwen2.5-Coder-7B-Instruct - - 0.786 0.787 0.725 0.831 - - 0.784 0.785 0.731 0.837

CodeLlama-7b-Instruct-hf - - 0.728 0.728 0.656 0.781 - - 0.728 0.729 0.651 0.781

Llama-3.1-8B-Instruct - - 0.761 0.761 0.706 0.811 - - 0.753 0.753 0.724 0.822

DeepSeek-R1-Distill-Qwen-7B - - 0.664 0.664 0.604 0.734 - - 0.660 0.661 0.615 0.744

DeepSeek-R1-Distill-Llama-8B - - 0.728 0.729 0.665 0.788 - - 0.730 0.730 0.672 0.793

Text2SQL Models

CHESS - - - - - - 0.759 0.759 0.462 0.589 0.559 0.699

XiYanSQL-QwenCoder-32B 0.849 0.849 0.809 0.814 0.669 0.782 0.852 0.852 0.823 0.827 0.685 0.799

Table 2: Performance Comparison of Various Models on Spider and SpiderS Datasets.

where function M (·) returns 1 only if ESi is equal421

to 1, indicating that every executed result in pre-422

dicted result set Pi can match a corresponding one423

in ground-truth result set Gi. The expression of424

M (·) is shown below:425

M(ES) =

{
1, if ESi = 1,

0, otherwise.
(4)426

6 Experiments427

6.1 Experimental Setup428

Prompt. In terms of prompt design, the distinc-429

tion lies in generating one SQL versus one or more430

SQL. When evaluating SpiderS, the latter must be431

used, whereas for Spider, both approaches are ap-432

plicable. To analyze the impact of prompts, we433

employ different prompts on Spider to observe how434

the model’s performance is affected when the gen-435

erated SQL is no longer restricted to a single query.436

Dataset. We conducted our experiments in both437

the Spider and SpiderS test sets. The test set dis-438

tribution of the original Spider dataset consists439

of 470 easy, 857 medium, 463 hard, and 357440

extra-hard samples, totaling 2,147 queries. In our441

SpiderS dataset, the distribution has slightly shifted, 442

with 351 easy, 837 medium, 595 hard, and 364 443

extra-hard samples, while still maintaining a to- 444

tal of 2,147 queries. Despite these minor vari- 445

ations—such as a decrease in easy queries (470 446

→ 351) and an increase in hard queries (463 → 447

595)—the overall difficulty distribution remains 448

similar across both datasets. 449

To improve evaluation efficiency and reduce 450

evaluation costs, we randomly sampled 1,000 ex- 451

amples each from the original Spider and Spider-S 452

test sets to create a small test set for low-cost eval- 453

uation. 454

The evaluation tasks used in this study are shown 455

as follows: 456

• SpiderS: The complete SpiderS test set(2,147- 457

item). 458

• SpiderSsmall:The small SpiderS test set(1,000- 459

item). 460

• Spider: The complete Spider test set(2,147-item) 461

with a prompt for generating one SQL. 462

• Spidersmall: The small Spider test set (1,000- 463

item) with a prompt for generating one SQL. 464

• SpiderM: The complete Spider test set(2,147- 465

item) with a prompt for generating one or multi 466

6



Figure 3: Model EX rankings on the Spider(a), SpiderM(b), and SpiderS(c), and the EX drop caused by task
migration(d,e).

Figure 4: EX scores for different question types.

SQL.467

• SpiderMsmall:The small Spider test set (1,000-468

item) with a prompt for generating one or multi469

SQL.470

Models. To comprehensively evaluate the Text-471

to-Multi-SQL capabilities of different models, we472

assessed a diverse set of models, including open-473

source, fine-tuned, closed-source, and specialized474

Text2SQL models. For open source models, we475

study LLama3.1 (Grattafiori et al., 2024), Qwen476

2.5 Coder (Qwen et al., 2025), DeepSeek-R1-477

Distill-models(DeepSeek-AI et al., 2025), CodeL-478

lama (Rozière et al., 2024). Among the closed-479

source model, we evaluate GPT-4o (OpenAI et al.,480

2024), Claude-3.5-Sonnet, and o3-mini. For text-481

to-SQL models, we choose CHESS (Talaei et al.,482

2024) and XiYanSQL-QwenCoder-32B (Gao et al.,483

2024a).484

6.2 Main Results485

Table 2 compares the performance of different mod-486

els on the Spider and SpiderS datasets. Overall,487

XiYanSQL-QwenCoder-32B, which is specifically488

optimized for SQL generation, performs the best.489

Among the other models, Llama-3.1-405B-Instruct490

achieves the best results, with o3-mini close be-491

hind. The model with the lowest performance is492

CodeLlama-34B-Instruct, mainly due to its inabil-493

ity to generate correct JSON output and the signifi-494

cant hallucinations it produces.495

While the highest EX score on the Spider dataset 496

is 0.85, even models fine-tuned specifically for 497

SpiderS only reach a maximum EX score of 0.731. 498

This suggests that there is still room for improve- 499

ment on SpiderS. More importantly, our experi- 500

ments show that many models struggle with robust- 501

ness when generating multiple SQL queries, which 502

we discuss in more detail in Section 6.3. 503

Comparison of Small and Full Datasets. When 504

comparing the full test set to its subset, we find that 505

the results are very similar, with the small dataset 506

slightly outperforming the larger one. This shows 507

that our results on the small dataset are reliable. 508

Model Size and Performance. There is a clear 509

positive correlation between model size and per- 510

formance. For example, in the Llama-3.1 series, 511

the 8B-parameter achieves an EX score of 0.411 512

on the SpiderSsmall, while the 405B-parameter 513

model achieves a score of 0.534. A similar trend is 514

seen in the Qwen2.5 series, where the 32B model 515

outperforms the 7B model by 0.059 in EX score on 516

the SpiderSsmall. 517

Effectiveness of Fine-Tuning. Comparing 518

model performance before and after fine-tuning, 519

we find that domain-specific fine-tuning leads 520

to significant improvements. For example, 521

CodeLlama-7B’s EX score on the SpiderS in- 522

creased from 0.082 to 0.728, a 788% improvement. 523
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6.3 Robustness Analysis524

Almost all models show a drop in performance525

when moving from Spider to SpiderM or from526

SpiderM to SpiderS. The performance decreases527

for these models are shown in Figures 3 (d) and528

(e). The only exception is CHESS, which improved529

from SpiderM to SpiderS, likely because its per-530

formance had already dropped considerably from531

Spider to SpiderM.532

This led to an interesting finding: simply adding533

the words ‘or multi’ to the prompt caused a534

sharp decline in the model’s ability to generate535

correct SQL, indicating that the model wasn’t536

well-prepared for handling multiple SQL queries.537

Among these models, Llama-3.1-8B-Instruct and538

o3-mini were the most robust, with their EX scores539

dropping by only 0.007 and 0.015, respectively. In540

contrast, CHESS and Mistral-Large-Instruct-2411541

experienced the largest performance drops, with542

declines of 0.292 and 0.217, respectively.543

6.4 Challenges of Text-to-SQL Models in544

Supporting Multi-SQL Generation545

Many text-to-SQL models struggle to accommo-546

date Text-to-Multi-SQL, which is why Table 2547

only reports the results of two text-to-SQL models.548

Firstly, traditional sequence-to-sequence models549

based on grammar decoders are incapable of gen-550

erating multiple SQL statements. Secondly, even551

modern models built on LLMs often lack support552

for multi SQL in their design. For instance, the553

MAC-SQL (Wang et al., 2024) model breaks down554

the SQL generation task into a process of generat-555

ing multiple SQL clauses, which are then combined556

to form a complete SQL statement. However, this557

generation process is not well-suited to the require-558

ments of producing multiple SQL statements.559

6.5 Analysis on DeepSeek-R1-Distill Models560

The performance of the DeepSeek-R1-Distill mod-561

els was relatively poor, so we conducted a detailed562

analysis of the generated data to identify the causes.563

First, we set the maximum generation token for564

these models to 1024, but around 17% of the exam-565

ples exceeded this limit, which prevented the tasks566

from being completed. One reason for the token567

shortage is that the model repeatedly included the568

prompt’s requirements in its output.569

We randomly selected 30 examples where the570

task was completed successfully and analyzed the571

model’s reasoning process. We found that only 11572

of these examples were correct. The model made 573

several mistakes, such as generating hallucinations, 574

frequently using non-existent database columns, 575

or selecting incorrect columns. It also seemed to 576

lose track of the original schema structure as the 577

reasoning progressed. Based on this analysis, we 578

conclude that the Distill models used in this ex- 579

periment are not well-suited for text-to-SQL tasks. 580

Additionally, the influence of prior knowledge on 581

the Distill models led to suboptimal performance, 582

even after fine-tuning, compared to traditional mod- 583

els. 584

6.6 Analysis on Question Types 585

To explore the question types (see Appendix A) 586

where the models perform poorly, and to identify 587

the reasons for their lower performance, we se- 588

lected three representative models and analyzed 589

their execution accuracy across all question types. 590

The results are shown in Figure 4. Overall, there 591

are 14 question types in total, with type 14 having 592

4 subclasses to represent all patterns requiring 3 593

SQLs. This distinction was made to easily differ- 594

entiate them from patterns requiring only 2 SQLs. 595

The fine-tuned Qwen2.5-Coder-7B-Instruct 596

shows improvements across all question types. 597

Type 12 sees marked improvement after fine-tuning, 598

as the questions are actually quite simple; the pre- 599

vious low performance was due to the model’s lack 600

of training. XiYanSQL-QwenCoder-32B, while 601

strong overall, struggles with multi-SQL tasks 602

(types 14.1, 14.2, and 14.3), likely due to its prior 603

single-SQL training. All models struggle with type 604

14.1, which is our most complex question type: 605

combining one original question with one gener- 606

ated question that requires two SQL queries. Type 607

4 is also difficult for models, as it lacks common 608

patterns and requires precise handling of each SQL. 609

7 Conclusion 610

We introduce the Text-to-Multi-SQL paradigm and 611

the SpiderS dataset, shedding light on key limi- 612

tations in current Text-to-SQL models. Our ex- 613

periments reveal that even state-of-the-art models 614

like GPT-4o and XiYanSQL experience significant 615

performance drops when tasked with multi-SQL 616

generation. A factor is the models’ sensitivity to 617

prompt changes. To address these issues, future 618

work should focus on improving model robustness 619

and enhancing multi-query coordination to make 620

data more accessible to non-technical users. 621

8



Limitations622

Our work focuses solely on Text-to-SQL and Text-623

to-Multi-SQL, but even text-to-Multi-SQL can-624

not meet all user needs. As in the example in625

TAG (Biswal et al., 2024), users want to summarize626

the content of tables, and relying purely on SQL is627

currently difficult to achieve. Due to limitations in628

computing resources, we have not fine-tuned larger629

models (such as the 70B). At the moment, it is un-630

clear how much better these models would perform631

after being fine-tuned.632
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A Data Generation Patterns 1171

To enhance the diversity and complexity of text-to- 1172

SQL datasets, we propose a systematic approach 1173

to data generation. Our methodology is based on 1174

modifying existing text-to-SQL pairs, ensuring that 1175

a single natural language query can correspond to 1176

multiple SQL queries while preserving the seman- 1177

tics of the original question. This approach allows 1178

us to construct a dataset with richer linguistic and 1179

structural variations, facilitating robust model train- 1180

ing and evaluation. 1181

We adopt multiple patterns to transform single- 1182

query data into multi-query pairs. These patterns 1183

fall into 14 different categories, each designed to 1184

introduce different types of complexity while main- 1185

taining the integrity of the original intent. Below is 1186

a detailed introduction of our generation patterns. 1187

1. Reverse Selection in One-to-Many Relation- 1188

ships 1189

To introduce compositional complexity into 1190

text-to-SQL pairs, we employ reverse selec- 1191

tion on one-to-many relationships. This ap- 1192

proach ensures that a given natural language 1193

query requires multiple SQL statements to re- 1194

trieve the requested information, as opposed 1195

to a single SQL query. 1196

In relational databases, a one-to-many rela- 1197

tionship exists when an entity in one table 1198

(e.g., departments) is associated with multi- 1199

ple entities in another table (e.g., teachers). 1200

The department table serves as the parent 1201

(one), while the teacher table acts as the child 1202

(many), with the foreign key in the teacher 1203

table referencing the primary key in the de- 1204

partment table. 1205

Consider the following example, where the 1206

original query is: 1207

Find the names of teachers who are older than 1208

40. 1209
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This query can be answered using a single1210

SQL statement:1211

SELECT name FROM teacher WHERE age >1212

40;1213

To enforce multi-query execution, we intro-1214

duce a reverse selection constraint by modify-1215

ing the query as follows:1216

Find the names of teachers who are older1217

than 40 and the departments of the remain-1218

ing teachers.1219

Here, the teacher name and the department1220

name of other teachers are semantically in-1221

compatible in a single SQL query, necessitat-1222

ing at least two queries:1223

SELECT name FROM teacher WHERE age >1224

40;1225

SELECT department_name FROM teacher1226

WHERE age <= 40;1227

This transformation ensures that a single query1228

is insufficient to retrieve all requested infor-1229

mation, thereby enriching the complexity of1230

text-to-Multiple-SQLs pairs.1231

2. Reverse Selection in One-to-One Relation-1232

ships1233

Unlike the one-to-many relationships dis-1234

cussed previously, a one-to-one relationship1235

occurs when each record in a table corre-1236

sponds to a single record in another table. In1237

this case, reverse selection cannot involve di-1238

rect inclusion of attributes from the same table,1239

as such queries can always be answered using1240

a single SQL statement. Therefore, to enforce1241

compositional complexity, reverse selection1242

in one-to-one relationships must ensure that1243

the two queries retrieve different types of in-1244

formation.1245

A critical constraint of one-to-one reverse se-1246

lection is that the secondary query must re-1247

trieve different attributes. If the modified1248

query asks for the same attribute from dif-1249

ferent records, it can always be rewritten as a1250

single SQL query, rendering the transforma-1251

tion invalid. So we need to ensure the queries1252

ask for logically distinct attributes. Consider1253

the following transformation:1254

Find the names of teachers who are older than1255

40 and retrieve the average age of the remain-1256

ing teachers.1257

This results in the following SQL queries: 1258

SELECT name FROM teacher WHERE age > 1259

40; 1260

SELECT AVG(age) FROM teacher WHERE 1261

age <= 40; 1262

Here, the first query retrieves individual 1263

teacher names, while the second query re- 1264

trieves an aggregate statistic, ensuring they 1265

cannot be merged into a single SQL statement. 1266

3. Reverse Selection in One-to-One Relation- 1267

ships Without Aggregation 1268

One-to-one reverse selection can be further 1269

constrained by eliminating aggregation func- 1270

tions, making the compositional SQL queries 1271

more structurally distinct while still requiring 1272

multiple SQL queries to fully answer the ques- 1273

tion. This ensures that query decomposition 1274

is necessary but does not rely on aggregate 1275

statistics to enforce multi-query generation. 1276

4. Distinguishing Separate Entities for Inde- 1277

pendent Queries 1278

In the process of constructing diverse SQL 1279

queries, one effective approach is to generate 1280

questions that target distinct entities within 1281

the database. At first glance, it may seem 1282

intuitive that retrieving different types of in- 1283

formation always necessitates multiple SQL 1284

queries. However, this is not necessarily the 1285

case. When two entities are inherently linked 1286

through a foreign key relationship, it is often 1287

possible to retrieve both pieces of information 1288

using a single query. For instance, if the orig- 1289

inal query asks for the names of all teachers, 1290

it can be extended to also request their depart- 1291

ment names without requiring an additional 1292

SQL statement. Since teachers are linked to 1293

departments via a foreign key, a simple join 1294

operation suffices to bring both sets of infor- 1295

mation together within a single query. 1296

However, to ensure that two distinct queries 1297

are required rather than one combined query, 1298

the entities being retrieved must not only be- 1299

long to different tables but also be subject to 1300

independent constraints. Consider the case 1301

where we modify the original question from 1302

"Find the names of teachers older than 40" to 1303

"Find the names of teachers older than 40 and 1304

the names of departments with more than 40 1305

members." This slight modification forces the 1306

14



retrieval of two independent sets of informa-1307

tion—one about teachers filtered by age, and1308

another about departments filtered by the num-1309

ber of members. Since these conditions apply1310

to separate tables and do not share a common1311

join path that would allow them to be merged1312

into a single SQL query, it becomes necessary1313

to generate two distinct SQL statements.1314

Find the names of teachers who are older than1315

40 and the names of departments with more1316

than 40 people.1317

This question introduces conditions on differ-1318

ent attributes from separate tables, making it1319

impossible to construct a single SQL query1320

that answers both parts. Instead, two indepen-1321

dent queries must be generated:1322

SELECT name FROM teacher WHERE age >1323

40;1324

SELECT name FROM department WHERE1325

num_people > 40;1326

5. Asymmetric Query Expansion: One Condi-1327

tion, One Open Query1328

In contrast to the previous method, which en-1329

sured that two distinct objects were queried1330

with their own independent constraints, this1331

method introduces an asymmetry: one of1332

the SQL queries retains a specific condition1333

while the other remains unrestricted. This sub-1334

tle shift in design changes the way queries1335

are structured and how they interact with the1336

database schema. Instead of ensuring that1337

both queries are filtered by independent con-1338

straints, one query maintains a filtering condi-1339

tion while the other remains a general retrieval1340

of all records from a related table.1341

To illustrate, consider an original query ask-1342

ing for "Find the names of all teachers." A1343

straightforward extension would be to also re-1344

trieve the names of all departments, a task that1345

could easily be achieved using a single SQL1346

query through a simple join operation. How-1347

ever, if we modify this to "Find the names of1348

teachers who are older than 40 and all depart-1349

ment names," we introduce a structural asym-1350

metry—one query applies a condition (teach-1351

ers older than 40), while the other query re-1352

trieves all departments without filtering. This1353

distinction ensures that the two queries must1354

remain separate rather than being merged into 1355

a single SQL statement. 1356

The process of generating such queries relies 1357

on selecting an appropriate example from ex- 1358

isting data, ensuring that one query retains a 1359

condition while the other does not. The sys- 1360

tem systematically scans the dataset to iden- 1361

tify candidate queries that fit this asymmetric 1362

pattern, filtering out those that contain mul- 1363

tiple constraints or already require multiple 1364

SQL statements. Once an appropriate pair 1365

of queries is selected, the prompt is carefully 1366

constructed to emphasize the independence of 1367

the two queries while maintaining clarity in 1368

natural language. 1369

6. Blending Aggregates with Individual At- 1370

tributes: Merging Statistical Insights with 1371

Specifics 1372

In natural language database queries, there is 1373

often a need to balance between querying in- 1374

dividual records and summarizing trends. A 1375

common way to expand a query is by introduc- 1376

ing an aggregation function alongside a stan- 1377

dard selection. This method ensures that both 1378

specific details and overarching insights are 1379

retrieved simultaneously, making the query 1380

richer and more informative. 1381

For example, consider the original query: 1382

Find the names of teachers who are older than 1383

40. 1384

This query retrieves a list of individual teach- 1385

ers who meet the condition, focusing on gran- 1386

ular details. However, by expanding the ques- 1387

tion to include an aggregation function, we 1388

can introduce a statistical perspective. The 1389

modified query becomes: 1390

Find the names of teachers who are older than 1391

40 and their average age. 1392

Here, in addition to retrieving individual 1393

teacher names, the query also calculates the 1394

overall average age of teachers above 40. 1395

This transformation creates a dual perspec- 1396

tive—while one part of the query extracts di- 1397

rect information from the database, the other 1398

part summarizes the information using an ag- 1399

gregation function. 1400

To construct such queries correctly, it is cru- 1401

cial to ensure that both components operate 1402
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on the same filtered dataset. This prevents in-1403

consistencies, such as computing an average1404

age across all teachers instead of just those1405

older than 40. The corresponding SQL query1406

would look like this:1407

SELECT name FROM teachers WHERE age1408

> 40;1409

SELECT AVG(age) FROM teachers WHERE1410

age > 40;1411

Alternatively, a single SQL statement can of-1412

ten achieve the same result using a GROUP1413

BY clause:1414

SELECT name, (SELECT AVG(age) FROM1415

teachers WHERE age > 40) AS avg_age1416

FROM teachers WHERE age > 40;1417

Since this data generation method can also be1418

completed with a SQL query, we introduced1419

the sql_0 statement to store all queries inte-1420

grated into one SQL.1421

7. Querying Different Grouping Dimensions1422

Grouping data is a fundamental aspect of1423

SQL queries, allowing us to derive meaning-1424

ful insights by categorizing and summarizing1425

records. While most queries focus on a sin-1426

gle way to group data, an alternative approach1427

introduces multiple GROUP BY clauses, ef-1428

fectively broadening the scope of the query.1429

By shifting the lens through which data is ag-1430

gregated, we can uncover deeper relationships1431

within the dataset that a single GROUP BY1432

might miss.1433

This method is especially useful when deal-1434

ing with datasets where different categorical1435

attributes can provide valuable insights when1436

analyzed separately. For example, consider1437

a dataset of department management. The1438

original question:1439

Tell me which states have at least 3 heads born1440

there?1441

The corresponding SQL query would look like1442

this:1443

SELECT born_state FROM head GROUP BY1444

born_state HAVING COUNT(*) >= 3;1445

However, what if we want to explore a differ-1446

ent way of grouping the data? We could also1447

ask:1448

Tell me which states have at least 3 heads 1449

born there and which age groups have at least 1450

3 heads? 1451

The result is that we have to use 2 different 1452

SQL queries to answer this question: 1453

SELECT age FROM head GROUP BY age 1454

HAVING COUNT(*) >= 3; 1455

SELECT born_state FROM head GROUP BY 1456

born_state HAVING COUNT(*) >= 3; 1457

8. Switching Between HAVING and LIMIT 1458

for Diverse Filtering 1459

This method modifies SQL queries by ensur- 1460

ing that one query filters aggregated results us- 1461

ing HAVING, while the other applies ORDER 1462

BY and LIMIT. Unlike the previous approach, 1463

which changed the GROUP BY column to 1464

introduce variation, this method focuses on 1465

switching between filtering patterns to gener- 1466

ate distinct yet complementary queries. 1467

If the original query includes LIMIT, the sec- 1468

ond query must replace it with a HAVING 1469

clause to introduce a different filtering method. 1470

Conversely, if the original query already uses 1471

HAVING, the new query must avoid it and in- 1472

stead adopt an ORDER BY and LIMIT struc- 1473

ture. This ensures that the two queries cannot 1474

be merged into one, as they use fundamentally 1475

different ways of selecting data. 1476

For example, if the original query retrieves 1477

the department with the most teachers using 1478

ORDER BY and LIMIT: 1479

SELECT department FROM teachers GROUP 1480

BY department ORDER BY COUNT(*) DESC 1481

LIMIT 1; 1482

The second query should instead filter using 1483

HAVING, such as selecting age groups where 1484

the number of teachers exceeds a threshold: 1485

SELECT age FROM teachers GROUP BY age 1486

HAVING COUNT(*) > 2; 1487

This variation ensures that both queries serve 1488

different analytical purposes while maintain- 1489

ing structural diversity. By alternating be- 1490

tween HAVING and LIMIT, we create queries 1491

that offer different perspectives on the dataset, 1492

preventing them from being collapsed into a 1493

single SQL statement. 1494

9. Reordering the Same Data from Different 1495

Perspectives 1496
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This method transforms a query that sorts data1497

using ORDER BY into two separate queries,1498

each sorting the same dataset by a different1499

attribute. Unlike cases where LIMIT is in-1500

volved, which restricts the number of results,1501

this approach ensures that both queries return1502

the full dataset, just presented in different or-1503

ders.1504

Consider the original query:1505

Find the names of all teachers, sorted by age1506

in descending order.1507

Original SQL Query:1508

SELECT name FROM teachers ORDER BY1509

age DESC;1510

To introduce variety, we modify the query by1511

adding an alternative sorting criterion. Instead1512

of only ordering by age, we ask for two sep-1513

arate orderings—one by age and another by1514

salary. The question can be transformed into:1515

Give me two separate lists of teacher names:1516

one sorted by age in descending order and the1517

other sorted by salary in descending order.1518

Corresponding SQL Queries:1519

SELECT name FROM teachers ORDER BY1520

age DESC;1521

SELECT name FROM teachers ORDER BY1522

salary DESC;1523

This transformation ensures that both results1524

remain distinct and cannot be merged into a1525

single SQL query.1526

10. Sorting One Object While Leaving the1527

Other Unordered1528

This method builds upon the previous ap-1529

proach of modifying ORDER BY queries but1530

introduces a crucial difference: instead of ap-1531

plying sorting criteria to both SQL queries,1532

one query retains the ORDER BY clause1533

while the other remains unsorted. The key1534

idea is to introduce contrast—one dataset fol-1535

lows an explicit order while the other remains1536

in its natural or default arrangement.1537

Consider the original query:1538

Find the names of all teachers, sorted by age1539

in descending order.1540

Original SQL Query:1541

SELECT name FROM teachers ORDER BY1542

age DESC;1543

To introduce variation while maintaining 1544

meaningful structure, we modify the query 1545

to introduce an additional unordered dataset. 1546

Instead of just listing teachers sorted by expe- 1547

rience, we now also retrieve the departments 1548

they belong to, but without any explicit sorting 1549

applied to them. 1550

Modified Question: 1551

Find the names of all teachers, sorted by their 1552

ages in descending order, and separately list 1553

all department names. 1554

Corresponding SQL Queries: 1555

SELECT name FROM teachers ORDER BY 1556

age DESC; 1557

SELECT department_name FROM depart- 1558

ments; 1559

This modification ensures that two separate 1560

results are produced, but unlike the previous 1561

approach (where both queries applied sort- 1562

ing in different ways), here only one result is 1563

ordered while the other remains unaffected. 1564

This distinction is important because it em- 1565

phasizes that ORDER BY is not necessarily 1566

required for every SQL statement—it depends 1567

on the nature of the query and what needs to 1568

be compared or presented. 1569

11. Sorting One Object with LIMIT Condition 1570

While Leaving the Other Unordered 1571

This method is quite similar to the previous 1572

method (10) in that it requires an SQL query 1573

with an ORDER BY clause and an extra query 1574

remaining unsorted. However, the ORDER 1575

BY query also includes an additional LIMIT 1576

condition. Furthermore, we intentionally se- 1577

lect the additional SQL query to include a 1578

WHERE clause while minimizing the use of 1579

any aggregation functions. This is set to make 1580

the problem more challenging and to ensure 1581

the conditions of both 2 queries are clearly 1582

described to avoid any potential ambiguity. 1583

Consider the original query: 1584

Find the name of the oldest teacher 1585

Original SQL Query: 1586

SELECT name FROM teachers ORDER BY 1587

age DESC LIMIT 1; 1588

To introduce variation while maintaining 1589

meaningful structure, we modify the query to 1590
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introduce an additional unordered query with1591

a WHERE clause. We intentionally select an1592

additional query with a WHERE clause and1593

avoid using any aggregation function.1594

Modified Question:1595

Find the name of the oldest teacher and the1596

ages of all teachers whose names contain the1597

letter "A".1598

Corresponding SQL Queries:1599

SELECT name FROM teachers ORDER BY1600

age DESC LIMIT 1;1601

SELECT age FROM teachers WHERE name1602

LIKE "%A%";1603

This modification is similar to the previous1604

method, but introduces more conditions: One1605

query is required to select only some results1606

from the whole sorted list, while another query1607

should return the unsorted results under the1608

WHERE condition. This type of modification1609

further challenges agents’ ability to compre-1610

hend the nature of the questions.1611

12. Dual Attribute Selection Sorted by the1612

Same Attribute but in Reverse Orders with1613

LIMIT Condition1614

This method also requires an original SQL1615

query to return results constrained by the1616

LIMIT clause sorted by some attributes. We1617

then add another query to select another at-1618

tribute sorted by exactly the same attribute but1619

in reverse order. Notice that the results are still1620

constrained by the LIMIT clause. Intuitively,1621

one simple way to achieve this type of modi-1622

fication is to transform the statements in the1623

original question that use superlative forms1624

into their opposites (e.g., changing ’maxi-1625

mum’ to ’minimum’ and ’most’ to ’least’).1626

Also, we intentionally include some questions1627

to change the number of results required by1628

the LIMIT clause to make this type of modifi-1629

cations more variant and more challenging.1630

Consider the original query:1631

Show the name of the teacher with the highest1632

salary.1633

Original SQL Query:1634

SELECT name FROM teachers ORDER BY1635

salary DESC LIMIT 1;1636

Based on the the detailed explained pattern 1637

above, we introduce an additional query to se- 1638

lect another attribute in the same table sorted 1639

by exactly the same attribute (e.g, salary) 1640

but in the reverse order (e.g, ASC). We can 1641

also change the number of results returned by 1642

changing the LIMIT clause (e.g, the lowest 1643

three salaries). 1644

Modified Question: 1645

Show the name of the teacher with the highest 1646

salary and the office numbers of the teachers 1647

who have the lowest three salaries. 1648

Corresponding SQL Queries: 1649

SELECT name FROM teachers ORDER BY 1650

salary DESC LIMIT 1; 1651

SELECT office_no FROM teachers ORDER 1652

BY salary ASC LIMIT 3; 1653

This modification requires the agent to output 1654

two distinct SQL queries to select two sub- 1655

sets of different attributes based on the sorted 1656

result of the same attribute but in reverse or- 1657

ders. This type of modification could pose 1658

challenges for some agents, as they must se- 1659

lect two distinct attributes based on a condi- 1660

tion and its nearly opposite form. 1661

13. Dual Attribute Selection Sorted by the 1662

GROUP BY clause of the Primary Key but 1663

in Reverse Orders with LIMIT Condition 1664

This method can be considered as a more chal- 1665

lenging variant of the previous method (12) as 1666

the main logic is quite similar. The only dif- 1667

ference is that we use the GROUP BY clause 1668

of the primary key of the table to do sorting 1669

(e.g, GROUP BY id ORDER BY COUNT(*) 1670

DESC LIMIT 1). This task is considered more 1671

challenging as the original question requires 1672

the agent to understand the structure of the 1673

table and use the GROUP BY clause properly. 1674

A more complex task in the same setting to se- 1675

lect two attributes sorted by some attributes of 1676

groups in reverse orders can result in greater 1677

confusion for agents. 1678

Consider the original query: 1679

Show the status of the city that has hosted the 1680

greatest number of competitions. 1681

Original SQL Query: 1682

SELECT T1.Status FROM city AS T1 1683

JOIN farm_competition AS T2 ON 1684
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T1.City_ID = T2.Host_city_ID GROUP1685

BY T2.Host_city_ID ORDER BY COUNT(*)1686

DESC LIMIT 1;1687

Based on the additional explanation of this1688

variant, we select another proper attribute (e.g,1689

the primary key itself) in the table and only1690

changes the sorting order to the reverse one.1691

Modified Question:1692

Show the status of the city that has hosted the1693

greatest number of competitions and the city1694

ID with the fewest competitions.1695

Corresponding SQL Queries:1696

SELECT T1.Status FROM city AS T11697

JOIN farm_competition AS T2 ON1698

T1.City_ID = T2.Host_city_ID GROUP1699

BY T2.Host_city_ID ORDER BY COUNT(*)1700

DESC LIMIT 1;1701

SELECT T1.City_ID FROM city AS1702

T1 JOIN farm_competition AS T2 ON1703

T1.City_ID = T2.Host_city_ID GROUP BY1704

T2.Host_city_ID ORDER BY COUNT(*) ASC1705

LIMIT 1;1706

14. Question Generation with Three SQL1707

Queries1708

We also introduce a small proportion of ques-1709

tions that require three SQL queries to address.1710

These questions are generated based on some1711

of the previous methods. As this could be a1712

more challenging and difficult task for agents,1713

we only select some relatively simple methods1714

to generate questions.1715

14.1 Combining One Original Question1716

with One Already Generated Question1717

Requiring Two SQL Queries1718

An intuitive way to generate questions1719

requiring three SQL queries to address1720

is to combine one original question from1721

the dataset with one generated and well-1722

evaluated question requiring two queries.1723

To ensure that the final generated ques-1724

tion is reasonable, relatively concise, and1725

unambiguous, we intentionally select1726

those original SQL queries that include1727

a WHERE clause while excluding cer-1728

tain keywords that may form complex1729

questions (such as LIMIT, GROUP, EX-1730

CEPT, INTERSECT, UNION, ORDER)1731

and control the length of the selected1732

SQL queries. Then we sample a well- 1733

evaluated question from our generated 1734

dataset and ask the agent to merge the 1735

two questions. The agent is also sug- 1736

gested to use some keywords like "sep- 1737

arately" or "first, then," to avoid any po- 1738

tential ambiguous statements. 1739

14.2 Querying Different Grouping Dimen- 1740

sions to Generate three queries 1741

This method is quite similar to the previ- 1742

ous method 7 as we still ask to group the 1743

table data based on different attributes 1744

separately, but now three different at- 1745

tributes are used instead of only two. 1746

Two example generated questions are 1747

shown below: 1748

1. Show the number of teachers for each 1749

department, age, and country separately. 1750

2. Find the department, the age group 1751

and the country group with the highest 1752

number of teachers. 1753

14.3 Reordering the Same Data from Three 1754

Different Perspectives 1755

This method is quite similar to the previ- 1756

ous method 9 as we still ask to provide 1757

lists of one single attribute sorted sep- 1758

arately by different attributes, but this 1759

time we require three lists. Notice that 1760

each query sorted by each attribute can 1761

still be in ascending or descending order 1762

randomly. 1763

An example generated questions are 1764

shown below: 1765

Provide me with three lists of teacher 1766

names, sorted by age, department id and 1767

salary in descending order, respectively. 1768

14.4 Two or Three Queries with DISTINCT 1769

Previously our methods didn’t consider 1770

the keyword DISTINCT to avoid any po- 1771

tential ambiguous statement. Here we 1772

ask the agent to generate a small sub- 1773

set of questions to ask for distinct values 1774

for selected columns only. The gener- 1775

ated questions may require two or three 1776

queries to return only distinct/unique val- 1777

ues for mentioned attributes. 1778

A simple example question is shown be- 1779

low: 1780

Provide me with distinct teacher name, 1781

unique department names, and distinct 1782

teacher ages, respectively. 1783
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B Implementation Details1784

All experiments were conducted using LLAMA1785

Factory (Zheng et al., 2024), with LoRA-based (Hu1786

et al., 2021) fine-tuning utilizing the bf16 precision.1787

The relevant hyperparameters were configured as1788

follows:1789

• preprocessing_num_workers: 161790

• per_device_train_batch_size: 11791

• gradient_accumulation_steps: 41792

• learning_rate: 1.0e-41793

• num_train_epochs: 3.01794

• lr_scheduler_type: cosine1795

• warmup_ratio: 0.11796

Other parameters were set to the default values1797

provided by LLAMA Factory (Zheng et al., 2024).1798

The experiments were conducted on single or mul-1799

tiple A100 GPUs (40GB/80GB). For multi-GPU1800

setups, DeepSpeed was used to optimize parallel1801

training.1802

20


	Introduction
	Relate Work
	Natural Language Interface to Databases
	Popular Text-to-SQL Datasets
	Limitations of Text-to-SQL Systems

	Task Definition
	Dataset Construction
	Question and SQL Annotation
	Data Review
	Construct the Final Dataset
	Dataset Statistics

	Evaluation Metrics
	Experiments
	Experimental Setup
	Main Results
	Robustness Analysis
	Challenges of Text-to-SQL Models in Supporting Multi-SQL Generation
	Analysis on DeepSeek-R1-Distill Models
	Analysis on Question Types

	Conclusion
	Data Generation Patterns
	Implementation Details

