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ABSTRACT

Generative AI agents are often expected to respond to complex user requests that
have No One Right Answer (NORA), e.g., design a vegetarian meal plan below
1800 calories. Such requests may entail a set of constraints that the agent should
adhere to. To successfully develop agents for NORA scenarios, an accurate auto-
matic evaluation framework is essential, and specifically - one capable of validating
the satisfaction of constraints in the agent’s response. Recently, large language
models (LLMs) have been adopted as versatile evaluators for many NORA tasks,
but their ability to evaluate constraint-satisfaction in generated text remains unclear.
To study this, we develop and release a novel Arithmetic Constraint-Satisfaction
(ACS) benchmarking dataset. The dataset consists of complex user requests with
corresponding constraints, agent responses and human labels indicating each con-
straint’s satisfaction level in the response. A unique property of this dataset is that
validating many of its constraints requires reviewing the response as a whole (in
contrast to many other benchmarks that require the validation of a single indepen-
dent item). Moreover, it assesses LLMs in performing reasoning, in-context data
extraction, arithmetic calculations, and counting. We then benchmark both open
and proprietary LLMs on evaluating constraint-satisfaction, and show that most
models still have a significant headroom for improvement, and that errors primarily
stem from reasoning issues. In addition, most models exhibit a skewed constraint-
satisfaction prediction pattern, with higher accuracy where the ground-truth label
is satisfied. Lastly, few-shot prompting for our task proved to be rather challenging,
since many of the studied models showed a degradation in performance when it
was introduced.

1 INTRODUCTION

Generative AI agents are becoming increasingly popular, especially with the development of large
language models (LLMs). As these models become more advanced and autonomous, the scope of
AI agents increases, and they are now designed to include advanced capabilities and skills, such as
numerical reasoning, planning, and using external tools (Pan et al., 2023; Di Palo et al., 2023; Wang
et al., 2024; Qin et al., 2023). Powered by these capabilities, they are expected to handle complex
user requests that may require the agent to perform multiple steps, and adhere to constraints that may
be imposed by the request. Examples for such requests include planning a trip with a given budget,
creating a meal-plan with specific daily caloric-intake, or generating a fictional story with a specific
number of acts and characters. To facilitate the development of AI agents capable of addressing such
complex requests, evaluating the quality of the agent’s response is essential. To illustrate this concept,
the top part of Figure 1 shows an example of a complex user request to an AI agent that uses external
tools, reasoning, and multi-step planning to provide an adequate response, which is finally evaluated
to understand how well the response addressed the user request.

Evaluating agent responses to complex user requests is a challenging task, especially for requests that
have No One Right Answer (NORA). To alleviate this, we suggest to focus on a subset of NORA
requests that correspond to a Well-defined, Objective, and Verifiable (WOV) evaluation criteria, e.g.,
”design a 3-day meal-plan with no meat products”. Evaluating whether the agent’s response provides
3 days of a meal plan and does not include meat is a feasible, well-defined and objective task. This is
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in contrast to other NORA requests that correspond to a subjective evaluation criterion, e.g., ”write a
funny song about cats” (evaluation of funny is highly subjective and may depend on time, location,
and culture), or requests include fuzzy or relative evaluation criteria, e.g., ”plan a short trip to Paris
with a small budget”. It should be noted that some requests may only partially correspond to WOV
evaluation criteria, i.e., not all parts of the request can be objectively evaluated. Nonetheless, the
ability to evaluate an agent’s response with respect to only some parts of the request can be useful as
well. Moreover, such requests are diverse in the sense that they span many domains and use-cases.
Therefore, an evaluation framework for these cases can be very useful for developing AI agents.

To evaluate agent responses in the scenarios described above, we propose a constraint-satisfaction
framework/protocol. In this protocol, a set of constraints is extracted from the user request, followed
by an assessment of the constraint-satisfaction level in the agent’s response for each constraint in the
set. Thus, the evaluation criterion is the alignment between the agent’s response and the constraints
that are imposed by the user request. This is illustrated in Figure 1 where a user asks for a trip
plan with many constraints entailed in the request. The constraints are enumerated and a set of
constraints is produced. Then, the agent’s response is evaluated against each constraint iteratively and
independently. A final score can then be given. Note that the constraints are formulated in natural
language, and thus, the scope of evaluation is not limited by this protocol. In addition, such a protocol
was previously studied and was found useful for detecting factual errors in LLM’ responses using
attention patterns (Yuksekgonul et al., 2023) and for information-retrieval (Abdin et al., 2023).

Evaluating the constraint-satisfaction level in agent responses can be performed in multiple ways. One
option is to utilize human raters, but this approach is often not reproducible, and more importantly, it
is not scalable. Thus, an automatic evaluation framework is highly desired. Recently, many works
have utilized LLMs for various evaluation tasks, especially when the evaluation criterion is becoming
more complex and intricate, such as in NORA scenarios (Chang et al., 2024; Li et al., 2024; Zheng
et al., 2024; Liu et al., 2023a). For example, (Xu et al., 2023; Kasahara & Kawahara, 2023; Chan
et al., 2023; Qin et al., 2023; Wang et al., 2023) studied LLMs as side-by-side evaluators, (Fu et al.,
2023; Chen et al., 2023; Lin & Chen, 2023; Liu et al., 2023b; Zhong et al., 2022; Chiang & Lee,
2023) studied LLMs for evaluating a pre-defined set of attributes (e.g., accuracy, coherence, and
informativeness), and (Jiang et al., 2023; Min et al., 2023; Lu et al., 2023) studied more advanced
evaluation protocols based on error analysis. However, they did not explicitly study the ability of
LLMs in evaluating constraint-satisfaction in NORA scenarios. In order to enable this, a specific
benchmarking dataset is required.

There are many datasets that enable benchmarking LLMs on separate capabilities that are required
for evaluating constraint-satisfaction. For instance, (Cobbe et al., 2021; Patel et al., 2021; Roy &
Roth, 2016) test arithmetic reasoning, (Rajpurkar, 2016; Joshi et al., 2017) test question-answering,
(Hendrycks et al., 2020) tests multi-level knowledge in a diverse set of fields, and (Thakur et al.,
2021) test information-retrieval. While providing useful insights into diverse LLM capabilities, they
do not test LLMs in NORA scenarios. Thus, understanding the performance of state-of-the-art LLMs
in evaluating constraint-satisfaction is still somewhat limited.

To fill this gap, in this work we develop a dataset for benchmarking LLMs on the task of evaluating
constraint-satisfaction in NORA scenarios. The dataset is semi-structured: each datapoint comprises
a user request, a constraint, an agent response, and a binary label (annotated by human raters) for
whether the constraint is satisfied, all formulated in natural language. We chose to focus on numerical
constraints in order for the task to be well-defined, and since their evaluation require complex multi-
step reasoning over the entire agent’s response. With this configuration, the benchmark assesses
the LLM’s ability to perform multiple steps in-context to arrive at the final answer, where each step
may require a different capability: reasoning, data extraction, arithmetic calculations, and counting.
We thus name the benchmark ACS for Arithmetic Constraint-Satisfaction. We use the dataset to
benchmark both proprietary and open popular LLMs. The contributions of our work are as follows.

1. Formulation of a constraint-satisfaction framework that facilitates automatic evaluation of
agent responses to complex user-requests in NORA scenarios.

2. Development and release of the ACS dataset for benchmarking auto-scorers of constraint-
satisfaction. The dataset if available at blinded for submission.

3. Benchmarking current state-of-the-art (SOTA) LLMs on the ACS dataset, including both
proprietary models (Gemini 1.5, GPT-4o), and open models (Llama-3, Mixtral, Mistral),
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Figure 1: An illustration of a complex user request to an AI agent for planning a trip with constraints.
The agent should typically use reasoning, external tools and take multiple steps to provide an adequate
response. Then, an evaluation process should be performed to score the quality of the response. At
the bottom part, the constraint-satisfaction protocol is illustrated, where, first a set of constraints that
should be satisfied in the agent’s response is enumerated from the user request. Then, the evaluation
process assesses the constraint-satisfaction level in the response iteratively, for each constraint in the
set.

revealing weaknesses in some models’ capability to serve as auto-raters, as well as the
challenges in effectively implementing few-shot prompting.

4. Follow-up error analysis showing that reasoning is the main cause of error, and not arithmetic
calculations.

2 ARITHMETIC CONSTRAINT-SATISFACTION DATASET

This section describes the ACS benchmarking dataset, including its development, properties, scope
and limitations. The aim of the ACS dataset is to benchmark LLMs on the task of evaluating
constraint-satisfaction in NORA scenarios. More specifically, the dataset is focused on WOV
constraints that require the LLM to perform reasoning, data extraction, arithmetic calculations, and
counting. The scenarios in the dataset are taken from three domains of high interest: meal-planning,
daily-schedule-planning, and workout-planning. At a high-level, each datapoint in the dataset is
structured as follows, where each item is formulated in natural language:

• User request: a NORA request to an AI agent that contains at least one WOV constraint.

• Constraint: a single constraint that corresponds to the user request that should be verified
in the agent’s response.

• Agent response: a generated response that addresses the user request.

• Label: a human-annotated binary label for whether the constraint is satisfied or not.

Note that the constraints that should be verified in the response are given explicitly in the dataset, thus
the scoring LLM is not required to extract these from the user request. The reason for this is to provide
a common evaluation criterion to different LLMs (i.e., how well do different LLMs evaluate the
constraint-satisfaction level of a specific constraint). However, future work could study and compare
LLMs’ performance in evaluating the satisfaction of implicit constraints. In addition, note that each
datapoint corresponds to a single constraint, even though there may be multiple constraints to each
request. This structure facilitates the performance analysis of different LLMs on the constraint-level,
rather then request-level.
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2.1 DATASET GENERATION PROCESS

The dataset was generated using an interleaved process of LLM prompting for generating text (user
request, constraints, and agent responses), and manual modifications and filtering of the generated text
(performed by humans). The latter was performed to refine the LLM output and fix inconsistencies.
We used Gemini-1.0-ultra (Gemini Team Google, 2023) to generate the text in all of the stages
describes next:

1. [Manual] Crafting guidelines for how to generate user requests that entail complex arithmetic
constraints. These can be thought of as seed prompts for generating the entire dataset. We
used four sets of guidelines, one for each domain: meal-planning, and daily-schedule-
planning, and we further separated the workout-planning domain into cardio and strength,
and provided a different set of guidelines for each sub-domain. The guideline in each domain
included specific constraints that should be explicitly stated in the user request. For example,
in the meal-planning domain, the guideline included a caloric restriction value that should
be requested, with a value taken from a reasonable pre-defined appropriate range.

2. [Gemini-1.0-ultra] Generating user-requests in the three domains according to the manually
crafted guidelines in the previous step.

3. [Manual] Appending a final instruction to each user request that was generated in the
previous step. The final instruction requested to explicitly include a breakdown of relevant
numerical information, e.g., number of calories in meal-plan, working time in a daily-
schedule, and exercise duration in cardio-workout-plan. This step was taken to verify that
the generated responses to the user queries would explicitly address the constraints and
would include numerical values that could be later evaluated by an auto-scoring system.

4. [Gemini-1.0-ultra] Generating constraints for each user request that were created in step 3.
In this step, Gemini was given few-shot examples in order to generate only arithmetic and
counting related constraints and to control the format of the constraints.

5. [Manual] Correcting the format or phrasing of the generated constraints in the previous step
or adding missing constraints.

6. [Gemini-1.0-ultra] Generating ”agent responses” by querying Gemini with the user requests
that were created in step 3. While using Gemini-1.0-ultra, i.e., an LLM, rather than a more
advanced AI agent with planning capabilities may seem inappropriate at first, recall that the
aim of the ACS dataset is to benchmark LLMs on evaluating constraint-satisfaction. Thus,
the agent responses in the dataset are not required to be generated by a domain-dedicated AI
agent.

7. [Manual] Filtering and modifications to the agent responses that were generated in the
previous step, e.g., removing information from the response that may cause the constraint-
satisfaction evaluation to be ambiguous, or revising the response to control whether the
constraint is satisfied or not in order to diversify the data.

8. [Manual] Labeling each pair of constraint and agent response as either satisfied or unsatis-
fied.

With the process above, 25 unique user requests were generated for each domain: meal-planning,
daily-schedule-planning, workout-planning-cardio, and workout-planning-strength. Each request
corresponds to multiple constraints and to a single agent response. Next, we have separated the
constraints such that each datapoint in the dataset would correspond to a unique triplet of {user
request, constraint, agent response}. Following all the steps above (which included manual removal
and augmentation of the data) resulted in a dataset with 405 datapoints, and with a satisfied to
unsatisfied datapoints ratio of 241/164 (≈59% of samples are labeled as satisfied). An example for a
datapoint is presented in Figure 2.

2.2 DATASET EVALUATION SCOPE

The agent responses in the ACS dataset may include inaccuracies and inconsistencies that are not
expected to be validated by the scoring LLM, and their verification is out of scope of this work. For
instance, a meal-plan may include a food item with a corresponding caloric value, but with no exact
measurements. On the other hand, it may include exact measurements, but the given caloric value
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Figure 2: A datapoint example from the ACS dataset. The full agent response was trimmed for
brevity. In this case, the constraint is unsatisfied since Day 1 corresponds to a total protein intake that
is less then 150 grams.

may be incorrect. Another example in the workout-planning domain is a cardio routine with a given
value for estimated burned calories, which may be very inaccurate. Evaluating this level of accuracy
in the agent response is not the aim of the ACS benchmark. Rather, the numerical values that are
given in the response, which can not be further broken down into smaller components (based on the
information that is given in the response), are assumed to be correct. However, any global numerical
values, such as a response that states ”Here is a meal plan with at least 150 grams of protein each
day..” are not assumed to be automatically correct, and should be verified by the scoring LLM. Thus,
most of the datapoints in the ACS dataset can be evaluated using the following general process:

1. Extract information from the agent’s response that is relevant to the current constraint, either
numerical values (such as caloric values for each food item in a given day) or other textual
entities (such as a list of exercises that comprise a single routine).

2. Perform arithmetic operations (such as summation, multiplication, or subtraction), or count-
ing.

3. Evaluate the result with respect to the constraint.
4. Potentially repeat the steps above with a different section in the agent’s response (for

instance, evaluating the caloric intake of the next day in the meal plan).

2.3 REQUIRED NUMERICAL CAPABILITIES

The specific numerical capabilities that are required to evaluate each datapoint in the dataset are:
counting, summation, multiplication, and date-time arithmetic. The distribution of the required
capabilities in each datapoint in the ACS dataset is presented in Figure 3. Date-time arithmetic mainly
refers to the ability to understand how much time is assigned to different sections in a given schedule.
Concretely, this means calculating the duration between two specific times within a given schedule,
where the times are mostly expressed in ”HH:MM” format. In some datapoints, the total time should
be accumulated based on multiple sections in the schedule. All the datapoints that require performing
multiplication also require accumulating the results over multiple sections in the response. Thus, this
capability is explicitly stated as ”Multiplication and summation” in Figure 3.

2.4 DATASET PROPERTIES

To make this benchmark realistic and challenging, it was designed to have several key properties.
First, the relevant information that the LLM should use in its evaluation is not presented sequentially,
but is rather scattered in the context window. The maximal number of tokens from the agent response
field in the ACS dataset is 1963, when calculated with Gemini 1.5 Pro tokenizer via the Gemini API
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Figure 3: The distribution of the required numerical capabilities in each datapoint in the ACS dataset.
Datapoints that require multiplication always require summation as well, and thus ”Multiplication
and summation” is stated explicitly.

(Google, 2024). This is far smaller than the maximal context size of current state-of-the-art LLMs,
many of which support 8k to 2M input tokens (including those that will be studied in Section 3).
Another property of the benchmark is that it may contain ”distractors” for specific constraints, i.e.,
similar pieces of information that should be ignored since they are not relevant. Moreover, ”positive
distractors” may be present, i.e., keywords that represent the constraint as being satisfied (e.g.,
“Here is a 2000 calorie meal plan” when the constraint is “the meal-plan should be up to 2000
calories a day” and the label is “unsatisfied”). Another challenging property of our benchmark
is that in order to fully verify some constraints, the LLM should perform an iterative evaluation
process. This refers to performing multiple independent instances of the same evaluation process
using different pieces of information from the context. An example for this is when evaluating
the daily caloric intake of a multi-day meal plan, the calories for each day should be calculated
independently. Thus, unlike benchmarks that rely on simple keyword matching or isolated text
snippets (such as in Question-Answering, NLI, and sentiment analysis), the ACS dataset demands a
comprehensive/holistic evaluation of the agent response. Lastly, the benchmark does not require any
domain-specific or specialized knowledge. The complexity of evaluating each datapoint in the dataset
can be considered to be at an elementary-school level. This is important in order to fairly evaluate
fundamental LLM capabilities that are desirable across domains, without giving an advantage to
domain-specific LLMs. We believe that these properties make the ACS benchmark useful in assessing
the capabilities that are crucial to successfully incorporate LLMs into a wide range of applications.

3 EXPERIMENTS

The ACS dataset was used to benchmark several LLMs on the task of evaluating arithmetic constraint-
satisfaction in NORA scenarios. Recall that the ACS dataset contains a ground-truth binary label
for whether the constraint is satisfied in the agent’s response. Thus, in this study, the LLMs were
instructed to evaluate the agent’s response with respect to the constraint, and were instructed to
provide a final yes/no decision for whether the constraint is satisfied.

3.1 SETUP

The studied LLMs include Gemini 1.5 Pro (version 0514), Gemini 1.5 Flash (version 0514), Gemini
1.0 pro (stable version 002) (Gemini Team Google, 2023), GPT-4o (version 2024-05-13) (OpenAI,
2024), Llama-3-70b-chat, Llama-3-8b-chat (AI@Meta, 2024), Mixtral-8x7b-instruct-v0.1 (Jiang
et al., 2024), and Mistral-7b-instruct-v0.2 (Mistral AI, 2024). Gemini models were accessed through
the Gemini API, OpenAI’s GPT-4o was accessed through the OpenAI API, and the open models
were deployed to a Vertex AI endpoint. Default text-generation parameters were used for each
LLM. Each LLM was then used to evaluate the entire ACS dataset. The LLMs were instructed
to use a chain-of-thought (CoT) reasoning process (Wei et al., 2022) and perform any necessary
calculations explicitly, rather than relying on final values stated in the given plan. Furthermore, two
prompting configurations were studied: zero-shot and few-shot with two evaluation examples taken
from a trip-plan scenario (which is out-of-domain). The first example contains a 3-day itinerary
including prices for each element and a daily-budget constraint. The second contains a driving
plan of multiple segments with driving time and average speed for each segment and a constraint of
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maximal driving distance per segment. The evaluation process in the example shows the model how to
extract the relevant information (item prices, or driving time and average speed), perform calculations
(summation and multiplication), and compare the result against the constraint to decide whether it
is satisfied. The evaluation prompt is presented in the appendix in section A.1, and the few-shot
examples are presented in section A.2. Then, each LLM’s final decision, i.e., prediction, regarding the
constraint-satisfaction in the agent’s response was extracted from the full LLM evaluation response
using regex, and was used to analyze the performance of the LLM.

3.2 RESULTS - ACCURACY METRICS

Following the predictions that were made by each LLM, the following accuracy metrics were
calculated: overall-accuracy, which is the constraint-level prediction accuracy, and F1 score of
predicting each of the labels: “satisfied” and “unsatisfied”. By this separation, we can study whether
an LLM has a bias towards predicting one label over the other. The accuracy metrics are presented
in Table 1 for all studied LLMs. As can be seen, GPT-4o achieves the best accuracy scores in both
zero-shot and 2-shot configurations. The high accuracy score of 97.04% shows that GPT-4o can
serve as a rather reliable auto-scorer for the kind of tasks presented in the ACS benchmark. The next
best performing model is Llama-3-70b-chat at a zero-shot configuration, but it performs significantly
worse, at an accuracy rate of 90.62%. The performance of the remaining models is even worse,
indicating their lack of competence in performing as reliable auto-scorers in the constraint-satisfaction
task studied here.

Another insight derived from Table 1 is the difference in F1 scores between constraints with positive
(satisfied) and negative (unsatisfied) labels. All models but GPT-4o seem to predict positive datapoints
much more accurately than negative datapoints. This phenomenon may be attributed to the fact
that the ACS dataset contains “positive” distractors (see subsection 2.4), i.e., keywords in the agent
response that imply that the constraint is satisfied (e.g., “Here is a 2000 calorie meal plan” when the
constraint is “the meal-plan should be up to 2000 calories a day” and the label is “unsatisfied”). If
these “positive” distractors are indeed the causes for the imbalance between the labeling classes, it
may show a weak-point of the models in performing similar tasks objectively. However, this is just
a hypothesis at this stage, and further analysis is required to validate it, and is suggested for future
work.

Finally, when comparing the performance of the models in the zero-shot versus 2-shot configuration as
seen in Table 1, an interesting behavior is observed. Some models present an improved performance
with respect to the F1 score in the 2-shot configuration, such as Gemini 1.5 Flash (increase of 4.44
percentage points), Gemini 1.0 Pro (increase of 3.46 percentage points), and perhaps Gemini 1.5
Pro although the difference is not major (increase of 0.98 percentage points). This shows that these
models can benefit from few-shot prompting strategies since they can guide the models to evaluate
constraint-satisfaction more accurately. In contrast, the accuracy of the open models decrease in the
2-shot configuration, compared to zero-shot. This is most noticeable in Mixtral-8x7b-instruct-v0.1
(decrease of 7.16 percentage points) and Llama-3-8b-chat (decrease of 4.44 percentage points), while
the remaining models correspond to a decrease of less than 2 percentage points. The cause for
this decrease in performance is not clear from this analysis alone, but a potential cause may be the
out-of-domain examples. Lastly, GPT-4o achieves a high level of accuracy in both zero-shot and
2-shot configurations, which is a desirable behavior that suggests increased generalization capabilities,
compared to the remaining models.

3.3 RESULTS - ERROR ANALYSIS

To further analyze some of the LLMs’ performance and gain insights into their capabilities, an error
analysis of selected models was performed in the 2-shot configuration. The inspected models are
Gemini 1.5 pro, Gemini 1.5 flash, GPT-4o, and Llama-3-70b-chat. Since the evaluation prompt
template invokes CoT reasoning (see Appendix A.1), it enables examining the full evaluation process
of each LLM and identifying the cause of error in cases of incorrect final prediction. The errors were
manually analyzed and categorized into the following buckets:

1. Reasoning: which was further divided into these subcategories

(a) Extraction: failing to extract all relevant items, or extracting additional irrelevant items
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Table 1: Overall-accuracy, satisfied F1, and unsatisfied F1 scores achieved by each LLM in evaluating
the constraint-satisfaction level of the ACS dataset in zero-shot and 2-shot configurations. The
best-performing results are highlighted in bold.

Model zero-shot 2-shot

Accuracy Satisfied
F1

Unsatisfied
F1

Accuracy Satisfied
F1

Unsatisfied
F1

Gemini 1.5 Pro 88.40% 90.43% 85.27% 89.38% 91.35% 86.26%
Gemini 1.5 Flash 84.20% 86.44% 81.07% 88.64% 90.53% 85.8%
Gemini 1.0 Pro 75.80% 79.58% 70.3% 79.26% 82.5% 74.55%
GPT-4o 97.04% 97.54% 96.27% 97.04% 97.55% 96.25%
Llama-3-70b-chat 90.62% 91.95% 88.76% 88.64% 90.61% 85.62%
Llama-3-8b-chat 80.49% 82.41% 78.12% 76.05% 80.00% 70.15%
Mixtral-8x7b-instruct-v0.1 72.84% 77.18% 66.46% 65.68% 71.22% 57.49%
Mistral-7b-instruct-v0.2 68.15% 71.14% 64.46% 67.90% 73.68% 58.86%

(b) Counting: extracting a correct list of items to count but the final value is wrong
(c) Schedule understanding: incorrect deductions from a typical schedule structure
(d) Other: intermediate or final reasoning steps with logical errors

2. Calculation: errors in summation, multiplication, or date-time related errors (mainly time
calculation “subtraction” errors)

Table 2 shows the number of times each error category occurred for incorrectly predicted data points.
The percentage of each error category relative to the total number of errors is shown in brackets.
Note that for all LLMs, most errors are caused by erroneous reasoning steps. This highlights the fact
that incorporating tool-use for arithmetic calculations is not expected to be the most important step
for improving the performance of these models in similar tasks. In addition, GPT-4o did not make
calculation errors, but both Gemini models and Llama-3-70b-chat made such errors with relatively
similar proportions. Moreover, it seems that correctly extracting in-context relevant information is
more challenging for Gemini 1.5 flash, compared to the other LLMs. For Llama-3-70b-chat, counting
seems to be more challenging compared to the other models. Finally, recall that a model might make
any error and still predict the final label correctly. Thus, this analysis has limitations and should not
be interpreted as showing that any LLM was immune to making specific errors.

Table 2: Error analysis counts of some of the studied LLMs. Absolute counts are shown and their
portion from the total number of errors is in brackets. Most errors are caused by incorrect reasoning
steps.

Model Total
errors

Reasoning Calculation
Extraction Counting Schedule

understanding Other

Gemini 1.5 Pro 40 7 (17.5%) 1 (2.5%) 2 (5.0%) 20 (50.0%) 10 (25%)
Gemini 1.5 Flash 48 16 (33.3%) 0 3 (6.3%) 18 (37.5%) 11 (22.9%)
GPT-4o 14 5 (35.7%) 1 (7.1%) 1 (7.1%) 7 (50.0%) 0
Llama-3-70b-chat 45 8 (17.8%) 7 (15.6%) 0 19 (42.2%) 11 (24.5%)

4 LIMITATIONS

The work presented here offers useful insights in to the ability of LLM to serve as auto-scorers
for the task of constraint-satisfaction in NORA scenarios, but it has some limitations. First, the
ACS dataset has a limited scope and size. It spans three main planning domains, which are useful,
but represent only a small fraction of real-life use-cases. The set of capabilities that is required to
correctly evaluate the dataset is also limited, as described in section 2, and thus it does not reflect
the full set of capabilities that are required from auto-scorers to evaluate constraint-satisfaction. In
addition, the size of the data is limited to 405 datapoints, where each corresponds to less than 2000
tokens. With the increased interest in very large context sizes (Lin et al., 2024; Song et al., 2024;
Ding et al., 2024; Gemini Team Google, 2023), it may be very useful to study the ability of LLMs
to evaluate constraint-satisfaction with very large context sizes. Currently, the ACS dataset does
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not include datapoints that are composed of very large tokens (> 10k), but this is suggested for
future work. Finally, while GPT-4o achieves very high accuracy scores when benchmarked against
the ACS dataset, the remaining LLMs, especially the open models, have a significant headroom for
improvement. Thus, the ACS dataset can be useful for the development of more advanced LLM-based
auto-scorers.

Next, the experimental study in section 3 also has some limitations. Recall that the study in section 3.2
measures the accuracy of the LLMs in predicting the correct constraint-satisfaction label - either
satisfied or unsatisfied. With the reduction of the evaluation task to binary prediction, it is possible
for the LLM to make some errors, whether in the data-extraction, reasoning, calculation, or counting
step, but nonetheless predict the correct class, assuming such potential errors are insignificant. As an
example, consider the constraint: “the meal-plan should be at least 1700 calories” that corresponds to
a meal-plan with 1800 calories. An LLM that during the evaluation calculates either 1800 (correct)
or 2000 (incorrect) calories, could predict the same correct label: satisfied. This paradigm facilitates
the analysis of the LLM accuracy (no additional steps are required to extract intermediate numerical
values that the LLM is expected to produce) but it may obscure the LLM actual performance to some
extent. For future work, additional experiments could be performed that test the LLMs accuracy
in more detail, for instance, by examining the accuracy of the numerical values that the LLMs
produce during their evaluation. In the example above, an additional step that extracts the meal-plan
calories that were explicitly calculated by the LLM and verifies this value against 1800 could be very
insightful.

Finally, the study in section 3.3 presents an error analysis with specific error categories, which are just
a single way to cluster the error “buckets”. Furthermore, the LLM could potentially make multiple
errors corresponding to multiple categories, but we chose a single category that best describes the
most significant error in the LLM output. Thus, this is a subjective and not an exhaustive analysis.
We leave a more detailed analysis for future work.

5 CONCLUSIONS

This work presented a novel dataset for benchmarking auto-scorers using a constraint-satisfaction
framework. The experiment results showed that the task of evaluating agent responses with respect to
constraints that require performing in-context data extraction, reasoning, and elementary-school level
arithmetic calculations and counting is still challenging for many state-of-the-art LLMs. GPT-4o was
the only model that achieved satisfactory accuracy scores, among all the tested models. In addition,
”positive distractors” in the agent’s response, i.e., keywords that represent the constraint as being
satisfied even though this may not be the case, may pose a challenge to LLMs that aim to score the
response. Regarding the prompting strategy, not all models may benefit from few-shot prompting
for the task studied by the ACS dataset. Moreover, it may be detrimental to their performance,
and thus, this prompting technique should be handled with care when designing an LLM-based
auto-scorer. Finally, the primary source of errors is identified to be due to reasoning rather than
arithmetic calculation issues, suggesting that incorporating external tools for calculation purposes
may not lead to significant performance improvements.
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Nandan Thakur, Nils Reimers, Andreas Rücklé, Abhishek Srivastava, and Iryna Gurevych. BEIR: A
heterogenous benchmark for zero-shot evaluation of information retrieval models. arXiv preprint
arXiv:2104.08663, 2021.

Lei Wang, Chen Ma, Xueyang Feng, Zeyu Zhang, Hao Yang, Jingsen Zhang, Zhiyuan Chen, Jiakai
Tang, Xu Chen, Yankai Lin, et al. A survey on large language model based autonomous agents.
Frontiers of Computer Science, 18(6):186345, 2024.

Peiyi Wang, Lei Li, Liang Chen, Zefan Cai, Dawei Zhu, Binghuai Lin, Yunbo Cao, Qi Liu, Tianyu Liu,
and Zhifang Sui. Large language models are not fair evaluators. arXiv preprint arXiv:2305.17926,
2023.

Jason Wei, Xuezhi Wang, Dale Schuurmans, Maarten Bosma, Fei Xia, Ed Chi, Quoc V Le, Denny
Zhou, et al. Chain-of-thought prompting elicits reasoning in large language models. Advances in
neural information processing systems, 35:24824–24837, 2022.

Wenda Xu, Danqing Wang, Liangming Pan, Zhenqiao Song, Markus Freitag, William Wang, and
Lei Li. Instructscore: Towards explainable text generation evaluation with automatic feedback. In
Proceedings of the 2023 Conference on Empirical Methods in Natural Language Processing, pp.
5967–5994, 2023.

Mert Yuksekgonul, Varun Chandrasekaran, Erik Jones, Suriya Gunasekar, Ranjita Naik, Hamid
Palangi, Ece Kamar, and Besmira Nushi. Attention satisfies: A constraint-satisfaction lens on
factual errors of language models. arXiv preprint arXiv:2309.15098, 2023.

Lianmin Zheng, Wei-Lin Chiang, Ying Sheng, Siyuan Zhuang, Zhanghao Wu, Yonghao Zhuang,
Zi Lin, Zhuohan Li, Dacheng Li, Eric Xing, et al. Judging llm-as-a-judge with mt-bench and
chatbot arena. Advances in Neural Information Processing Systems, 36, 2024.

Ming Zhong, Yang Liu, Da Yin, Yuning Mao, Yizhu Jiao, Pengfei Liu, Chenguang Zhu, Heng Ji,
and Jiawei Han. Towards a unified multi-dimensional evaluator for text generation. arXiv preprint
arXiv:2210.07197, 2022.

11

https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
https://www.openai.com/
https://jinja.palletsprojects.com/en/3.1.x/
https://jinja.palletsprojects.com/en/3.1.x/


594
595
596
597
598
599
600
601
602
603
604
605
606
607
608
609
610
611
612
613
614
615
616
617
618
619
620
621
622
623
624
625
626
627
628
629
630
631
632
633
634
635
636
637
638
639
640
641
642
643
644
645
646
647

Under review as a conference paper at ICLR 2025

A APPENDIX

A.1 EVALUATION PROMPTS

The evaluation prompt that was used for all the LLMs in the experiments is shown below in Jinja
syntax Pallets (2024):

You a r e r e q u i r e d t o e v a l u a t e whe the r an agen t ’ s r e s p o n s e s a t i s f i e s
a g i v e n c o n s t r a i n t .

Make s u r e t o f o l l o w t h e s e g u i d e l i n e s :
1 . You s h o u l d be s k e p t i c a l o f t h e agen t ’ s r e s p o n s e . P r e f e r t o do

your own c a l c u l a t i o n s r a t h e r t h a n r e l y i n g on t h e v a l u e s g i v e n
i n t h e r e s p o n s e .

2 . Your f i n a l d e c i s i o n s h o u l d be ” yes ” o r ” no ” .
3 . P r o v i d e t h e f o l l o w i n g i n your r e s p o n s e :
RATIONALE : E x p l a i n why you d e c i d e d whe the r o r n o t t h e agen t ’ s

r e s p o n s e s a t i s f i e s t h e c o n s t r a i n t . I n c l u d e h e r e any
c a l c u l a t i o n s t h a t a r e r e q u i r e d t o pe r fo rm t h e e v a l u a t i o n . End
t h i s w i th ”# [END RATIONALE ] ” .

FINAL ANSWER : Your f i n a l answer whe the r t h e c o n s t r a i n t i s f u l l y
s a t i s f i e d i n t h e agen t ’ s r e s p o n s e − ” yes ” o r ” no ” .

{% i f examples %}
Here a r e examples t h a t can h e l p you t o u n d e r s t a n d how t o e v a l u a t e

d i f f e r e n t a g e n t r e s p o n s e s wi th c o r r e s p o n d i n g c o n s t r a i n t s :
{% f o r ex i n examples %}
The agen t ’ s r e s p o n s e i s :
[BEGIN AGENT RESPONSE]
{{ ex . a g e n t r e s p o n s e }}
[END AGENT RESPONSE]

The c o n s t r a i n t i s : {{ ex . c o n s t r a i n t v a l u e }}

[BEGIN EVALUATION PROCESS]
RATIONALE : {{ ex . r a t i o n a l e }} # [END RATIONALE]
FINAL ANSWER : {{ ex . f i n a l a n s w e r }}
[END EVALUATION PROCESS]

{% e n d f o r %}
[END EXAMPLES]
{%e n d i f%}

Begin ! Think s t e p−by−s t e p b e f o r e p r o v i d i n g your r e s p o n s e !
The agen t ’ s r e s p o n s e i s :
[BEGIN AGENT RESPONSE]
{{ a g e n t r e s p o n s e }}
[END AGENT RESPONSE]

The c o n s t r a i n t i s : {{ c o n s t r a i n t v a l u e }}

[BEGIN EVALUATION PROCESS]

A.2 EXAMPLE GIVEN TO THE LLMS FOR HOW TO EVALUATE AN AGENT’S RESPONSE

The trip-planning examples that were given to the LLMs in the 2-shot prompting configuration for
how to evaluate an agent’s response are shown below:

Here a r e examples t h a t can h e l p you t o u n d e r s t a n d how t o e v a l u a t e
d i f f e r e n t a g e n t r e s p o n s e s wi th c o r r e s p o n d i n g c o n s t r a i n t s :
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The agen t ’ s r e s p o n s e i s :
[BEGIN AGENT RESPONSE]
∗∗Day 1∗∗

∗ ∗∗ B r e a k f a s t :∗∗ P o r t a g e Bay Cafe ( $20 )
∗ ∗∗ A t t r a c t i o n 1 :∗∗ Space Needle ( $35 )
∗ ∗∗ A t t r a c t i o n 2 :∗∗ Museum of Pop C u l t u r e (MoPOP) ( $30 )
∗ ∗∗Lunch :∗∗ Pike P l a c e Chowder ( $20 )
∗ ∗∗ A t t r a c t i o n 3 :∗∗ Pike P l a c e Market ( $0 )
∗ ∗∗ A t t r a c t i o n 4 :∗∗ S e a t t l e W a t e r f r o n t ( $0 )
∗ ∗∗Dinner :∗∗ The Pink Door ( $45 )

∗∗Day 2∗∗

∗ ∗∗ B r e a k f a s t :∗∗ B i s c u i t B i t c h ( $20 )
∗ ∗∗ A t t r a c t i o n 1 :∗∗ F e r r y t o B a i n b r i d g e I s l a n d ( $15 )
∗ ∗∗ A t t r a c t i o n 2 :∗∗ B l o e d e l Rese rve ( $20 )
∗ ∗∗Lunch :∗∗ Doc ’ s Marina G r i l l ( $30 )
∗ ∗∗ A t t r a c t i o n 3 :∗∗ S e a t t l e Ar t Museum ( $30 )
∗ ∗∗ A t t r a c t i o n 4 :∗∗ Olympic S c u l p t u r e Park ( $0 )
∗ ∗∗Dinner :∗∗ Lola ( $45 )

∗∗Day 3∗∗

∗ ∗∗ B r e a k f a s t :∗∗ Vancouver B r e a k f a s t Co . ( $25 )
∗ ∗∗ A t t r a c t i o n 1 :∗∗ C a p i l a n o S u s p e n s i o n B r i dg e ( $55 )
∗ ∗∗ A t t r a c t i o n 2 :∗∗ S t a n l e y Park ( $0 )
∗ ∗∗Lunch :∗∗ Japadog ( $20 )
∗ ∗∗ A t t r a c t i o n 3 :∗∗ Vancouver Aquarium ( $40 )
∗ ∗∗ A t t r a c t i o n 4 :∗∗ Gastown ( $0 )
∗ ∗∗Dinner :∗∗ L ’ A b a t t o i r ( $50 )

[END AGENT RESPONSE]

The c o n s t r a i n t i s : Each day i n t h e i t i n e r a r y must c o r r e s p o n d t o a
bu dg e t o f 150$ .

[BEGIN EVALUATION PROCESS]
RATIONALE : We need t o c a l c u l a t e t h e t o t a l c o s t f o r each day i n t h e

i t i n e r a r y , which has 3 days . For day 1 , t h e r e l e v a n t i t e m s
t h a t we need t o sum a r e : [ 2 0 , 35 , 30 , 20 , 0 , 0 , 4 5 ] . Next , we
w i l l c a l c u l a t e t h e i r sum : 20 + 35 + 30 + 20 + 0 + 0 + 45 =
1 5 0 . Thus , day 1 c o r r e s p o n d s t o a 150$ bu dg e t and we can
c o n t i n u e and check t h e n e x t day . For day 2 , t h e r e l e v a n t i t e m s

t h a t we need t o sum a r e : [ 2 0 , 15 , 20 , 30 , 30 , 0 , 4 5 ] . Next ,
we w i l l c a l c u l a t e t h e i r sum : 20 + 15 + 20 + 30 + 30 + 0 + 45 =

1 6 0 . Thus , day 2 does n o t c o r r e s p o n d t o a 150$ budget , so we
do n o t need t o check t h e n e x t day . We can c o n c l u d e t h a t t h e
agen t ’ s r e s p o n s e does n o t s a t i s f y t h e c o n s t r a i n t . # [
END RATIONALE]

FINAL ANSWER : no
[END EVALUATION PROCESS]

The agen t ’ s r e s p o n s e i s :
[BEGIN AGENT RESPONSE]
∗∗D r i v i n g P lan from San F r a n c i s c o t o Las Vegas∗∗

13



702
703
704
705
706
707
708
709
710
711
712
713
714
715
716
717
718
719
720
721
722
723
724
725
726
727
728
729
730
731
732
733
734
735
736
737
738
739
740
741
742
743
744
745
746
747
748
749
750
751
752
753
754
755

Under review as a conference paper at ICLR 2025

∗∗Segment 1 : San F r a n c i s c o t o F re s no ∗∗

∗ Take I−5 S
∗ D r i v i n g t ime : 3 h o u r s
∗ Average speed : 62 mph

∗∗ Stop 1 : H a r r i s Ranch∗∗

∗ Known f o r i t s r e s t a u r a n t and h o t e l
∗ Break f o r l u n c h or an o v e r n i g h t s t a y

∗∗Segment 2 : F r e s no t o Bars tow ∗∗

∗ C o n t in u e on I−5 S t o CA−99 S
∗ Then t a k e CA−58 E
∗ D r i v i n g t ime : 3 h o u r s 15 m i n u t e s
∗ Average speed : 60 mph

∗∗ Stop 2 : Mojave N a t i o n a l P r e s e r v e ∗∗

∗ E x p l o r e t h e s c e n i c d e s e r t l a n d s c a p e
∗ C o n s i d e r a s h o r t h i k e o r s c e n i c d r i v e

∗∗Segment 3 : Bars tow t o Las Vegas ∗∗

∗ Take I−15 N
∗ D r i v i n g t ime : 2 h o u r s 30 m i n u t e s
∗ Average speed : 60 mph

∗∗ Stop 3 : Primm V a l l e y R e s o r t s ∗∗

∗ Loca t ed a t t h e C a l i f o r n i a −Nevada b o r d e r
∗ O p p o r t u n i t y f o r a b r e a k or t o e n j o y e n t e r t a i n m e n t o p t i o n s

∗∗ A r r i v a l i n Las Vegas∗∗

[END AGENT RESPONSE]

The c o n s t r a i n t i s : The d r i v i n g d i s t a n c e i n each d r i v i n g segment
must be no more t h a n 200 m i l e s .

[BEGIN EVALUATION PROCESS]
RATIONALE : We need t o c a l c u l a t e t h e d r i v i n g d i s t a n c e f o r each

segment , and t h e r e a r e 3 segment s . For segment 1 , t h e d r i v i n g
t ime i s 3 hours , and a v e r a g e d r i v i n g speed i s 62 mph . Thus ,
t h e d r i v i n g d i s t a n c e i s 3 ∗ 62 = 186 mi les , which i s l e s s t h a n

200 m i l e s . Thus , we can c o n t i n u e c h e c k i n g t h e n e x t segment .
For segment 2 , t h e d r i v i n g t ime i s 3 h o u r s and 15 m i n u t e s
( 3 . 2 5 i n d e c i m a l r e p r e s e n t a t i o n ) , and a v e r a g e d r i v i n g speed i s

60 mph . Thus , t h e d r i v i n g d i s t a n c e i s 3 . 2 5 ∗ 60 = 195 mi les ,
which i s l e s s t h a n 200 m i l e s . Thus , we can c o n t i n u e c h e c k i n g
t h e n e x t segment . For segment 3 , t h e d r i v i n g t ime i s 2 h o u r s
and 30 m i n u t e s ( 2 . 5 i n d e c i m a l r e p r e s e n t a t i o n ) , and a v e r a g e
d r i v i n g speed i s 60 mph . Thus , t h e d r i v i n g d i s t a n c e i s 2 . 5 ∗
60 = 150 mi les , which i s l e s s t h a n 200 m i l e s . Thus , t h e agen t ’
s r e s p o n s e does s a t i s f y t h e c o n s t r a i n t . # [END RATIONALE]

FINAL ANSWER : yes
[END EVALUATION PROCESS]
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Under review as a conference paper at ICLR 2025

[END EXAMPLES]
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