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Abstract

Large Language Models (LLMs) have been ap-001
plied to many research problems across vari-002
ous domains. One of the applications of LLMs003
is providing question-answering systems that004
cater to users from different fields. The ef-005
fectiveness of LLM-based question-answering006
systems has already been established at an ac-007
ceptable level for users posing questions in008
popular and public domains such as trivia and009
literature. However, it has not often been es-010
tablished in niche domains that traditionally011
require specialized expertise. To this end,012
we construct the NEPAQuAD1.0 benchmark013
to evaluate the performance of three frontier014
LLMs – Claude Sonnet, Gemini, and GPT-4015
– when answering questions originating from016
Environmental Impact Statements prepared by017
U.S. federal government agencies in accor-018
dance with the National Environmental Envi-019
ronmental Act (NEPA). We specifically mea-020
sure the ability of LLMs to understand the021
nuances of legal, technical, and compliance-022
related information present in NEPA docu-023
ments in different contextual scenarios. For ex-024
ample, we test the LLMs’ internal prior NEPA025
knowledge by providing questions without any026
context, as well as assess how LLMs synthe-027
size the contextual information present in long028
NEPA documents to facilitate the question/an-029
swering task. We compare the performance030
of the long context LLMs and RAG powered031
models in handling different types of ques-032
tions (e.g., problem-solving, divergent). Our033
results suggest that RAG powered models sig-034
nificantly outperform the long context mod-035
els in the answer accuracy regardless of the036
choice of the frontier LLM. Our further anal-037
ysis reveals that many models perform better038
answering closed questions than divergent and039
problem-solving questions.040

1 Introduction041

As Large Language Models (LLMs) become in-042

creasingly commonplace, researchers have dis-043

covered that these models are useful for many 044

tasks beyond text generation. Specifically, LLMs 045

have shown potential utility in niche domains (like 046

science) that would traditionally require special- 047

ized expertise, both in a pure text setting (Ho- 048

rawalavithana et al., 2022; Munikoti et al., 2024) 049

and by incorporating data of various modalities 050

(Dollar et al., 2022; Horawalavithana et al., 2023). 051

Recent work has been done to evaluate these mod- 052

els (Acharya et al., 2023; Munikoti et al., 2023; Cai 053

et al., 2024) and to assess their uncertainty (Wagle 054

et al., 2024). Despite extensive research, construct- 055

ing LLMs for answering domain-specific questions 056

has proven challenging (Kasneci et al., 2023). 057

One such challenge for LLM-based question- 058

answering systems occurs when systems are tasked 059

with surfacing answers to questions from the con- 060

tent of long documents in specialized domains. Ex- 061

isting LLMs allow users to include a paragraph 062

as context along with the content of the question; 063

however, LLMs generally limit the size of that para- 064

graph to a specific number of tokens. This restric- 065

tion forces users to truncate or manually summarize 066

the content of lengthy documents into short pas- 067

sages. Another approach users can take includes 068

submitting only the question and relying on the 069

models to find the correct document from a corpus 070

and relevant content needed to answer the ques- 071

tion. This strategy often works well for answering 072

questions from well-known domains (e.g., sports or 073

education); however, it is not as successful for less 074

pervasive topics (Munikoti et al., 2023). Because 075

LLMs are data-driven, they are not as apt to provide 076

accurate answers for questions about less popular, 077

more specialized domains such as Law (Kapoor 078

et al., 2024)) and Energy (Buster et al., 2024). 079

In this work, we focus on assessing the long- 080

context LLMs in the environmental reviews con- 081

ducted under the National Environmental Policy 082

Act (NEPA)1. NEPA is a U.S. environmental law 083

1https://www.epa.gov/nepa
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designed to protect the environment. An environ-084

mental impact statement (EIS) is required by Sec-085

tion 102(2)(C) of NEPA for any proposed major086

federal action significantly affecting the quality of087

the environment. An EIS is a detailed document088

that describes a proposed action, alternatives to the089

proposed action, and potential effects of the pro-090

posed action and alternatives on the environment.091

An EIS contains information about environmental092

permitting and policy decisions and considers a093

range of reasonable alternatives, analyzes the po-094

tential impacts resulting from the proposed action095

and alternatives, and demonstrates compliance with096

other applicable environmental laws and executive097

orders.098

Along with the fact that EIS documents are usu-099

ally lengthy (often several hundred pages) and are100

created by NEPA experts, another factor that can101

hinder the application of LLMs in this domain is102

that the development of an EIS document requires103

NEPA experts with various subject matter exper-104

tise to engage in preparation over multiple years,105

often citing older articles from as far back as the106

1990s. For example, the Executive Order (EO)107

12898, issued in 1994, is cited on page 60 of the108

EIS documents prepared for the First Responder109

Network Authority project2. This could present110

significant challenges for current LLMs in helping111

NEPA users automatically retrieve answers from112

LLM-based question-answering systems. To our113

knowledge, there is no ground-truth benchmark114

built specifically for this domain to evaluate the115

quality of LLMs’ output for QA task when the116

questions pertain to EIS documents.117

In this work, we leverage both long context and118

Retrieval-Augmented Generation (RAG) (Lewis119

et al., 2021) to develop LLM capability for120

question-answering over EIS documents (Figure 1).121

We select frontier LLMs for our experiments:122

Claude Sonnet (Team and Collaborators), Gem-123

ini (Team and Collaborators, 2024), and GPT-4124

(OpenAI, 2024). To assess the efficacy of our125

proposed RAG model compared to other context-126

augmentation strategies, we also conduct rigorous127

experiments evaluating LLMs with various types128

of contexts for NEPA documents. To evaluate our129

approach, we establish a benchmark using ground130

truth triples of questions, answers, and correspond-131

ing contexts, generated through a semi-supervised132

2https://www.energy.gov/nepa/eis-0530-nationwide-
public-safety-broadband-network-programmatic-
environmental-impact

Figure 1: Illustration of varied EIS contexts used in the
comparison.

method employing GPT-4. Overall, we make the 133

following contributions: 134

1. Created the first-ever preliminary benchmark 135

(NEPAQuAD1.0) to automatically evaluate 136

the performance of LLMs in a question- 137

answering task for EIS documents 138

2. Evaluated the capability of LLMs in question- 139

answering tasks over long documents 140

3. Conducted rigorous comparisons of LLMs us- 141

ing zero-shot prompting versus context-driven 142

prompting (i.e., passage, PDF, and RAG) to 143

assess model performance. 144

The structure of this paper is outlined as follows: 145

In Section 2, we describe the benchmark creation 146

to assess the quality of our model in comparison to 147

models derived from different contexts. The Sec- 148

tion 3 section lays out our approach and the various 149

contexts used for evaluation implementation, fol- 150

lowed by a detailed analysis of our performance in 151

Sections 4. Section 5 then discusses other works 152

in literature that deal with long context and RAG 153

for long documents. We finish with the conclusion 154

and limitations of our work in Sections 6 and 7. 155

2 NEPAQuAD Benchmark 156

In this section, we describe the construction of 157

a ground-truth benchmark to evaluate the qual- 158

ity of automated responses generated from LLMs. 159

Due to the high costs associated with manu- 160

ally creating human-written questions and an- 161

swers, and the inability to use ground-truth bench- 162

marks from other domains, we adopt a semi- 163

automatic approach to generate the NEPAQuAD1.0 164

(National Environmental Policy Act Question and 165

Answering Dataset) benchmark. The general idea 166

of our evaluation benchmark generation process is 167

to extract meaningful passages from a set of EIS 168

documents, then use GPT-4 to generate questions 169

based on these passages. To ensure the quality of 170
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the generated benchmark, two authors of this study,171

who are subject matter experts in NEPA, measure172

the quality of the ground-truth answers by compar-173

ing the provided proofs against the original context174

from which the questions were derived. Our gen-175

erated ground-truth benchmark is a set of triples176

containing a question, an answer, and the proof177

(i.e., the text directly related to the answer, derived178

from the context from which the question origi-179

nated). The process of benchmark generation is180

illustrated in Figure 2.181

To evaluate performance of LLMs for the EIS182

question-answering task, we first select high-183

quality documents from the EIS document database184

and extract paragraphs as context to be used in the185

evaluation. Then, we identify the types of ques-186

tions that we want to use to evaluate the models.187

Next, we use GPT-4 (OpenAI, 2024) to generate188

question-answer pairs based on the selected con-189

texts by using carefully designed prompts. Finally,190

we use these generated questions to evaluate differ-191

ent LLMs with various contexts, with the generated192

answers acting as the ground-truth. We describe193

the process in detail below.194

2.1 Gold Passage Selection195

Document Selection NEPA experts select nine196

EIS documents from different government agen-197

cies that were most representative of various NEPA198

actions. These document exhibit great variations in199

content and focus depending on the authoring gov-200

ernment agency, as each agency may interpret and201

implement the NEPA guidelines distinctively. For202

instance, the U.S. Forest Service might emphasize203

forest management and wildfire mitigation, while204

the Army Corps of Engineers could prioritize water205

resource development and infrastructure impacts.206

Table 3 shows the statistics about the selected docu-207

ments (see Appendix). Each document has around208

400 pages on average while the longest document209

contain more than 600K tokens.210

Excerpt Selection For each of nine selected doc-211

uments, we attempt to select excerpts that have212

important content of each document. Again, the213

default approach of randomly extracting excerpts214

poses the risk of resulting in low-quality excerpts,215

such as parts of appendix or images’ captions. To216

avoid this risk, NEPA experts manually select ex-217

cerpts from the documents. They divided each218

document into three sections: beginning, middle,219

and end, and then selected two, six, and six ex-220

cerpts from each of these sections respectively, for 221

a total of 10 excerpts from each document. We use 222

these excerpts as the ground-truth context, called 223

gold passages, for question benchmark generation. 224

2.2 Question Type Selection 225

Once we identified the gold passages, NEPA ex- 226

perts select the type of questions to include in the 227

benchmark. We started with a list of 15 types of 228

questions3, and eventually narrowed it down to 229

10 types of questions after extensive discussions. 230

These types are shown in Table 1. In addition to 231

selecting the question types, the NEPA experts also 232

created sample questions for each category for the 233

EIS document domain. For a more detailed de- 234

scription of the question types, as well as example 235

questions, please see Appendices A and B. 236

Question Type #Questions
Closed 789 49%
Comparison 64 4%
Convergent 109 7%
Divergent 121 8%
Evaluation 64 4%
Funnel 127 8%
Inference 101 6%
Problem-solving 11 1%
Process 108 7%
Recall 105 7%
Total 1599 100%

Table 1: Statistics on question types used in the
NEPAQuAD1.0 benchmark

2.3 Prompt Design 237

The next step is to design a prompt that can in- 238

struct the question generation model to create high 239

quality questions and answers. To ensure that the 240

prompt can instruct generative model efficiently, 241

we took advice from the NEPA experts to create 242

the prompts. We also use the sample questions cre- 243

ated by the NEPA experts to augment the original 244

prompts and create an “enhanced" prompt. The 245

template for the prompt and benchmark creation 246

process is displayed in Figure 2. We restricted the 247

output for each prompt in a CSV format with three 248

fields: question, answer, and proof. The "proof" 249

column stored the part of the gold passage that the 250

model picked as evidence for the provided answer 251

to the question. 252

3https://tinyurl.com/3akej8ct
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Figure 2: Steps of Ground-truth benchmark generation for evaluating LLMs over varied contexts for question-
answering over EIS documents

2.4 Ground-truth Benchmark Generation253

Automated Generation We selected GPT-4 as the254

generative model for this task, as GPT-4 has been255

used for generating questions and answers for doc-256

uments in other domains such as agriculture (Bal-257

aguer et al., 2024). Specifically, we use GPT-4258

Azure OpenAI service with default setting to ex-259

ecute the question generation prompts. For each260

document in our nine selected documents, we have261

10 gold passages, results in 90 gold passages in262

total. For each gold passage, we generated 10 sets263

of questions for each of the 10 question types. We264

then filtered the generations for incorrect formats.265

Overall, we generated a benchmark of 1599 ground-266

truth triples of question-answer-proof over the nine267

selected EIS documents.268

Quality Check In order to judge the generated269

benchmark’s correctness, we randomly select 100270

sample questions for validation. The validation was271

done by the NEPA experts (two co-authors). Each272

of them independently went through the sample273

questions, checking both the correctness of ques-274

tion type (i.e. whether the generated question was275

the same type of question as requested) and the cor-276

rectness of the answer. For each question, if either277

of the evaluators marked the question or answer278

as correct, we labelled them as correct. Overall,279

our generated benchmark achieved 77% of answer280

correctness and 82% of question type correctness.281

3 Experimental Setup 282

In this work, we experimented with three frontier 283

LLMs: Claude-3 Sonnet, Gemini, and GPT-4. For 284

the context provided to the model, we had four 285

possible variations: no context, PDF documents, 286

silver passages (RAG setup), or gold passages. The 287

combination of the models and context settings 288

resulted in a total of 12 unique configurations (Fig- 289

ure 1). We explain these configurations in details 290

in Section 3.1 and report the evaluation metrics in 291

Section 3.2. 292

3.1 Context Variation 293

No Context: In this setting, we simply query the 294

models with the questions with no context pro- 295

vided, the same as in other general domains. We do 296

not provide any additional context about the origin 297

of the questions, so the models were expected to 298

answer questions from their existing knowledge. 299

While this strategy can work well with popular do- 300

mains such as sport or literature, we assume that 301

NEPA domain may be challenging for the LLM 302

models to get the accurate answer. In the other 303

word, this setting can be said to be a test of the 304

LLMs to answer out-of-general-domain questions. 305

As such, this setting is usually expected to return 306

low performance. 307

Full PDF as Context: In this scenario, in addi- 308

tion to the question, we also provide the model the 309
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PDF (text) document from which the context to the310

question was extracted. Since we do not inform the311

model which part of the document to look at, the312

generated responses’ accuracy will heavily depend313

on the models’ ability to pick the correct context314

from the very large scale textual information pro-315

vided. We expect this setting to yield performance316

better than no context.317

RAG Context (Silver Passages): In RAG mod-318

els, when a question is inputted for LLM gener-319

ation, the corresponding context is extracted as a320

relevant passage from a given EIS document. We321

use the standard RAG setup where we encode both322

question and retrieved passages with BGE embed-323

ding model (Xiao et al., 2023). We use the cosine324

similarity score to assess the similarity between325

the question and the contexts. The number of top-326

ranked relevant passages extracted, referred to as327

top-K silver passages, is set at k = 3.328

Gold Passage as Context: In this configuration,329

we include the actual context from which the ques-330

tion was generated in the prompt, alongside the331

question content. While the scenario where users332

manually identify the correct passage is rare in prac-333

tice, we simulate this scenario to measure how well334

LLMs can perform if we were able to extract rele-335

vant passages with very high accuracy. We expect336

this setting to perform the best.337

3.2 Evaluation Metrics338

In order to evaluate the performance of the models339

in different configurations, We compare the an-340

swers from the generated responses of the model341

across these various configurations. Overlap based342

metrics such as BLEU score (Papineni et al., 2002),343

while used by many prior works, simply measure344

the syntactic similarity, and as such is not suitable345

to perform evaluations where semantics is more im-346

portant. As such, for our work, we use the RAGAs347

score proposed by Es et al. (2023): the Answer348

Correctness (called Correctness in this paper).349

The Answer Correctness score combined two350

aspects of factual correctness and semantic correct-351

ness for its calculation. While factual correctness352

captured the correctness at phrase/clause level of in-353

put answer, the semantic score is achieved by com-354

paring the similarity between vectors of expected355

answers and predicted answers by using embedding356

models. GPT-4 is used in calculating the answer357

correctness that quantifies the factual overlap be-358

tween the generated answer and the ground truth359

answer (Es et al., 2023). We use the BGE (Xiao 360

et al., 2023) as the embedding model for seman- 361

tic correctness calculation. We set the weight of 362

factual correctness as 0.75 and the weight of seman- 363

tic correctness as 0.25 for measuring the Answer 364

Correctness. 365

4 Performance Analysis 366

In this section, we describe the overall performance 367

of the LLMs in the question/answering task eval- 368

uated with NEPAQuAD1.0 (as presented in Sec- 369

tion 2). First, we compare the performance of three 370

frontier LLMs: Claude-3 Sonnet, Gemini, and GPT- 371

4 across various QA contexts (Section 4.1). Second, 372

we compare the model performance across various 373

question types (Section 4.2). In Section 4.3, we 374

evaluate how the models performing to the ques- 375

tions generated from different parts of the docu- 376

ment. Finally, we analyze the performance. 377

4.1 Evaluating Different QA Contexts 378

Table 2 reports the overall performance of the mod- 379

els across various QA contexts used in the evalua- 380

tion. We observed that for the task with no context, 381

the Gemini model produces the most accurate re- 382

sults by far. However, when PDF documents are 383

provided as context, this trend is reversed, with 384

GPT-4 surpassing Gemini in correctness. Despite 385

that Gemini is able to handle very long contexts 386

(1.5M tokens), it is surprising to see its perfor- 387

mance drop when provided with PDF documents as 388

additional contexts. This may be due to the model 389

struggling to reason over the large amount of rele- 390

vant and irrelevant content in the EIS document. 391

Overall, RAG models perform better in compari- 392

son to the models provided with PDF documents 393

as additional contexts. In RAG setup, The Claude 394

model outperforms both other models in term of 395

correctness, although the scores across the Claude 396

and GPT-4 models are much closer. There is no- 397

table increase in Gemini’s performance in the RAG 398

setup when compared with the PDF contexts. 399

As expected, all models perform best on average 400

when provided with the gold passage in compar- 401

ison to other context variations. In this scenario, 402

model needs to synthesize information that directly 403

contains the answer to the question posed to the 404

model. Notably, models perform comparably when 405

they are provided with the RAG and gold passage 406

contexts. 407
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Context Claude Gemini GPT-4
None 21.50% 50.16% 20.28%
Complete PDF 23.47% 46.62% 56.40%
Silver Passages 68.74% 57.06% 66.86%
Gold Passage 68.41% 61.81% 67.66%

Table 2: Evaluation on the answer correctness of LLMs
over different configurations of context over EIS docu-
ments. Silver passages are selected by the RAG model.

4.2 Evaluating Different Question Types408

We analyze the performance of LLMs over differ-409

ent types of questions depicted in Figure 3. When410

analyzing the results based on the type of questions,411

we see that all three models have superior perfor-412

mance on closed questions when provided with413

either silver or gold data as context, while GPT-4414

is the only model that performs well on these ques-415

tions even when provided with just the PDFs as416

context. For all other categories, both Claude and417

GPT-4 exhibit similar behavior pattern when pro-418

vided with none or PDF context, although GPT4’s419

performance is notably better than Claude’s in al-420

most every category, with this difference particu-421

larly noticeable with PDF context.422

Interestingly, Gemini performs really well when423

provided with no context at all, and the perfor-424

mance decreases for all categories except the con-425

vergent and recall questions when provided with426

the PDFs as context. For a majority of the ques-427

tion types, even the silver or gold data is not able428

to get the performance to the level of no-context,429

with the closed and recall questions being the ex-430

ceptions. Overall, RAG models and models with431

other contexts performed best in answering closed432

questions and worst in answering divergent and433

problem-solving questions.434

4.3 Evaluating Positional Knowledge435

We also analyzed the performance of various ques-436

tion types based on the portion of the document437

from which they were derived, as shown in Fig-438

ure 4. Across the models, we observed a general439

trend where the earlier the source text in the docu-440

ment, the better the performance of the models. A441

notable exception to this are the problem-solving442

questions, which perform better when sourced from443

the latter parts of the document. This pattern holds444

true for all three models. Additionally, we noticed445

that divergent questions yield better results when446

derived from the middle of the document. Over-447

all, all three models exhibit similar or comparable 448

patterns of performance across different document 449

sections and question types. These results suggest 450

that performance of long-context models may vary 451

not only by the position of relevant information, 452

but also due to the type of the question and the 453

amount of reasoning that the model has to perform. 454

4.4 Discussion 455

RAG for Question-Answering Over Domain- 456

Specific Documents The findings of this study 457

underscore the significant role of RAG mod- 458

els as crucial strategies for addressing domain- 459

specific questions. These models have shown re- 460

markable superiority in performance compared 461

to zero-shot knowledge and using the full PDF 462

as context. While evaluating LLMs in well- 463

established fields such as mathematics or biology 464

can be straightforward, using numerous human- 465

written sets of ground-truth questions and an- 466

swers (Team and Collaborators, 2024), evaluating 467

domain-specific LLMs necessitates unsupervised 468

or semi-supervised approaches to generate evalua- 469

tion benchmarks. We recognize that while our ap- 470

proach satisfies the need for an automated method 471

in this domain, it still faces challenges, particu- 472

larly that the selected question types might not be 473

representative of other research areas. Therefore, 474

researchers in other domains should carefully con- 475

sider the types of questions they want to generate 476

for their studies. 477

Patterns of Output From this study, we draw 478

two overall conclusions regarding the output pat- 479

terns. First, surprisingly, we did not observe spe- 480

cific patterns of correctness in relation to document 481

metadata such as token counts. This finding con- 482

tradicts our initial assumption that documents with 483

the lowest token counts would achieve the lowest 484

accuracy and vice versa. We believe one reason for 485

this may be that we selected only 90 passages as 486

gold passages from the document, which might not 487

be representative. Second, we noted that each LLM 488

model tends to have distinctive response types. For 489

instance, Gemini’s responses tend to be straight- 490

forward when no context is provided, often stating 491

"I don’t have the context." In contrast, Claude and 492

GPT-4 are more likely to attempt clarifications of 493

input questions, such as predicting and providing 494

the full content of abbreviations. We encourage 495

researchers in other projects involving RAG to ana- 496

lyze patterns of output to enhance their work. 497
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(a) Claude (b) Gemini (c) GPT-4

Figure 3: The evaluation results meassured by the Answer Correctness scores of each LLM used with 4 scenarios
of using context over each question types

(a) Claude (b) Gemini (c) GPT-4

Figure 4: The evaluation results measured by the Answer Correctness scores of each LLM used over different parts
with silver passages provided as context

Long Context Reasoning One of the primary498

objectives of this study is to assess how beneficial499

the long context models that can process 128K to500

1.5M tokens context in answering questions from501

long EIS documents. We noticed that these models502

struggle to use long input contexts to answer more503

difficult questions that require multiple steps of rea-504

soning (e.g, problem-solving). Given that we see505

the model performance varies over the positions506

and types of questions, we assume that effective507

question-type and -complexity aware reranking of508

retrieved documents may help to improve the per-509

formance (Jeong et al., 2024). For example, we510

can use of another LLM to adjust the order of re-511

trieved chunks based on the problem-solving ques-512

tion type.513

5 Related Work514

Long Context Evaluation A popular technique515

to evaluate the long context LLMs is with a sim-516

ple needle in a haystack analysis to test in-context517

retrieval ability (Chandrayan et al., 2024). De-518

spite the claims made in these tests, it is shown519

current LLMs perform poorly in processing and520

understanding long, context-rich sequences in rig- 521

orous scientific benchmarks (Li et al., 2024; Liu 522

et al., 2024). For example, Li et al. (2024) con- 523

structed LongICLBench benchmark to assess a set 524

of long-context LLMs in an extreme-label classifi- 525

cation task as a long in-context learning task. They 526

showed that long context understanding and reason- 527

ing is still a challenging task for the existing LLMs. 528

Few studies showed that long-context LLMs are 529

affected by the position of the relevant information 530

in the input context (Liu et al., 2024; Ivgi et al., 531

2023). For instance, Ivgi et al. (2023) showed that 532

encoder-decoder models have significantly higher 533

performance when relevant information is placed 534

at the start of the input context. In addition, Liu 535

et al. (2024) showed that LLMs perform weakly 536

when they must access relevant information in the 537

middle of long contexts. 538

There are some other benchmarks proposed in 539

multiple languages and domains for evaluating 540

LLM’s long context understanding. Bai et al. 541

(2023) proposed LongBench that covers six tasks, 542

single-doc QA, multi-doc QA, summarization, few- 543

shot learning, synthetic tasks, and code completion 544

in English and Chinese languages. L-Eval Bench- 545
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mark (An et al., 2023) contains 20 sub-tasks, 508546

long documents, and over 2,000 human-labeled547

query-response pairs with diverse question styles,548

domains, and input length. Li et al. (2023) pro-549

posed LooGLE that includes around 6,000 ques-550

tions across diverse domains and evaluated both551

commercial and open-sourced models. While they552

showed that commercial models outperform open-553

sourced models in short question-answering and554

cloze tasks they struggled in long dependency555

tasks. Furthermore, retrieval-based techniques556

showed significant advantages for answering short557

questions, whereas methods aimed at increasing558

the length of the context window had a minimal559

effect on the comprehension of longer contexts.560

∞Bench (Zhang et al., 2024) consists of 12 tasks561

with data length surpassing 100K tokens on aver-562

age. They suggested that long context LLMs still563

require significant advancements to effectively pro-564

cess 100K+ context.565

RAG for Long Documents RAG models offer566

a promising approach for enabling LLMs to search567

and extract relevant information from lengthy doc-568

uments or extensive collections. The common strat-569

egy of splitting documents into smaller, more man-570

ageable chunks that fit within the LLM’s context571

window has its limitations, as highlighted by re-572

cent studies (Barnett et al., 2024). These limi-573

tations include the model’s failure to accurately574

extract answers even when they are present within575

the provided context, particularly when there is ex-576

cessive noise or contradictory information. To ad-577

dress these challenges, researchers have proposed578

novel techniques. HippoRAG, a neurobiologically579

inspired long-term memory system designed for580

LLMs to handle long documents more effectively,581

aims to mitigate the limitations of current RAG582

models (Gutiérrez et al., 2024). Gao et al. (2023)583

provide a comprehensive survey of RAG meth-584

ods, categorizing them into three paradigms: Naive585

RAG, Advanced RAG, and Modular RAG. The au-586

thors highlight the remarkable adaptability of Mod-587

ular RAG, which allows for module substitution or588

reconfiguration to address specific challenges, sur-589

passing the fixed structures of Naive and Advanced590

RAG. Modular RAG integrates new modules or591

adjusts interaction flow among existing ones, en-592

hancing its applicability across different tasks. The593

survey also discusses the concept of adaptive re-594

trieval in RAG, exemplified by methods like Flare595

(Jiang et al., 2023) and Self-RAG (Asai et al.,596

2023). These approaches refine the RAG frame- 597

work by enabling LLMs to actively determine the 598

optimal moments and content for retrieval, enhanc- 599

ing the efficiency and relevance of the sourced in- 600

formation. Despite these advancements, Gao et al. 601

(2023) emphasize that further research is needed to 602

fully understand the intricacies of applying RAG 603

to long documents and to develop more robust and 604

reliable methods. 605

6 Conclusion 606

In this study, we conduct the initial investigation 607

into the performance of LLMs within the domain 608

of the National Environmental Policy Act and its 609

associated documents. To facilitate this, we in- 610

troduce NEPAQuAD, a question-and-answering 611

benchmark designed to evaluate a model’s ca- 612

pability to understand the legal, technical, and 613

compliance-related content found in NEPA doc- 614

uments. We assess three frontier LLMs designed 615

for handling extensive contexts—Claude Sonnet, 616

Gemini, and GPT-4—across various contextual set- 617

tings. Our comprehensive analysis indicates that 618

NEPA documents pose a significant challenge for 619

LLMs, particularly in terms of understanding the 620

complex semantics and effectively processing the 621

lengthy documents. The findings reveal that mod- 622

els augmented with the RAG technique surpass 623

those LLMs that are simply provided with the PDF 624

content as long context. This suggests that incor- 625

porating more relevant knowledge retrieval pro- 626

cesses can significantly enhance the performance 627

of LLMs on complex document comprehension 628

tasks like those found in the NEPA domain. In 629

addition, we noticed that these LLMs struggle to 630

use long input contexts to answer more difficult 631

questions that require multiple steps of reasoning. 632

For example, models performed best in answering 633

closed questions and worst in answering divergent 634

and problem-solving questions. 635

7 Limitations 636

Similar to other applications of LLMs, our pro- 637

posed system for EIS long documents also has 638

some limitations. We list those limitations as fol- 639

lows: 640

Restriction of token limitation on full PDF 641

context. While we are able to use the Gemini 642

model with token length as 1.5 million, we could 643

only use 128K tokens per query for response gen- 644

eration with Claude and GPT-4. Thus, we need to 645
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truncate the content of Full PDF to run these two646

LLM models. This might cause the performance647

drop on the context as Full PDF with questions648

from EIS documents. In future work, we should649

analyze more carefully about the impact of token650

truncation for Full PDF context.651

Uncertainty of generated responses by LLMs.652

Due to budget constraints, we conducted only one653

phase of response generation across different con-654

figurations. This introduces a risk of uncertain655

outputs, meaning that LLMs might generate dif-656

ferent responses each time, even with the same in-657

put, as demonstrated in another study (Wagle et al.,658

2024). In future work, we plan to run LLMs multi-659

ple timee and analyze the effect of this uncertainty660

in response generation.661

Challenges of human judgment. Currently, we662

leverage human evaluation as a preliminary proxy663

measure for qualitative analysis of benchmark. In664

future work, we plan to involve more NEPA experts665

in a more systematic manner to expand the dataset666

with human judgment results and to perform proper667

adjudication meetings between NEPA experts to668

reconcile conflicting results.669

Bias in automated evaluation There might be670

a potential bias in the answer correctness evalu-671

ation process due to the use of GPT-4 to assess672

the outputs of various models. There is a concern673

that GPT-4 may inherently prefer the outputs gen-674

erated by the same model over others in the factual675

correctness evaluation. This could lead to skewed676

evaluation results, where GPT-4’s outputs are rated677

more favorably, not necessarily because they are678

superior, but because of the inherent biases in the679

evaluation model (GPT-4).680

To address the potential bias in the answer cor-681

rectness evaluation process, we assess both factual682

and semantic correctness in the evaluation. For se-683

mantic correctness, we utilize the BGE (Xiao et al.,684

2023) as the embedding model and we calculate685

the semantic similarity between the model’s out-686

puts and the ground-truth answers independently687

of GPT-4’s own evaluation mechanisms. By com-688

bining both factual and semantic correctness, we689

aim to accurately reflect the true performance of690

various models, including GPT-4.691

8 Ethical Consideration692

It has generally been the norm to assume that pre-693

viously published work can be used as-is with-694

out having to consider the inherited ethical issues.695

However, in present times, researchers should not 696

“simply assume that [...] research will have a net 697

positive impact on the world” (Hecht et al., 2021). 698

We acknowledge that this applies not just to new 699

work, but also when using existing work in the way 700

that we have done. 701

While working on this project, care has been 702

taken to ensure that any and all data was 703

anonymized and no Personally Identifiable Infor- 704

mation (PII) is present in the data used. We had 705

domain experts in the team throughout the process, 706

thereby ensuring they were aware of all the poten- 707

tial risks and benefits. 708

While we do not anticipate the novel work pre- 709

sented here to introduce new ethical concerns in 710

and by themselves, we do recognize that there may 711

also be pre-existing concerns and issues of the data, 712

models, and methodologies we have used for this 713

paper. In particular, it has been seen that LLMs, 714

like the ones used in this work, exhibit a wide va- 715

riety of bias – religious, gender, race, profession, 716

and cultural – and frequently generate answers that 717

are incorrect, misogynistic, antisemitic, and gen- 718

erally toxic (Abid et al., 2021; Buolamwini and 719

Gebru, 2018; Liang et al., 2021; Nadeem et al., 720

2021; Welbl et al., 2021). However, when used 721

within the parameters of our experiments detailed 722

in this paper, we did not see such behaviour from 723

any of the models. To our knowledge, when used as 724

intended, our models do not pose additional ethical 725

concerns than any other LLM. 726
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A Question Definitions933

NEPA experts reviewed and created the definitions934

for each question types as following.935

1. Closed questions: Closed questions have936

two possible answers depending on how you937

phrase it: “yes” or “no” or “true” or “false.”938

2. Comparison questions: Comparison ques-939

tions are higher-order questions that ask lis-940

teners to compare two things, such as objects,941

people, ideas, stories or theories.942

3. Convergent questions: convergent questions943

are designed to try and help you find the so-944

lution to a problem, or a single response to a945

question.946

4. Divergent questions: Divergent questions947

have no right or wrong answers but rather948

encourage open discussion. While they are949

similar to open questions, divergent questions950

differ in that they invite the listener to share an951

opinion, especially one that relates to future952

possibilities.953

5. Evaluation questions: Evaluation questions,954

sometimes referred to as key evaluation ques-955

tions or KEQs, are high-level questions that956

are used to guide an evaluation. Good evalu-957

ation questions will get to the heart of what958

it is you want to know about your program,959

policy or service.960

6. Funnel questions: Funnel questions are al-961

ways a series of questions. Their sequence962

mimics a funnel structure in that they start963

broadly with open questions, then segue to964

closed questions.965

7. Inference questions: Inference questions re-966

quire learners to use inductive or deductive967

reasoning to eliminate responses or critically968

assess a statement.969

8. Problem-solving questions. Problem-970

solving questions present students with a sce-971

nario or problem and require them to develop972

a solution.973

9. Process questions: A process question al-974

lows the speaker to evaluate the listener’s975

knowledge in more detail.976

10. Recall questions: A recall question asks the977

listener to recall a specific fact.978

B Sample Questions 979

In this sections, we listed the sets of sample ques- 980

tions we used for each types of questions. 981

B.1 Closed questions 982

• Are there any federally recognized Tribes in a 983

50-mile radius of [PROJECT]? 984

• Are there any federally recognized species of 985

concern in a 50-mile radius of [PROJECT]? 986

• Did [AGENCY] approve the licensing action 987

• Did the EIS consider [SUBJECT]? 988

B.2 Comparison questions 989

• Which Tribes were consulted in [PROJECT 990

1] and not [PROJECT 2] and vice-versa? 991

• What are some differences between [STUDY 992

1] and [STUDY 2] that might account for dif- 993

ferences in species count for [SPECIES]? 994

• Compare the considered alternatives in 995

[PROJECT 1] with those in [PROJECT 2]. 996

• Compare the outcomes of surveys from the 997

new reactor EIS with the license renewal EIS 998

for [RPOJECT]. 999

B.3 Convergent questions 1000

• Which other species of concern could logi- 1001

cally be in within the 50-mile radius around 1002

the [PROJECT]? 1003

• How many similar projects could be built be- 1004

fore the impact level for air quality was rated 1005

as high? 1006

• If the area of effect for the proposed action 1007

were increased by 50%, what additional fed- 1008

eral species of concern would need to be ad- 1009

dressed? 1010

B.4 Divergent questions 1011

• What considerations should the [AGENCY] 1012

addressed in the document but didn’t? 1013

B.5 Evaluation questions 1014

• Based on NEPA evaluations done in the vicin- 1015

ity of [PROJECT], does the conclusion of the 1016

Historical and Cultural resources section ap- 1017

propriately weigh the concerns of Tribal lead- 1018

ers? 1019
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• Extrapolating using this and other NEPA eval-1020

uations, what is the long term outlook for1021

[SPECIES] in the vicinity?1022

• How have [AGENCY’S] NEPA reviews1023

trended over time and would this review have1024

the same outcome 10 years ago or 10 years1025

from now?1026

• In the license renewal EIS for [PROJECT],1027

which impacts have changed from the initial1028

EIS and why?1029

B.6 Funnel questions1030

• Which federally recognized Tribes are in a1031

50-mile radius of [PROJECT]? Which Tribes1032

participated in this EIS? What were the con-1033

cerns fo participating Tribes? What mitiga-1034

tions were made?1035

• Which federally recognized species of con-1036

cern are in a 50-mile radius of [PROJECT]?1037

What mitigations, if any, were made to project1038

those species?1039

• Which alternatives were discussed? Which1040

were considered? Why was [ALTERNA-1041

TIVE] not considered?1042

• Which resource areas were discussed in the1043

Affected Environmnent section of the docu-1044

ment?1045

• What were the impacts of the proposed action1046

on [SUBJECT]?1047

• Did [AGENCY] consider [X] when evaluting1048

[SUBJECT]?1049

B.7 Inference questions1050

• If the federally recognized [TRIBE] has land1051

in the vicinity of [PROJECT 1] like it does1052

in the vicity of [PROJECT 2], what concerns1053

might [TRIBE] have with [PROJECT 1]?1054

• If the primary migitation for [SPECIES] for1055

[PROJECT TYPE] in the past has been [MIT-1056

IGATION], what would you expect the miti-1057

gation to be for [PROJECT]?1058

• If [AGENCY 1] and [AGENCY 2] typi-1059

cally agree on impact levels and [AGENCY1060

1] found large impact in terrestrial ecology1061

for an action in a nearby area, what would1062

[AGENCY 2] find?1063

• If mitigations for air quality for [PROJECT 1064

1] were effective and the same mitigations 1065

were applied to [PROJECT 2], what would 1066

we assume the outcome to be for [PROJECT 1067

2]? 1068

B.8 Problem-solving questions 1069

• Given the following references, evaluate the 1070

effect of a new nuclear plant at [SITE] on 1071

cultural and historic resources in the vicinity. 1072

• Given the location of the [PROJECT], create 1073

a list of aquatic species likely present in a 1074

50-mile radius. 1075

• Write an Abstract for [PROJECT] 1076

• Given the list of reference in [SECTION] of 1077

[PROJECT 1] create a list of references ap- 1078

plicable to [PROJECT 2]. Provide hyperlinks 1079

and ML numbers, if available. 1080

B.9 Process questions 1081

• How does this document define the NEPA pro- 1082

cess for consultation with Tribes? 1083

• How does [AGENCY] define the area of effect 1084

for the proposed action? 1085

B.10 Recall questions 1086

• What references did [AGENCY] use in eval- 1087

uating the effect of the applicant’s proposed 1088

action on [SPECIES]? 1089

• Which resource areas indicated a moderate or 1090

large impact due to the proposed action? 1091

C EIS Dataset 1092

Table 3 reports the statistics of the EIS data that 1093

used to create the benchmark. 1094
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Document Title Agency #Pages #Tokens
Continental United States Interceptor Site Missile Defense Agency, Department

of Defense
74 41,742

Supplement Analysis of the Final Tank Closure and
Waste Management for the Hanford Site, Richland,
Washington, Offsite Secondary Waste Treatment
and Disposal

Hanford Site Office, Department of En-
ergy

63 43,167

Nationwide Public Safety Broadband Network Fi-
nal Programmatic Environmental Impact Statement
for the Southern United States

Department of Commerce 86 43,985

T-7A Recapitalization at Columbus Air Force Base,
Mississippi

United States Department of the Air
Force (DAF), Air Education and Train-
ing Command (AETC).

472 179,697

Oil and Gas Decommissioning Activities on the
Pacific Outer Continental Shelf

The Bureau of Safety and Environmen-
tal Enforcement (BSEE) and Bureau of
Ocean Energy Management (BOEM)

404 271,545

Final Environmental Impact Statement for the Land
Management Plan Tonto National Forest

Department of Agriculture, Forest Ser-
vice

472 325,641

Final Environmental Impact Statement for Nevada
Gold Mines LLC’s Goldrush Mine Project, Lander
and Eureka Counties, NV

Bureau of Land Management, Interior. 454 413,083

Addressing Heat and Electrical Upgrades at Fort
Wainwright, Alaska

Department of the Army, Department
of Defense

618 514,003

Sea Port Oil Terminal Deepwater Port Project The U.S. Coast Guard (USCG) and
Maritime Administration (MARAD),
Department oF Transportation

890 613,214

Table 3: Statistics on the EIS documents used in the evaluation
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