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ABSTRACT

Audio-visual speech contains synchronized audio and visual information that pro-
vides cross-modal supervision to learn representations for both automatic speech
recognition (ASR) and visual speech recognition (VSR). We introduce continuous
pseudo-labeling for audio-visual speech recognition (AV-CPL), a semi-supervised
method to train an audio-visual speech recognition (AVSR) model on a combina-
tion of labeled and unlabeled videos with continuously regenerated pseudo-labels.
Our models are trained for speech recognition from audio-visual inputs and can
perform speech recognition using both audio and visual modalities, or only one
modality. Our method uses the same audio-visual model for both supervised train-
ing and pseudo-label generation, mitigating the need for external speech recogni-
tion models to generate pseudo-labels. AV-CPL obtains significant improvements
in VSR performance on the LRS3 dataset while maintaining practical ASR and
AVSR performance. Finally, using visual-only speech data, our method is able to
leverage unlabeled visual speech to improve VSR.

1 INTRODUCTION

Machine learning has enabled rapid advancement in fields such as speech processing. However,
speech processing requires large amounts of labeled data to work well (Radford et al.,|2023; [Zheng
et al.| [2022), which is hard to acquire for the thousands of languages spoken world-wide. Semi-
supervised learning aims to mitigate this challenge by using unlabeled data to learn better representa-
tions and improve performance on labeled data. Real-world unlabeled data is often multi-modal, for
example, videos containing synchronized audio and visual information. In this work, we investigate
whether we can use such multi-modal data in a semi-supervised pipeline to improve performance
on labeled data. Multi-modal data has an additional benefit — modalities can be complementary for
each other and provide cross-modal supervision, which influences our algorithm design.

In this work, we study audio-visual speech as multi-modal data with synchronized audio and vi-
sual input sequences. Using only the audio or the video data, we can perform two kinds of speech
recognition: automatic speech recognition (ASR) from the audio channel, or visual speech recog-
nition (VSR) from the video channel (lip-reading). However, these modalities require substantially
different amounts of labeled data for training practical models. For example, with 30 hours of la-
beled data, we can train an ASR model which reaches around 11% word error rate (WER), while
training modern end-to-end VSR models on the same amount of data is challenging: the lowest
WER we achieve in our experiments is 96%. Therefore, in this work we investigate how to use the
cross-modal information present in audio-visual speech to obtain better VSR performance.

Although VSR is a more challenging task than ASR, VSR still has several useful applications.
VSR can be used to transcribe silent videos and to help more people communicate, for example,
people with aphonia — a medical condition that causes them to lose the ability to produce voiced
sounds (Shillingford et al., [2019). VSR is also useful for audio-visual speech recognition (AVSR)
where both the audio and visual modalities are used to predict spoken words. The video channel
helps improve performance in noisy audio conditions since it impacted less by background sounds,
reverberation, and other distortion (MacLeod & Summerfield, 1987} |Afouras et al., 2018a)).

In this work, we build upon semi-supervised learning for ASR. So far, there have been two pre-
dominant methods: self-supervised learning (SSL) and continuous pseudo-labeling (CPL), or self-
training (ST). SSL has two disjoint stages. In the first stage, a proxy task, such as masked recon-
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struction, or a contrastive task, is optimized on unlabeled data. In the second stage, the model
is fine-tuned on a smaller amount of labeled data (Hsu et al., [2021a; [Baevski et al., [2020; 2022}
Chiu et al., [2022)). CPL instead learns a seed model on labeled data first and then trains the model
on labeled and unlabeled data while continuously generating new pseudo-labels on the unlabeled
data (Likhomanenko et al., [2021a; Manohar et al., 2021; Higuchi et al., |2021). One of the main
benefits of CPL is that it has been shown to match SSL performance with fewer resources, while
avoiding the two-stage pipeline by directly optimizing for the downstream task instead of using a
proxy task (Likhomanenko et al.,[2021a; |Berrebbi et al., [ 2023).

SSL has been applied to audio-visual speech and has been found to decrease the amount of labeled
data required to perform VSR and ASR (Shi et al., 2022a; |[Haliassos et al., [2023}; [Zhu et al.| 2023;
Lian et al., 2023). Further, self-training has been applied to audio-visual speech (Ma et al.||2023)) and
has been found to improve performance when combined with SSL (Shi et al., 2022a;|Haliassos et al.,
2023)). However, current works are restricted to: (i) SSL pre-training and fine-tuning pipeline with
two disjoint stages and different objectives; (ii) most of the SSL models are fine-tuned separately for
each task (VSR, ASR, and AVSR), which requires 3x the number of model parameters; (iii) self-
training is performed after SSL pre-training and is often done with an external ASR model which
itself requires a large amount of labeled data to train, and self-training is done as a single round
instead of continuously.

In this work, we propose continuous pseudo-labeling for audio-visual speech recognition (AV-CPL),
a semi-supervised method that trains an audio-visual speech recognition model on a combination of
labeled and unlabeled data with continuously regenerated pseudo-labels. Our method uses the same
objective throughout training and can perform ASR, VSR, and AVSR with a single model. We
use the same audio-visual model for both supervised training and pseudo-label generation, mitigat-
ing the need for external ASR models. Our method can handle out-of-domain unlabeled data for
self-training with a simple fine-tuning strategy on labeled data. Our approach leads to significant
improvements in VSR performance on the LRS3 dataset (Afouras et al., 2018b) while maintaining
practical ASR and AVSR performance compared to our baselines trained purely on labeled data.
We also conduct a thorough investigation of the training configuration for audio-visual learning,
including the architecture design, input stride, and output token set. Finally, we also show that our
pseudo-labeling method is effective for unlabeled audio-only and visual-only data.

2 RELATED WORK

Continuous pseudo-labeling for semi-supervised ASR. Self-training or pseudo-labeling has been
successfully applied as a semi-supervised learning method in domains such as vision (Berthelot
et al.,|2019), machine translation (He et al.,2020), speech recognition (Kahn et al.,|2020), and speech
translation (Pino et al., [2020). In these methods, a student model is trained on labeled data and is
then used to generate pseudo-labels (PL)s for the unlabeled data. For speech recognition, initial
methods trained new models from scratch on both the labeled and pseudo-labeled data (Kahn et al.}
2020; | Xu et al.l 2020b; [Park et al.l [2020; |[Zhang et al.| 2020), sometimes in multiple rounds. They
also incorporated a language model (LM) into the PL generation process. However, LM decoding is
slower than greedy decoding, and the acoustic models were shown to overfit to the text training set
of the LM used for generating PLs. Recent methods such as SlimIPL (Likhomanenko et al.,[2021a)
and MomentumPL (Higuchi et al.| [2021; Manohar et al.,|2021) instead continuously train on labeled
and unlabeled data while re-generating PLs and use greedy decoding to generate PLs. To prevent
model collapse which could happen when PLs are re-generated after each training step, SlimIPL
maintains a dynamic cache of unlabeled samples and PLs, while Momentum PL generates PLs with
a teacher model whose weights are the exponential moving average of the student model. Inspired
by these methods, AV-CPL applies continuous pseudo-labeling for multi-modal speech.

Semi-supervised learning for AVSR. The temporal synchrony between acoustic and visual speech
provides opportunities for audio-visual semi-supervised learning. Initial methods focused on using
external ASR models trained on speech-only datasets for pseudo-labeling unlabeled audio-visual
data (Afouras et al) 2020; [Ma et al., [2022; 2023) or performing knowledge distillation from the
ASR to the VSR model (Li et al., 2019; |Afouras et al.l [2020; Ren et al., 2021). However, training
an ASR model that generalizes well requires a lot of data from different domains (Likhomanenko
et al.| 2021b; [Hsu et al,2021b), which limits the applications to other languages. AV-CPL does not
assume access to any external models and generates PLs continuously by itself while training.
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Figure 1: AV-CPL trains jointly on labeled and unlabeled videos while continuously generating
pseudo-labels (PL)s on unlabeled videos. The parameters of the model generating PLs, 67 _ A, are
controlled through a cache or EMA (explained in Section [3.2). Audio-visual inputs are used during
PL generation. Modality dropout is used during training so that the model is trained on audio-visual,
video-only, or audio-only inputs to increase robustness for missing modalities.

Self-supervised learning for AVSR. Recently, SSL has been applied to audio-visual speech to
improve VSR using unlabeled audio-visual data. Learning objectives for the proxy task include
masked token prediction (Shi et al.| [2022a; Hsu & Shil 2022} [Zhu et al |2023) and predicting the
latent representations of teacher models (Ma et al., [2021a; Haliassos et al., 2023; [Zhang et al.,
2023} Lian et al., [2023). Although most of the models use a shared audio-visual transformer to
process both audio and visual inputs, they usually fine-tune separately for each task (VSR, ASR,
AVSR), which requires 3 x the number of parameters. u-HuBERT (Shi et al.,[2022a) is one exception
which fine-tunes on audio-visual data and performs all three tasks. Some methods combine SSL
with self-training and gain a boost in performance by using an ASR model to label the unlabeled
data (Shi et al.,[2022a;; [Haliassos et al.,|2023; Zhu et al., 2023)). However, the ASR model is external
and trained separately from the audio-visual model, and pseudo-labeling is done only once. AV-
CPL forgoes the proxy task and instead is trained for speech recognition from audio-visual inputs
throughout training. It performs pseudo-labeling on unlabeled data continuously during training and
only requires a single model to perform all three tasks.

3 METHOD

3.1 SUPERVISED AUDIO-VISUAL TRAINING

At the core of our method is an audio-visual transformer (Vaswani et al.,[2017;|Afouras et al., 2018a).
Given an input of synchronized audio and visual sequences A ;.7 and V1.7, both modalities are first
processed by separate encoders, resulting in audio features f{ . and visual features ;.. These
features are then added to form audio-visual features: f{'%, = f’» + f}.. The audio-visual features
are combined with a positional embedding and fed as input into the transformer, which predicts the
tokens corresponding to the spoken phrase in the input. We train our models with the Connectionist
Temporal Classification (CTC) objective (Graves et al., [2006). Recent audio-visual models adopt
the sequence-to-sequence (S2S) framework with a transformer decoder (Ma et al., 2021b; |Shi et al.}
2022a)). The main reason we focus on CTC models instead of S2S models is to avoid issues during
pseudo-label (PL) generation due to looping and over/under-generation: it is well known that S2S
models tend to generate shorter or longer sequences and are likely to generate repeated n-grams at
the end of sequences. Consequently, S2S models necessitate strategies for filtering poor PLs (Park
et al., |2020; [Kahn et al.l 2020; |Gheini et al.| 2023)), while PLs generated by CTC models do not
require filtering (Likhomanenko et al., 2021a};|[Higuchi et al., [2021).

By default, the model is trained for audio-visual speech recognition, which uses both audio and
visual inputs. However, to increase the model’s robustness to a missing modality and to facilitate
VSR-only and ASR-only capabilities, we randomly apply modality dropout during training where
one modality is entirely dropped out (Neverova et al.,[2015; |Shi et al.,[2022a). Both modalities are
used as input with probability p,,. If only one modality is used, the audio features are used with



Under review as a conference paper at ICLR 2024

probability p,. Formally,

il + £ with probability p,,,
Ty =1 with probability (1 — p,,)pq (1
o, with probability (1 — p,,)(1 — pa)-

By default, p,,, = p, = 0.5. We always set p,,, = p, for simplicity so that a lower probability means
more video-only training, and a higher probability means more audio-only training.

3.2 CONTINUOUS PSEUDO-LABELING

Once an initial seed model is trained on the labeled data, we use the seed model for semi-supervised
continuous pseudo-labeling (CPL). With labeled L = {(a;, v;), y;} and unlabeled U = {(a;,v;)}
videos, the audio-visual model My is trained on both labeled and unlabeled data with continuously
re-generated PLs. The following loss function is minimized during training: £(0) = L(0) +
ALy (6), where 0 are the model’s parameters, £, (0) is the CTC loss using the labeled data, Li7(6)
is the CTC loss using the unlabeled data and PLs, and ) is a hyperparameter controlling the weight
of the unlabeled data. To decouple the seed model training from the pseudo-labeling stage, the
optimizer is restarted and new modality dropout probabilities p/, = p/, are used. To generate PLs
for the unlabeled audio-visual data, samples are passed through the model without augmentation and
the model’s predicted transcripts using greedy decoding are used as the PLs. The model can generate
PLs using both the audio and visual data as input (AVSR), or just the audio (ASR) or visual (VSR)
modalities. In practice, we use both modalities (AVSR) to generate PLs since the performance is
slightly better than ASR, and we wanted to prevent the model from over-relying on the audio input.

We propose two methods to control the generation of PLs: AV-SHmIPL (see Appendix, Algo-
rithm [I)) and AV-EMA-PL (see Appendix, Algorithm[2). AV-SlimIPL maintains a dynamic cache
of unlabeled samples and PLs. Before CPL begins, the model is “warmed up” on the labeled data
with the new modality dropout probabilities p/, = pl,. Then CPL begins and the cache of size C' is
filled with unlabeled audio-visual samples and their PLs generated by the audio-visual model with
states from different training iterations. During CPL, the model is continuously trained on samples
from the labeled dataset and from the cache of unlabeled samples and PLs. The cache is updated
with a probability p (controls the number of PL re-generations) by replacing some samples in the
cache with other unlabeled data and their PLs generated by the current model state. This ensures
that PLs are updated using newer versions of the model which are improved upon older states.

AV-EMA-PL instead generates PLs with a separate teacher model My whose parameters are up-
dated as the exponential moving average (EMA) of the student model Mg’s parameters. Before
CPL, both 6 and ¢ are initialized with the parameters of the seed model. The student model is
trained with regular gradient-based optimization while the parameters of the teacher model are up-
dated as ¢ < a¢+ (1 —«)6, where « is a hyperparameter controlling the weight of the most recent
student parameters. During an initial “warm up” phase, the student model is trained on the labeled
data with the new modality dropout probabilities p/,, = p/, and the teacher model’s parameters are
updated as the EMA of the student’s parameters. Once CPL begins, the teacher model generates PLs
on the unlabeled data at each iteration and continues to track the EMA of the student’s parameters.

AV-SlimIPL and AV-EMA-PL have different computational requirements since the former requires
a cache and the latter requires two models. Given that video frames take longer to load and require
more memory than audio samples, it is easier to maintain two models instead of a cache (see Ap-
pendix [A]for more details). Therefore, in practice we use AV-EMA-PL for our AV-CPL experiments.
However, AV-SlimIPL and AV-EMA-PL are closely related: they both perform model averaging by
using previous model states to generate PLs. The a hyperparameter in AV-EMA-PL can be related
to the cache size C' and probability p in AV-SlimIPL as C' = ;£ to provide a similar model history
horizon for model averaging (either via EMA or via the cache). We use o = 0.9999 in our experi-
ments which corresponds to C' = 10,000 and p = 1 or C' = 1,000 and p = 0.1; the later is faster to

train as PLs are regenerated only every 10th training step.

Differences with audio-only CPL. AV-SlimIPL and AV-EMA-PL are inspired by audio-only Slim-
IPL (Likhomanenko et al |[2021a) and EMA-PL (Higuchi et al., [2021; [Manohar et al., |2021)) and
use similar mechanisms for controlling the generation of PLs. We stress that these previous methods
only trained and evaluated using audio, while our models are trained with both audio and visual
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inputs and perform ASR, VSR, and AVSR. Our method uses cross-modal information to generate
PLs using both audio and visual inputs. Moreover, VSR is more challenging task than ASR: our
seed models’ VSR performance (>60% WER) is higher than the audio-only seed models’ ASR per-
formance (=20% WER). Nonetheless, we are able to improve the VSR performance significantly.

4 EXPERIMENTAL SETUP

Following prior works on AVSR, LRS3 (Afouras et al., 2018b)) is used as the labeled dataset while
VoxCeleb2 (Chung et al., 2018) is used as the unlabeled dataset. LRS3 is the largest public dataset
for audio-visual speech recognition in English collected from TED talks. We followed [Shi et al.
(20224) to generate the following splits: 433h training set, 30h training set, 1h validation set, and 1h
test set. When training the models on the 30h set, the 433h data can also be used as unlabeled data.
VoxCeleb2 is a multilingual audio-visual speaker verification dataset without transcripts. While the
original dataset contains more than 2,400 hours of video, we use the 1,326 hours of videos in English
selected by |Shi et al.| (2022a). We note that the VoxCeleb2 videos are from a different distribution
than those in LRS3 since they were collected from YouTube, are longer, and have more noise. The
dataset statistics are reported in the Appendix, Table

Following prior audio-visual semi-supervised learning setups, we use two transformer model sizes:
Base and Large. The number of transformer blocks / embedding dimensions / feed-forward dimen-
sions / attention heads for Base / Large are 12/768/3072/12 and 24/1024/4096/16 respectively. We
use the CAPE positional embedding (Likhomanenko et al.l [2021c). The number of parameters is
96M for Base and 315M for Large. Full training details are presented in Appendix

We use the videos’ original frame rate of 25 fps (corresponds to 40ms stride per frame). Follow-
ing [Shi et al.| (2022al)), Dlib (King}, 2009) is used to detect facial key points to extract a 96x96 region
centered on the mouth. During training, we take a random 88x88 crop and flip the entire video
horizontally with probability 0.5. During testing, we use the center 88x88 crop and flipping is not
applied. The videos are converted to a single channel (grayscale). The videos are processed with
a 3D convolutional layer (Stafylakis & Tzimiropoulos, 2017), followed by a ResNet-18 (He et al.,
2016). The audio sampled at 16kHz is converted to an 80-dimensional Mel spectrogram with a stride
of 10 ms and a window size of 25 ms. The model processes the spectrograms with a 1D convolution
with a stride of 2 (stride is 20ms per output frame). We duplicate the video features temporally so
that both modalities have a stride of 20ms. We provide an analysis of the stride in Table [2b]

We train the models with the CTC loss using character output units. We use English characters and
numbers, augmented with word boundary, apostrophe and CTC blank token. We train 4-gram word-
level language models (LM)s on the LRS3 30h/433h training text using KenLM (Heafield, [2011)
and use it with the Flashlight beam-search decoder (Kahn et all [2022) implemented in Torchau-
dio (Yang et al.,[2022). Full decoding details are presented in Appendix D} We select the best model
checkpoints on the validation set to evaluate on the test set and report results on both the validation
and test sets. We include a discussion about the performance on the validation set in Appendix [E]

5 RESULTS

5.1 AUDIO-ONLY CONTINUOUS PSEUDO-LABELING

We first conducted experiments on audio-only and video-only continuous pseudo-labeling (CPL) to
confirm the effectiveness of the method on each modality before combining them. We show the
audio-only CPL results in Appendix [F] We re-implemented SlimIPL (Likhomanenko et al.,[2021a)
as the audio-only CPL method and compared it to HuBERT (Hsu et al., 2021a)) as the audio-only
self-supervised method, using LRS3 and VoxCeleb2 for labeled and unlabeled data. We found that
SlimIPL can outperform HuBERT with a simpler pipeline (CTC encoder model and a 4-gram LM,
compared to a S2S encoder-decoder model). The results show that audio-only CPL methods can
transfer well to new datasets, motivating us to perform video-only and audio-visual CPL.
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Table 1: Comparison of video-only models. AV-HuBERT is a S2S encoder-decoder transformer
trained from scratch with video-only, while V-CPL is a CTC encoder transformer. We report either
greedy (“None”) or beam-search decoding with an LM trained on LRS3 30h or 433h transcriptions.

M Transformer ~Encoder - LRS3  VoxCeleb2 Test WER (%)
ethod Criterion
Model Size Labeled Unlabeled None LM30h LM 433h
Supervised
AV-HuBERT (Shi et al.|[2022a) Large 325M S28 30h - 92.3 - -
V-CPL (Ours) Large 314M CTC 30h - 103.7 96.5 96.6
AV-HuBERT (Shi et al.[[2022a) Large 325M S28 433h - 62.3 - -
V-CPL (Ours) Large 314M CTC 433h - 66.0 61.1 60.6
Semi-Supervised with External ASR Models
AV-HuBERT (Shi et al.|[2022a) Large 325M S28 433h 1,326h 51.7
i Semi-Supervised with Continuous Pseudo-Labeling (Ours)
V-CPL (Ours) Large 314M CTC 433h 1,326h 61.0 55.9 55.9

5.2 VIDEO-ONLY CONTINUOUS PSEUDO-LABELING

In Table[I} we show the results of applying CPL to the video modality only (V-CPL). We use the
AV-EMA-PL method without any audio input. We show the full results including Transformer-Base
and results on the validation set in the Appendix, Table Training the video-only transformer
model on labeled LRS3 30h from scratch is challenging — the best WERs we are able to get is
around 96%. When training on labeled LRS3 433h video-only data, we obtain a more reasonable
WER of 60.6%. Our results are similar to video-only AV-HuBERT trained from scratch without
self-supervised pre-training, although our model is simpler and does not use a transformer decoder.
When we apply CPL using 433h labeled video-only data, the 1,326h unlabeled video-only data from
VoxCeleb2 improves the WER to 55.9%. These results show that it is possible to perform CPL with
unlabeled silent videos even when the seed model has relatively large WER (> 60%). We provide
an ablation study for the ratio of unsupervised to supervised updates in the Appendix, Table[GI] Our
method achieves similar performance to video-only AV-HuBERT trained from scratch using PLs on
VoxCeleb2 generated by an external ASR model (51.7%), while our V-CPL method does not use any
audio input at all. These results confirm that it is possible to perform video-based pseudo-labeling
without an external ASR model, motivating our audio-visual pseudo-labeling approach.

5.3 AUDIO-VISUAL MODEL DESIGN

In this section, we investigate the best architecture design and training pipeline for supervised AVSR
to obtain the best seed model for audio-visual continuous pseudo-labeling. Note that the modality
dropout while training the seed model is p,,, = p, = 0.5.

AV Architecture. In Table we compare audio-visual architectures. For the audio encoder,
Shi et al.[(2022a)) proposes to stack 4 spectrogram frames with an effective stride of 40ms to match
the video frame rate. This is equivalent to a convolutional layer with stride of 4 and kernel width
of 4. We tried this method (Linear) as well as a convolutional layer with stride of 4 and kernel
width of 7 (Conv.). For the modality fusion method, the audio and visual features can be fused
either by temporally concatenating the features and passing them through a linear layer (Shi et al.,
2022a)), or by adding the features together. We also control whether modality drop is enabled or
not. We find that the convolutional layer works better than the linear layer according to the ASR
and AVSR performance. For modality fusion, addition works better with the convolutional layer,
while the results for the linear layer are mixed. Modality dropout tends to make AVSR and VSR
marginally worse, and ASR significantly better. Given these results, we use the convolutional layer
with modality addition for all subsequent experiments.

Token Set. Two common token sets in AVSR are characters or subwords. Subwords are longer
than characters and typically work better with a larger input stride. We first compared different
tokens and strides for the audio-only and video-only supervised models in Table[G2and Table[G3|of
the Appendix. We follow [Shi et al.|(2022a) to construct unigram-based subwords with a vocabulary
size of 1k (Kudol 2018). We found that the audio model works best with characters and a stride
of 20ms, while the video model works better with characters when performing CPL. In Table [2b]
we compare different tokens and strides for the AVSR supervised model, where we observe trends
consistent with the audio-only and video-only results. When using the AVSR model for ASR, the
best results are obtained using characters and a stride of 20ms. For VSR, subwords outperform
characters, and using a stride of 20ms works better than a stride of 40ms with characters. Even
though the 20ms stride contains the same visual features as the stride of 40ms (duplicated), the
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Table 2: AVSR ablation studies with 433h LRS3 labeled videos, Transformer-Base, and 433h LM.

(a) Comparing audio encoders (convolutional vs lin-
ear, 40ms stride) and fusion (concat. vs addition).

(b) Token set (characters and subwords) vs stride.
ASR WER AVSR WER VSR WER

Audio . Mod. ASRWER AVSR WER VSR WER Tokens Stride Val Test Val Test  Val  Test

Model "™ Drop Val Test Val Test Val Te  Chaaciers 20ms 42 30| 78 9.6 | 664 746

Conv.  Concat. N 187 200 | 85 10.1 | 60.4 69.6 Characters 40ms 7.8 5.7‘ 122 123 ‘ 713 78.0
A cat. Y X A 12. 13. 1.3 4

ot el 5 o0l ees eeg  Subwords 20ms 63 99| 56 97676 724

C()l’lV: Add Y 7:8 517 12.2 12.3 713 78.0 Subwords 40ms 5.5 7.1 8.4 144 60.6 70.1

Linear Concat. N 328 317 9.1 10.1 | 62.7 70.8

Linear Concat. Y 80 5.6 | 13.8 148 | 71.1 7718

Linear Add N 277 313 8.6 94 | 61.1 694

Linear Add Y 8.6 6.0 | 139 144 | 73.0 78.1

(c) Pre-training on audio/video-only (20ms stride).  (d) AV-CPL (20ms stride) modality dropout w/ unla-

Train Mod. ASRWER AVSR WER VSR WER beled VoxCeleb2 1,326h. The first row shows the seed
Mods. Drop  Val  Test Val  Test Val Test model trained only on LRS3 with p,,, = p, = 0.5.

AV - N 135 154 ‘ 33 45 ‘ 563  66.7 Mod.  VoxCeleb2 ASRWER AVSR WER VSR WER
AV - Y 42 30| 78 96 | 66.4 74.6 Drop Unlabeled Val Test Val  Test Val  Test
A - 24 24 ‘ 94.1 948 ‘ 99.9 99.9 P =Pl |

v © - 999 999|498 681|499 677 Seed Model 29 26|28 26607 6.0
AV A N 32 32 ‘ L9 25 ‘ 67.1 713 05 1,326h 34 22 31 20468 557
AV ALY 29 26] 28 26607 670 025 1326h 40 27039 25340 499
AV V. N 924 859 | 87 217391 638 0.1 1326h 49 3349 30309 484
AV VoY 57 47123 235|472 667 0.05 1,326h 58 41 55 40282 483

model has more time slots to predict the correct tokens. Finally, AVSR performance is better with a
stride of 20ms, and the final WER using characters and subwords is similar (9.6% vs 9.7%). Given
these results, we use characters and a stride of 20ms to retain the best ASR and AVSR performance,
which is useful for generating PLs on unlabeled videos.

Modality Pre-Training. = We observed that it was difficult to train the audio-visual model jointly
on both modalities from scratch. The VSR performance plateaued more rapidly than the AVSR and
ASR performance. Moreover, the AVSR performance was usually worse than the ASR performance,
and the ASR and VSR performance were usually worse than the single-modality baselines. To
remedy this, we propose to pre-train the model on a single modality, and then start the training on
the joint modalities with modality dropout. This can be viewed as a simple schedule on the modality
dropout with p,, = 0,p, = 1 at the beginning of training and arbitrary p,,, = p, later. In Table
we show the results for training jointly from scratch, followed by the results of training on only one
modality. Next we show the results of training jointly when initialized from the model trained on
one modality only. We find the best ASR (2.6%) and AVSR (2.6%) performance when the model is
pre-trained on audio only, while the VSR (67.0%) performance nearly matches the best result. The
AVSR performance of the model initialized from video-only pre-training is much worse (23.5%).
Therefore, we first pre-train the model on audio-only data, and then train the model jointly on both
modalities with modality dropout. With this pipeline, the AVSR performance matches the ASR
performance, while the ASR and VSR performance are similar to the models trained separately on
each modality (ASR: 2.6% vs 2.3% and VSR: 67.0% vs 65.0% for Transformer-Base.) We show
the results of these experiments for the Base model on 30h, as well as the Large model on 433h/30h,
in Appendix [G] We note that such pre-training is less needed for the Large model on 433h, which
shows that it is easier to learn from both modalities given enough data and parameters.

5.4 AUDIO-VISUAL CONTINUOUS PSEUDO-LABELING

Once we train supervised audio-visual models on 433h or 30h of labeled LRS3 videos, we apply
CPL and use the models to continuously generate PLs during training on unlabeled videos. While
the modality dropout when training the seed model is p,,, = p, = 0.5, different modality dropout
probabilities p/, = p/, during CPL on unlabeled videos create a trade-off between ASR, AVSR,
and VSR performance, as shown in Table [ﬂ As the probability of using both modalities p/,
decreases, the model is trained on more video-only data; VSR performance consistently improves
up to the lowest p/, of 0.05 compared to the baseline trained without unlabeled videos. However,
ASR and AVSR performance gets worse as p),, decreases, with the best performance at the initial
modality dropout rate of 0.5. Given these observations, we present the main results using 433h of

'Training the seed model with different modality dropouts p,, = p, did not result in major differences.
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Table 3: Comparison of our AV-CPL CTC encoder model (20ms stride, character tokens) with other
works (most use S2S encoder-decoder transformers w/ or w/o CTC loss, 40ms stride and subword
tokens) on 433h labeled LRS3 and 1,326h unlabeled VoxCeleb2 videos. “Separate FT” indicates
models are fine-tuned separately for each task using 2-3 x parameters.

Method Unlabeled Labeled Model Encoder Criterion Separate FT LM LRS3 Test WER (%)

Data Data Size VSR ASR AVSR

Supervised
Afouras et al.|(2018a) - 1,519h  Transformer - S2S - X 58.9 8.3 7.2
Xu et al.|(2020a) - 590h RNN - S28 - X 57.8 7.2 -
Makino et al.|(2019) - 31,000h RNN 63M  Transducer v X 33.6 4.8 4.5
Ma et al.[(2021b) - 590h  Conformer - CTC+S2S - X 433 23 23
Serdyuk et al.|(2021) - 90,000h  Transformer - Transducer - X 25.9 - 2.3
Serdyuk et al.|(2022) - 90,000h  Conformer 310M  Transducer v X 17.0 - 1.6
Chang et al.|(2023) - 100,000h  Conformer 570M  Transducer v X 12.8 - 0.9
Supervised From Scratch (Ours)

Base - 433h  Transformer 96M CTC X v 67.0 2.6 2.6
Large - 433h  Transformer 315M CTC X v/ 586 2.7 3.1
Semi-Supervised Using External ASR Models
Afouras et al.|(2020) 344h 433h CNN - CTC+S2S - X 59.8 - -
Ma et al.|(2023) 2,630h 818h  Conformer 186M  CTC+S2S v X 19.1 1.0 0.9

B ) Self-Supervised (Base Models)
LiRA (Ma et al.|[2021a) 433h 433h  Transformer 103M S2S v X 49.6! - -
AV2Vec-lip (Zhang et al.|2023) 433h 433h  Transformer 103M S28 v X 39.9 - 2.6
AV-HuBERT (Shi et al.|[2022a) 433h 433h  Transformer 103M S2S8 v X 44.0 - 2.8!
RAVER (Haliassos et al.[[2023) 433h 433h  Transformer 97M  CTC+S2S v X 39.1 2.2 -
AV-data2vec (Lian et al.|[2023) 433h 433h  Transformer 103M S2S v X 39.0 2.0 1.8
AV-HuBERT (Shi et al.|[2022a) 1,75%h 433h  Transformer 103M S2S v X 34.8 - 1.8T
RAVER (Haliassos et al.|[2023) 1,75%h 433h  Transformer 97M  CTC+S2S v X 33.1 1.9 -
VATLM (Zhu et al.[[2023) 1,759h? 433h  Transformer 107M S2S v X 342 - 1.7
AV-data2vec (Lian et al.[[2023) 1,75h 433h  Transformer 103M S2S v X 329 1.7 1.4
Self-Supervised (Large Models)
AV-HuBERT (Shi et al.|2022a) 433h 433h  Transformer 325M S2S v X 41.6 - 2.5!
AV-data2vec (Lian et al.[[2023) 433h 433h  Transformer 325M S2S8 v X 374 1.9 1.7
AV-HuBERT (Shi et al.[[2022a]b) 1,75%h 433h  Transformer 325M S2S v X 28.6 1.6 1.4
RAVER (Haliassos et al.|[2023) 1,75%h 433h  Transformer 671IM  CTC+S2S v X 27.8 14 -
VATLM (Zhu et al.[[2023) 1,759h? 433h  Transformer 332M S2S v X 28.4 - 1.2
u-HuBERT (Hsu & Shi]|2022) 1,75%h 433h  Transformer 325M S2S X X 29.1 1.5 1.3
u-HuBERT* (Hsu & Shi![2022) 1,759h2 433h  Transformer 325M S2S X X 27.2 14 1.2
AV-data2vec (Lian et al.|[2023) 1,75%h 433h  Transformer 325M S2S v X 28.5 14 1.3
) Self-Supervised + Self-Training with External ASR Models (Large Models)
AV-HuBERT (Shi et al.|[2022a) 1,75%h 433h  Transformer 325M S2S v X 26.9 - -
RAVEDR (Haliassos et al.|[2023) 1,75%h 433h  Transformer 67IM  CTC+S2S v v 23.1 1.4 -
VATLM (Zhu et al.]|2023) 1,75%h 433h  Transformer 332M S2S v X 26.2 - 1.2
AV-CPL: Continuous Pseudo-Labeling (Ours)
Base (Mod. Drop p],, = pl, = 0.1) 1,326h 433h  Transformer 96M CTC X v 484 33 3.0
Base (Mod. Drop p,, = p), = 0.5) 1,326h 433h  Transformer 96M CTC X v 557 22 2.0
Large (Mod. Drop p,,, = p,, = 0.1) 1,326h 433h  Transformer 315M CTC X v 453 3.0 34
Large (Mod. Drop p,,, = p}, = 0.5) 1,326h 433h  Transformer 315M CTC X v 414 23 22

! LiRA Results reported by|Shi et al.| (2022a)) and AV-HuBERT AVSR results reported by [Lian et al.|(2023).
2 VATLM uses extra 3846h audio, 452h audio-text and 600M text data, and u-HuBERT* uses extra 452h audio (unlabeled) data.

labeled LRS3 videos in Table |3| with both 0.5 and 0.1 modality dropout, where 0.5 dropout obtains
the best ASR and AVSR results, while 0.1 dropout obtains nearly the best VSR performance without
a significant decrease in the ASR and AVSR performance. We present the results on 30h of labeled
LRS3 data in Table [ with 0.1 modality dropout to focus on improving the VSR performance.

In Table [3] we compare AV-CPL to other semi-supervised methods using 433h of labeled data. We
also show supervised audio-visual methods trained with non-public data. With modality dropout of
0.1 during CPL, our method is able to significantly improve the VSR performance compared to the
baseline trained only on the labeled data (58.6% — 45.3%) while maintaining near-optimal ASR
(3.0%) and AVSR (3.4%) performance. Compared to the video-only CPL results in Table (60.6%
— 55.9%), the best VSR performance from AV-CPL (45.4%) is better by 10.5% absolute WER,
which shows the advantage of using both audio and video inputs for pseudo-labeling, as opposed
to using video-only inputs. With modality dropout of 0.5 during CPL, the improvement on VSR is
not as large (58.6% — 47.4%), but the ASR and AVSR performance is improved over the baseline
trained only on the labeled data (ASR: 2.6% — 2.3%, AVSR: 2.6% — 2.2%). We show the full
results of our models on the validation set and with greedy decoding in the Appendix, Table

Our best result for ASR (2.2%) and AVSR (2.0%) is close to the SSL state-of-the-art (1.4% and
1.2%), while our best result for VSR (45.3%) is worse than the state-of-the-art (27.2%). However,
our method has several major advantages compared to the SSL methods. Our models are trained
jointly on audio-visual data and can perform AVSR, VSR, and ASR with a single trained model,
while the SSL models are fine-tuned separately for each task and require 3x more parameters to
accomplish the same number of tasks (except for u-HuBERT (Hsu & Shi, 2022), which is also
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Table 4: Comparison of our AV-CPL CTC encoder model (p), = p, = 0.1, 20ms stride and
character tokens) with other works (most use S2S encoder-decoder transformers w/ or w/o CTC
loss, 40ms stride and subword tokens) on 30h labeled LRS3 videos. “Separate FT” indicates models
are fine-tuned separately for each task using 2-3x parameters.

Method Un]l)af;led L?;ilfd E';(Z)ger Criterion ~ Separate FT LM PL stage \Egg 3 T/isst}y\/ E]}\\(/Zol)i
Supervised From Scratch (Ours)

Base - 30h 96M CTC X v - 94.3 8.9 11.4
Large - 30h 315M CTC X v - 87.0 10.0 9.7
Self-Supervised (Base Models)

Zhang et al.|(2022) 433h 30h 60M CTC v X - 67.8 109 9.1
LiRA (Ma et al.|2021a) 433h 30h 103M S28 v X - 71.9? - -
AV2Vec-Tip (Zhang et al.|[2023) 433h 30h 103M S28 v X - 45.1 - 5.8
AV-HuBERT (Shi et al.||2022a) 433h 30h 103M S28 v X - 51.8 - 4.7
RAVEnR (Haliassos et al.[|2023) 433h 30h 97M CTC+S2S v X - 47.0 4.7 -
VATLM (Zhu et al.|[2023) 433h! 30h 107M S28 v X - 48.0 - 3.6
AV-data2vec (Lian et al.[|2023) 433h 30h 103M S2S v X - 45.2 4.4 4.2
AV-HuBERT (Shi et al.[[2022a/b} 1,75%h 30h 103M S28 v X - 46.1 4.4 4.1
RAVER (Haliassos et al.||2023) 1,75%h 30h 97M CTC+S2S v X - 40.2 3.8 -
VATLM (Zhu et al.|[2023) 1,759h! 30h 107M S2S v X - 42.6 - 34
AV-data2vec (Lian et al.|[2023) 1,75%h 30h 103M S28 v X - 37.8 3.7 33
Self-Supervised (Large Models)

AV-HuBERT (Shi et al.|[2022a) 433h 30h 325M S28 v X - 44.8 - 4.22
AV-data2vec (Lian et al.|[2023) 433h 30h 325M S2S v X - 40.5 3.7 34
AV-HuBERT (Shi et al.][2022ab} 1,75%h 30h 325M S2S v X - 325 3.8 33
RAVEn (Haliassos et al.[|2023) 1,75%h 30h 67IM  CTC+S2S v X - 325 2.7 -
VATLM (Zhu et al.|[2023) 1,759h! 30h 332M S28 v X - 31.6 - 2.7
AV-data2vec (Lian et al.|[2023) 1,759h 30h 325M S28 v X - 30.8 2.7 2.7
Self-Supervised + Self-Training with External ASR Models (Large Models)

AV-HuBERT (Shi et al.|[2022a) 1,75%h 30h 325M S28 v X - 28.6 - -
RAVER (Haliassos et al.||2023) 1,75%h 30h 671M  CTC+S2S v v - 23.8 1.9 -
VATLM (Zhu et al.|[2023) 1,75% 30h 332M S28 v X - 27.6 - 2.7
AV-CPL: Continuous Pseudo-Labeling (Ours)

Base 433h 30h 96M X v PL LRS3 664 132 17.0
Base 1,75%h 30h 96M CTC X v PL(Vox+LRS3) 629 9.5 8.2
Base 1,326h 30h 96M CTC X v PL Vox 633 144 13.6
Base 1,75%h 30h 96M CTC X v +PL LRS3 57.3 108 13.6
Large 433h 30h 315M CTC X v PL LRS3 61.3 9.5 9.0
Large 1,75% 30h 315M CTC X v PL(Vox+LRS3) 624 6.6 6.4
Large 1,326h 30h 315M CTC X v PL Vox 63.1 154 12.2
Large 1,75%h 30h 315M CTC X v +PL LRS3 56.7 10.0 10.4

! VATLM uses extra 3846h audio, 452h audio-text and 600M text data. 2 Results reported by |Shi et al.|(2022a); [Lian et al.|(2023).

fine-tuned on audio-visual data and can perform all three tasks). Moreover, our models use only
an encoder with beam-search decoding and a 4-gram LM while others use both an encoder and a
decoder, which makes the total number of parameters of those models up to 1.5x the encoder size

In Table 4] we compare AV-CPL to other methods using 30h of labeled data. Although directly
performing AV-CPL on the combination of LRS3 and VoxCeleb2 works well and we obtain our
best ASR (6.6%) and AVSR (6.4%) performance, we find that performing AV-CPL with VoxCeleb2
first followed by AV-CPL with LRS3 obtains better VSR performance, thus alleviating the domain
mismatch between labeled and unlabeled data. AV-CPL significantly improves VSR performance
compared to the baseline trained only on the labeled data (87.0% — 56.7%) and maintains practical
ASR and AVSR performance. While training video-only models on just 30h of labeled videos
resulted in >95% WER and thus video-only CPL was not possible, AV-CPL uses the seed model’s
strong AVSR performance (9.7%) to generate good PLs and confirms the advantage of multi-modal
data. Moreover, our method performs all three tasks with one model, while all previous SSL methods
presenting results on 30h labeled videos require a separate model for each task. We show the full
results of our models on the validation set and with greedy decoding in the Appendix, Table

6 CONCLUSION

We introduced audio-visual continuous pseudo-labeling for multi-modal semi-supervised learning.
Our audio-visual models continuously generate pseudo-labels during training on unlabeled videos,
which leads to significant improvements in VSR performance while maintaining practical ASR and
AVSR performance. Our method uses a single objective for speech recognition throughout training
and can perform ASR, VSR, AVSR with a single model. For future work, we would like to apply
our method to more languages, especially since our method does not require external ASR models
to generate pseudo-labels.

?For example, RAVEn’s Transformer-Base decoder has half the parameters of the encoder.
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The data used in this paper are publicly available for research purposes and were used under the
following licenses: Creative Commons BY-NC-ND 4.0 license, Creative Commons Attribution 4.0
International License, and the TED terms of use. The datasets may have biases regarding racial, age,
and gender attributes, which should be considered before deploying any models trained on them.

REPRODUCIBILITY STATEMENT

We provide implementation details and the full pseudo-code of our proposed method in the main
paper and in the Appendix. We used datasets that are publicly available and include details such as
dataset statistics and a discussion about performance on the validation set in Appendix. We report
all of our results on the validation set for transparency and to make reproduction easier.

REFERENCES

Triantafyllos Afouras, Joon Son Chung, Andrew Senior, Oriol Vinyals, and Andrew Zisserman.
Deep audio-visual speech recognition. IEEE transactions on pattern analysis and machine intel-
ligence, 2018a.

Triantafyllos Afouras, Joon Son Chung, and Andrew Zisserman. Lrs3-ted: a large-scale dataset for
visual speech recognition. arXiv preprint arXiv:1809.00496, 2018b.

Triantafyllos Afouras, Joon Son Chung, and Andrew Zisserman. Asr is all you need: Cross-modal
distillation for lip reading. In ICASSP 2020-2020 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), pp. 2143-2147. IEEE, 2020.

Alexei Baevski, Yuhao Zhou, Abdelrahman Mohamed, and Michael Auli. wav2vec 2.0: A frame-
work for self-supervised learning of speech representations. Advances in neural information
processing systems, 33:12449-12460, 2020.

Alexei Baevski, Wei-Ning Hsu, Qiantong Xu, Arun Babu, Jiatao Gu, and Michael Auli. Data2vec:
A general framework for self-supervised learning in speech, vision and language. In International
Conference on Machine Learning, pp. 1298-1312. PMLR, 2022.

Dan Berrebbi, Ronan Collobert, Samy Bengio, Navdeep Jaitly, and Tatiana Likhomanenko. Con-
tinuous pseudo-labeling from the start. In The Eleventh International Conference on Learning
Representations, 2023. URL https://openreview.net/forum?id=m3twGT2bAug.

David Berthelot, Nicholas Carlini, Ekin D Cubuk, Alex Kurakin, Kihyuk Sohn, Han Zhang, and
Colin Raffel. Remixmatch: Semi-supervised learning with distribution alignment and augmenta-
tion anchoring. arXiv preprint arXiv:1911.09785, 2019.

James Bradbury, Roy Frostig, Peter Hawkins, Matthew James Johnson, Chris Leary, Dougal
Maclaurin, George Necula, Adam Paszke, Jake VanderPlas, Skye Wanderman-Milne, and Qiao
Zhang. JAX: composable transformations of Python+NumPy programs, 2018. URL http:
//github.com/google/jax.

Oscar Chang, Hank Liao, Dmitriy Serdyuk, Ankit Shah, and Olivier Siohan. Conformers are all you
need for visual speech recogntion. arXiv preprint arXiv:2302.10915, 2023.

Chung-Cheng Chiu, James Qin, Yu Zhang, Jiahui Yu, and Yonghui Wu. Self-supervised learning
with random-projection quantizer for speech recognition. In International Conference on Machine
Learning, pp. 3915-3924. PMLR, 2022.

Joon Son Chung, Arsha Nagrani, and Andrew Zisserman. VoxCeleb2: Deep Speaker Recognition.
In Proc. Interspeech 2018, pp. 1086-1090, 2018. doi: 10.21437/Interspeech.2018-1929.

John Duchi, Elad Hazan, and Yoram Singer. Adaptive subgradient methods for online learning and
stochastic optimization. Journal of machine learning research, 12(7), 2011.

10


https://openreview.net/forum?id=m3twGT2bAug
http://github.com/google/jax
http://github.com/google/jax

Under review as a conference paper at ICLR 2024

Angela Fan, Edouard Grave, and Armand Joulin. Reducing transformer depth on demand with
structured dropout. In International Conference on Learning Representations, 2020. URL
https://openreview.net/forum?id=Syl02yStDr.

Mozhdeh Gheini, Tatiana Likhomanenko, Matthias Sperber, and Hendra Setiawan. Joint speech
transcription and translation: Pseudo-labeling with out-of-distribution data. In Findings of the
Association for Computational Linguistics: ACL 2023, pp. 7637-7650, Toronto, Canada, July
2023. Association for Computational Linguistics. doi: 10.18653/v1/2023.findings-acl.483. URL
https://aclanthology.org/2023.findings—acl.483\l

Alex Graves, Santiago Fernandez, Faustino Gomez, and Jiirgen Schmidhuber. Connectionist tem-
poral classification: labelling unsegmented sequence data with recurrent neural networks. In
Proceedings of the 23rd international conference on Machine learning, pp. 369-376, 2006.

Alexandros Haliassos, Pingchuan Ma, Rodrigo Mira, Stavros Petridis, and Maja Pantic. Jointly
learning visual and auditory speech representations from raw data. In The Eleventh International
Conference on Learning Representations, 2023. URL https://openreview.net/forum?
id=BPwIgvf5iQl

Junxian He, Jiatao Gu, Jiajun Shen, and Marc’ Aurelio Ranzato. Revisiting self-training for neural
sequence generation. In International Conference on Learning Representations, 2020. URL
https://openreview.net/forum?id=SJgdnAVKDH.

Kaiming He, Xiangyu Zhang, Shaoqing Ren, and Jian Sun. Deep residual learning for image recog-
nition. In Proceedings of the IEEE conference on computer vision and pattern recognition, pp.
770-778, 2016.

Kenneth Heafield. KenLM: Faster and smaller language model queries. In Proceedings of the Sixth
Workshop on Statistical Machine Translation, pp. 187-197, Edinburgh, Scotland, July 2011. As-
sociation for Computational Linguistics. URL https://www.aclweb.org/anthology/
W1ll-2123.

Yosuke Higuchi, Niko Moritz, Jonathan Le Roux, and Takaaki Hori. Momentum Pseudo-Labeling
for Semi-Supervised Speech Recognition. In Proc. Interspeech 2021, pp. 726-730, 2021. doi:
10.21437/Interspeech.2021-571.

Wei-Ning Hsu and Bowen Shi. u-hubert: Unified mixed-modal speech pretraining and zero-shot
transfer to unlabeled modality. Advances in Neural Information Processing Systems, 35:21157—
21170, 2022.

Wei-Ning Hsu, Benjamin Bolte, Yao-Hung Hubert Tsai, Kushal Lakhotia, Ruslan Salakhutdinov,
and Abdelrahman Mohamed. Hubert: Self-supervised speech representation learning by masked
prediction of hidden units. IEEE/ACM Transactions on Audio, Speech, and Language Processing,
29:3451-3460, 2021a.

Wei-Ning Hsu, Anuroop Sriram, Alexei Baevski, Tatiana Likhomanenko, Qiantong Xu, Vineel
Pratap, Jacob Kahn, Ann Lee, Ronan Collobert, Gabriel Synnaeve, and Michael Auli. Robust
wav2vec 2.0: Analyzing Domain Shift in Self-Supervised Pre-Training. In Proc. Interspeech
2021, pp. 721-725, 2021b. doi: 10.21437/Interspeech.2021-236.

Jacob Kahn, Ann Lee, and Awni Hannun. Self-training for end-to-end speech recognition. In
ICASSP 2020-2020 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), pp. 7084-7088. IEEE, 2020.

Jacob D Kahn, Vineel Pratap, Tatiana Likhomanenko, Qiantong Xu, Awni Hannun, Jeff Cai, Paden
Tomasello, Ann Lee, Edouard Grave, Gilad Avidov, et al. Flashlight: Enabling innovation in
tools for machine learning. In International Conference on Machine Learning, pp. 10557-10574.
PMLR, 2022.

Davis E King. Dlib-ml: A machine learning toolkit. The Journal of Machine Learning Research,
10:1755-1758, 2009.

11


https://openreview.net/forum?id=SylO2yStDr
https://aclanthology.org/2023.findings-acl.483
https://openreview.net/forum?id=BPwIgvf5iQ
https://openreview.net/forum?id=BPwIgvf5iQ
https://openreview.net/forum?id=SJgdnAVKDH
https://www.aclweb.org/anthology/W11-2123
https://www.aclweb.org/anthology/W11-2123

Under review as a conference paper at ICLR 2024

Taku Kudo. Subword regularization: Improving neural network translation models with multi-
ple subword candidates. In Proceedings of the 56th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers), pp. 66-75, Melbourne, Australia, July
2018. Association for Computational Linguistics. doi: 10.18653/v1/P18-1007. URL https:
//aclanthology.org/P18-1007.

Wei Li, Sicheng Wang, Ming Lei, Sabato Marco Siniscalchi, and Chin-Hui Lee. Improving
audio-visual speech recognition performance with cross-modal student-teacher training. In
ICASSP 2019-2019 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), pp. 6560-6564. IEEE, 2019.

Jiachen Lian, Alexei Baevski, Wei-Ning Hsu, and Michael Auli. Av-data2vec: Self-supervised
learning of audio-visual speech representations with contextualized target representations. arXiv
preprint arXiv:2302.06419, 2023.

Tatiana Likhomanenko, Qiantong Xu, Jacob Kahn, Gabriel Synnaeve, and Ronan Collobert. slim-
IPL: Language-Model-Free Iterative Pseudo-Labeling. In Proc. Interspeech 2021, pp. 741-745,
2021a. doi: 10.21437/Interspeech.2021-740.

Tatiana Likhomanenko, Qiantong Xu, Vineel Pratap, Paden Tomasello, Jacob Kahn, Gilad Avidov,
Ronan Collobert, and Gabriel Synnaeve. Rethinking Evaluation in ASR: Are Our Models Robust
Enough? In Proc. Interspeech 2021, pp. 311-315, 2021b. doi: 10.21437/Interspeech.2021-1758.

Tatiana Likhomanenko, Qiantong Xu, Gabriel Synnaeve, Ronan Collobert, and Alex Rogozhnikov.
Cape: Encoding relative positions with continuous augmented positional embeddings. Advances
in Neural Information Processing Systems, 34:16079-16092, 2021c.

Pingchuan Ma, Rodrigo Mira, Stavros Petridis, Bjorn W. Schuller, and Maja Pantic. LiRA: Learning
Visual Speech Representations from Audio Through Self-Supervision. In Proc. Interspeech 2021,
pp- 3011-3015, 2021a. doi: 10.21437/Interspeech.2021-1360.

Pingchuan Ma, Stavros Petridis, and Maja Pantic. End-to-end audio-visual speech recognition with
conformers. In ICASSP 2021-2021 IEEE International Conference on Acoustics, Speech and
Signal Processing (ICASSP), pp. 7613-7617. IEEE, 2021b.

Pingchuan Ma, Stavros Petridis, and Maja Pantic. Visual speech recognition for multiple languages
in the wild. Nature Machine Intelligence, 4(11):930-939, 2022.

Pingchuan Ma, Alexandros Haliassos, Adriana Fernandez-Lopez, Honglie Chen, Stavros Petridis,
and Maja Pantic. Auto-avsr: Audio-visual speech recognition with automatic labels. In
ICASSP 2023-2023 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), pp. 1-5. IEEE, 2023.

Alison MacLeod and Quentin Summerfield. Quantifying the contribution of vision to speech per-
ception in noise. British journal of audiology, 21(2):131-141, 1987.

Takaki Makino, Hank Liao, Yannis Assael, Brendan Shillingford, Basilio Garcia, Otavio Braga, and
Olivier Siohan. Recurrent neural network transducer for audio-visual speech recognition. In 2019
IEEE automatic speech recognition and understanding workshop (ASRU), pp. 905-912. IEEE,
2019.

Vimal Manohar, Tatiana Likhomanenko, Qiantong Xu, Wei-Ning Hsu, Ronan Collobert, Yatharth
Saraf, Geoffrey Zweig, and Abdelrahman Mohamed. Kaizen: Continuously improving teacher
using exponential moving average for semi-supervised speech recognition. In 2021 IEEE Auto-
matic Speech Recognition and Understanding Workshop (ASRU), pp. 518-525. IEEE, 2021.

Natalia Neverova, Christian Wolf, Graham Taylor, and Florian Nebout. Moddrop: adaptive multi-
modal gesture recognition. IEEE Transactions on Pattern Analysis and Machine Intelligence, 38
(8):1692-1706, 2015.

Daniel S. Park, William Chan, Yu Zhang, Chung-Cheng Chiu, Barret Zoph, Ekin D. Cubuk, and
Quoc V. Le. SpecAugment: A Simple Data Augmentation Method for Automatic Speech Recog-
nition. In Proc. Interspeech 2019, pp. 2613-2617, 2019. doi: 10.21437/Interspeech.2019-2680.

12


https://aclanthology.org/P18-1007
https://aclanthology.org/P18-1007

Under review as a conference paper at ICLR 2024

Daniel S Park, Yu Zhang, Ye Jia, Wei Han, Chung-Cheng Chiu, Bo Li, Yonghui Wu, and Quoc V
Le. Improved noisy student training for automatic speech recognition. Proc. Interspeech 2020,
pp- 28172821, 2020.

Juan Pino, Qiantong Xu, Xutai Ma, Mohammad Javad Dousti, and Yun Tang. Self-training for
end-to-end speech translation. arXiv preprint arXiv:2006.02490, 2020.

Alec Radford, Jong Wook Kim, Tao Xu, Greg Brockman, Christine McLeavey, and Ilya Sutskever.
Robust speech recognition via large-scale weak supervision. In International Conference on Ma-
chine Learning, pp. 28492-28518. PMLR, 2023.

Sucheng Ren, Yong Du, Jianming Lv, Guoqgiang Han, and Shengfeng He. Learning from the master:
Distilling cross-modal advanced knowledge for lip reading. In Proceedings of the IEEE/CVF
Conference on Computer Vision and Pattern Recognition, pp. 13325-13333, 2021.

Dmitriy Serdyuk, Otavio Braga, and Olivier Siohan. Audio-visual speech recognition is worth
32x32x8 voxels. In 2021 IEEE Automatic Speech Recognition and Understanding Workshop
(ASRU), pp. 796-802. IEEE, 2021.

Dmitriy Serdyuk, Otavio Braga, and Olivier Siohan. Transformer-Based Video Front-Ends for
Audio-Visual Speech Recognition for Single and Muti-Person Video. In Proc. Interspeech 2022,
pp- 2833-2837, 2022. doi: 10.21437/Interspeech.2022-10920.

Bowen Shi, Wei-Ning Hsu, Kushal Lakhotia, and Abdelrahman Mohamed. Learning audio-
visual speech representation by masked multimodal cluster prediction. In International Con-
ference on Learning Representations, 2022a. URL https://openreview.net/forum?
1d=721Q01ml11uOM.

Bowen Shi, Wei-Ning Hsu, and Abdelrahman Mohamed. Robust Self-Supervised Audio-Visual
Speech Recognition. In Proc. Interspeech 2022, pp. 2118-2122, 2022b. doi: 10.21437/
Interspeech.2022-99.

Brendan Shillingford, Yannis Assael, Matthew W. Hoffman, Thomas Paine, Cian Hughes, Utsav
Prabhu, Hank Liao, Hasim Sak, Kanishka Rao, Lorrayne Bennett, Marie Mulville, Misha Denil,
Ben Coppin, Ben Laurie, Andrew Senior, and Nando de Freitas. Large-Scale Visual Speech
Recognition. In Proc. Interspeech 2019, pp. 4135-4139, 2019. doi: 10.21437/Interspeech.
2019-1669.

Themos Stafylakis and Georgios Tzimiropoulos. Combining Residual Networks with LSTMs for
Lipreading. In Proc. Interspeech 2017, pp. 3652-3656,2017. doi: 10.21437/Interspeech.2017-85.

Ashish Vaswani, Noam Shazeer, Niki Parmar, Jakob Uszkoreit, Llion Jones, Aidan N Gomez,
Lukasz Kaiser, and Illia Polosukhin. Attention is all you need. Advances in neural informa-
tion processing systems, 30, 2017.

Bo Xu, Cheng Lu, Yandong Guo, and Jacob Wang. Discriminative multi-modality speech recogni-
tion. In Proceedings of the IEEE/CVF conference on Computer Vision and Pattern Recognition,
pp. 14433-14442, 2020a.

Qiantong Xu, Tatiana Likhomanenko, Jacob Kahn, Awni Hannun, Gabriel Synnaeve, and Ronan
Collobert. Iterative pseudo-labeling for speech recognition. arXiv preprint arXiv:2005.09267,
2020b.

Yao-Yuan Yang, Moto Hira, Zhaoheng Ni, Artyom Astafurov, Caroline Chen, Christian Puhrsch,
David Pollack, Dmitriy Genzel, Donny Greenberg, Edward Z Yang, et al. Torchaudio: Building
blocks for audio and speech processing. In ICASSP 2022-2022 IEEE International Conference
on Acoustics, Speech and Signal Processing (ICASSP), pp. 6982—6986. IEEE, 2022.

Jing-Xuan Zhang, Genshun Wan, Zhen-Hua Ling, Jia Pan, Jianqing Gao, and Cong Liu. Self-
supervised audio-visual speech representations learning by multimodal self-distillation. In
ICASSP 2023-2023 IEEE International Conference on Acoustics, Speech and Signal Processing
(ICASSP), pp. 1-5. IEEE, 2023.

13


https://openreview.net/forum?id=Z1Qlm11uOM
https://openreview.net/forum?id=Z1Qlm11uOM

Under review as a conference paper at ICLR 2024

Yu Zhang, James Qin, Daniel S Park, Wei Han, Chung-Cheng Chiu, Ruoming Pang, Quoc V Le, and
Yonghui Wu. Pushing the limits of semi-supervised learning for automatic speech recognition.
arXiv preprint arXiv:2010.10504, 2020.

Zi-Qiang Zhang, Jie Zhang, Jian-Shu Zhang, Ming-Hui Wu, Xin Fang, and Li-Rong Dai. Learning
contextually fused audio-visual representations for audio-visual speech recognition. In 2022 IEEE
International Conference on Image Processing (ICIP), pp. 1346—-1350. IEEE, 2022.

Weiyi Zheng, Alex Xiao, Gil Keren, Duc Le, Frank Zhang, Christian Fuegen, Ozlem Kalinli,
Yatharth Saraf, and Abdelrahman Mohamed. Scaling ASR Improves Zero and Few Shot Learn-
ing. In Proc. Interspeech 2022, pp. 5135-5139, 2022. doi: 10.21437/Interspeech.2022-11023.

Qiushi Zhu, Long Zhou, Zigiang Zhang, Shujie Liu, Binxing Jiao, Jie Zhang, Lirong Dai, Daxin

Jiang, Jinyu Li, and Furu Wei. Vatlm: Visual-audio-text pre-training with unified masked predic-
tion for speech representation learning. IEEE Transactions on Multimedia, 2023.

14



Under review as a conference paper at ICLR 2024

A CONTINUOUS PSEUDO-LABELING DETAILS

Algorithm 1: Audio-Visual Continuous Pseudo-Labeling (AV-SlimIPL)

Data: Labeled videos L = {(as, vi), y: } and unlabeled videos U = {(a;,v;)}

Result: Audio-visual model Mg

Optional step: Train Mg on labeled audio-only data L' = {a;, y; } and restart the optimizer;

1. Train Mg on labeled audio-visual data L = {(as, v;), y; } with modality dropout p,, = p, until

convergence, and restart the optimizer; > Train the seed model.
2. Train Mg on labeled audio-visual data L = {(a;, v;), y: } with modality dropout p},, = p;, for M
steps ; > Begin CPL; "warm up" phase with new modality dropout.

3. while cache is not full at size C do
- Draw a random batch from (a,v) € U;
- Generate its PL g by Mg (a, v) with greedy decoding;
- Store {(a, v), g} into the cache;
- Train Mg on L with augmentation and modality dropout p;,, = p,, for 1 update;
end
repeat
4. Train Mg on L with augmentation and modality dropout p},, = p;, for N, updates;
5. for Ny updates do
- Draw a random batch B = {(a, v), g} from the cache;
- With probability p, B is removed from the cache and replaced by a new unlabeled sample
(a’,v") € U and its PL ¢’ generated by current model state Mg (a, v);
- Train M on batch B with augmentation and modality dropout p,, = p,, for 1 update;
end
until convergence;

Algorithm 2: Audio-Visual Continuous Pseudo-Labeling (AV-EMA-PL)

Data: Labeled videos L = {(a;, v;i), y; } and unlabeled videos U = {(a;,v;)}

Result: Audio-visual model Mg

Optional step: Train Mg on labeled audio-only data L' = {a;, y; } and restart the optimizer;

1. Train Mg on labeled audio-visual data L = {(a;, v;), y; } with modality dropout p,,, = p, until

convergence, and restart the optimizer; > Train the seed model.
2. Initialize Mg = Mo ; > Copy teacher weights from student.
for M steps; > Begin CPL; "warm up" phase with new modality dropout.
do

- Train M on labeled audio-visual data L = {(a;, v;), y; } W/ modality dropout p;,, = p,, for 1 step;
- Update teacher weights: ¢ < a¢ + (1 — «)0
end
repeat
4. Train Mg on L with augmentation and modality dropout p,, = p;, for N, updates;
5. for Ny updates do
- Draw a random batch (a’, v') € U and generate its PL g’ by M (a, v) with greedy decoding
to form a batch B = {(a,v),9};
- Train Mg on batch B with augmentation and modality dropout p;,, = p,, for 1 update;
- Update teacher weights: ¢ < a¢ + (1 — «)0
end
until convergence;

AV-SIimIPL vs AV-EMA-PL. The pseudo-code for AV-SlimIPL and AV-EMA-PL is shown in Al-
gorithm [I] and Algorithm [2] respectively. AV-SLimIPL requires a data structure for maintaining the
cache. The fastest method for doing this is to store the unlabeled samples and pseudo-labels in
CPU memory. While this is practical for the original SlimIPL (Likhomanenko et al.| [2021a) which
only trains with audio, this is infeasible for video with cache sizes C' > 100 due to the large size
of the video frames. For example, a 1s spectrogram contains 80 x 100 = 8,000 values, while 1s
of single-channel video contains 96 x 96 x 25 = 230,400 values. Instead of keeping the sam-
ples in memory, a workaround is to maintain a mapping of unlabeled samples IDs in the dataset
to their PLs. However, this requires loading the unlabeled data twice for each training step on un-
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labeled data: once for pseudo-labeling and once for training on the unlabeled samplfﬂ Loading
video frames is significantly more time-consuming than loading audio due to the larger file sizes.
In comparison, AV-EMA-PL only requires loading the unlabeled data once since the teacher model
is used to generate PLs each time the student model is trained on a batch of unlabeled data. This
requires keeping two copies of the model parameters, however, we find this to be easier on the mem-
ory and CPU thread consumption at the expense of being slightly slower than AV-SlimIPL due to
the re-generation of PLs at every iteration. Therefore, we focused on AV-EMA-PL for our AV-CPL
experiments.

B DATASET STATISTICS

Table B1: Dataset statistics for labeled LRS3 and unlabeled VoxCeleb2-English videos.

Audio duration (s)

Dataset Split # Samples

Mean Std. Min. 25% 50% 75% Max
LRS3 Test 1,321 23 13 0.6 1.4 19 28 62
LRS3 Validation 1,200 35 1.8 0.7 1.9 30 56 62
LRS3, 30h Train 30,782 34 18 0.5 19 30 54 62
LRS3, 433h Train 299,646 53 35 03 26 44 69 867
VoxCeleb2 1,326h Train 628,418 76 38 04 49 63 90 225

Table [BI] shows the number of samples and the length statistics for the sequences in the LRS3
and VoxCeleb2 dataset splits. The VoxCeleb2-English video split is provided by |Shi et al.| (2022a))
according to an off-the-shelf English ASR model. We remove samples longer than 20s to ease the
computational complexity.

C OPTIMIZATION DETAILS

We train all of the models up to 300k-400k steps on 8 A100 GPUs with 80GB of memory. Video
samples with similar lengths are batched together such that the maximum number of frames is 5,680
frames (227s) per GPU. We apply SpecAugment (Park et al., |2019) during training to the input
spectrograms with the following parameters: two frequency masks with frequency parameter ' =
30, ten time masks with time mask parameter 7' = 50 and maximum time-mask ratio p = 0.1. When
fine-tuning on the LRS3 30h training set, we use the same parameters except reduce the number of
time masks to two since the videos are shorter on average. We use the AdaGrad optimizer (Duchi
et al.| [2011) with a learning rate of 0.03. The learning rate is warmed up for 64k steps and then
held constant at 0.03 until 200k steps were reached. Then the learning rate is reduced by 2 every
50k updates if the WER does not improve on the validation set. Dropout and layer drop (Fan et al.,
2020) are set to 0.1 during supervised training and CPL. Gradients are clipped to a maximum norm
of 1.0. For AV-CPL and V-CPL experiments, we use M = 5k warmup steps and o = 0.9999. For
the audio-only SlimIPL experiments, we use a cache size of 500 and M = 20k warmup steps. Our
implementation is in Jax (Bradbury et al.|[2018).

D LANGUAGE MODEL INFERENCE

We train a 4-gram word-level language model on the LRS3 text using KenLM (Heafield, 2011). We
use the Flashlight beam-search decoder (Kahn et al., 2022)) implemented in Torchaudio (Yang et al.,
2022) to integrate the language model. The perplexity on the LRS3 test set using the language model
trained on the 433h training set was 92.5 excluding Out-of-Vocabularies (OOV) and 94.0 including
OOV. The perplexity on the LRS3 test set using the language model trained on the 30h training set
was 112.2 excluding OOV and 122.4 including OOV. We use the LRS3 text to construct a lexicon
file which contains 51,292 words. We tuned the LM weight among {0, 1, 2,4, 8} and word insertion
penalty among {+4, £2, +1, 0} using grid search on the validation set and selected the LM weight
of 2 and word insertion penalty of 0. We use a beam size of 1,500. We use the same LM decoding
hyperparameters for all models.

3Smart data loading with proper pre-fetch is needed here.
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E VALIDATION SET DISCUSSION

LRS3 (Afouras et al., 2018b)) does not provide a validation set, therefore Shi et al.[(2022a)) randomly
selected 1,200 samples (about 1h) from the 30h training set as the validation set. Several works since
then have followed this setup (Haliassos et al., [2023} [Zhu et al., 2023} |Lian et al., [2023} [Hsu et al.,
2021a), however, so far no work has reported the performance of their final models on the validation
set, except for an AV-HuBERT VSR ablation study (Shi et al.||2022a). We find it important to report
the results on the validation set since the hyperparameters are tuned on the validation set with the test
set held out until the final decoding. In most scenarios, the performance on the validation set is better
than performance on the test set. However, for ASR, performance is better on the test set than on the
validation set when using characters as the output units (Table [G2). One interesting observation is
that for VSR, the performance on the validation set is much better than the performance on the test
set (Table[F2), regardless of whether characters or subwords are used as the output units (Table [G3).
In some cases, the performance on the validation set is more than 20% absolute better than on the
test set. |Shi et al| (2022a)) also report better VSR performance on the validation set compared to
the test set by 9% absolute WER (Table D.1). Moreover, better performance on the validation set
does not reliably indicate better performance on the test set. For example, the video-only V-CPL
Base and Large models achieve 37.2% and 27.5% WER respectively on the validation set (Table[F2)
which is a significant difference, but they achieve 55.6% and 55.9% WER respectively on the test
set, which is practically the same result. Upon further investigation, we found that the transcriptions
for 1,044 of the 1,200 samples in the validation set are exact substrings of samples in the training
set, while only 165 of the 1,321 samples in the test set are exact substrings of samples in the training
set, which could potentially explain the discrepancy in performance on the sets and causes concern
about over-fitting to particular sequences. Another reason could be that the test set may have more
challenging visual conditions, for example, the test set may have faces shot at large angles, which
would make VSR harder (Shillingford et al., [2019)).

F AUDIO-ONLY AND VIDEO-ONLY CONTINUOUS PSEUDO-LABELING

Table F1: Comparison of audio-only semi-supervised methods: self-supervised learning and con-
tinuous pseudo-labeling. We reproduced SlimIPL (Likhomanenko et al.,[2021a) on LRS3. The best
results on the test set are bolded both with greedy decoding (“None”) and with language model (LM)
beam-search decoding (LM is trained either on 30h or 433h of LRS3 transcriptions). HuBERT (Hsu
et al.} 2021a) results presented by |Shi et al.[(2022a). All prior works use S2S encoder-decoder trans-
formers w/ or w/o CTC loss except Ma et al.|(2021b)) used Conformer. RAVEn is from Haliassos
et al.|(2023)).

Method Encoder Criterion Labeled Unlabeled PL Stage LRS3 Val WER (%) LRS3 Test WER (%)
Size Data Data None LM30h LM433h None LM30h LM433h
Supervised
RAVEn 328M  CTC+S2S 30h - - - - 9.9 - -
SlimIPL (Ours) 256M CTC 30h - - 20.0 15.4 108 11.1 8.0 7.3
E2E-Conformer - CTC+S2S 433h - - - - - 23 - -
RAVEn 328M  CTC+S2S 433h - - - - - 2.2 - -
SlimIPL (Ours) 256M CTC 433h - 3.4 3.1 2.1 2.5 2.2 2.1
Semi-Supervised
HuBERT 300M S28 30h 433h - - - - 4.5 - -
SlimIPL (Ours) 256M CTC 30h 433h PL LRS3 11.1 8.8 6.1 52 3.6 32
SlimIPL (Ours) 256M CTC 30h 433h +FT LRS3 9.9 8.3 6.5 4.3 32 31
HuBERT 300M S28 30h 1,75%h - - - - 32 - -
SlimIPL (Ours) 256M CTC 30h 1,75%h PL (Vox+LRS3) 122 9.0 59 5.7 39 33
SlimIPL (Ours) 256M CTC 30h 1,326h PL Vox 12.2 9.4 6.2 6.3 43 39
SlimIPL (Ours) 256M CTC 30h 1,75%h +PL LRS3 9.7 8.5 7.3 45 3.4 33
SlimIPL (Ours) 256M CTC 30h 1,759 +FT LRS3 9.4 8.4 74 3.8 32 3.0

In Table [FI] we compare audio-based semi-supervised learning methods: HuBERT (Hsu et all
2021a) as the SSL method and SlimIPL (Likhomanenko et al., |2021a) as the CPL method. We
trained the SlimIPL method ourselves on LRS3 following the original model and hyperparameters.
We report both the greedy and LM decoding results on both the LRS3 validation and test sets. We
use the LRS3 30h training set as the labeled data, and either use the LRS3 433h training set as the un-
labeled data or the combination of the LRS3 433h training data and VoxCeleb2 1,326h training data
as unlabeled data. Comparing the supervised baselines, our model is able to match or outperform
the reported state-of-the-art performance using a simple pipeline (encoder-only transformer with
CTC loss compared to joint CTC and cross-entropy loss with a S2S encoder-decoder transformer).
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Table F2: Comparison of video-only semi-supervised methods: self-supervised learning and contin-
uous pseudo-labeling. AV-HuBERT (Shi et al., 2022a)) results are for training with video-only and
use S2S encoder-decoder transformers. The best results on the test set are bolded both with greedy
decoding (“None”) and with language model (LM) beam-search decoding (LM is trained either on
30h or 433h of LRS3 transcriptions).

Encoder - LRS3  VoxCeleb2 LRS3 Val WER (%) LRS3 Test WER (%)

Method Model Criterion

Size Labeled Unlabeled None LM30h LM433h None LM30h LM 433h

Supervised
AV-HuBERT Base 103M S28 30h - - - 943 - -
V-CPL Base 95M CTC 30h - 113.9 95.5 95.6 1162 95.8 96.1
AV-HuBERT Base 103M S2S 433h - - - - 603 - -
V-CPL Base 95M CTC 433h - 64.1 55.2 50.6 73.6 65.1 65.0
AV-HuBERT Large 325M S2S 30h - - - - 923 - -
V-CPL Large 314M CTC 30h - 101.6 96.2 96.1 103.7 96.5 96.6
AV-HuBERT Large 325M S28 433h - - - - 623 - -
V-CPL Large 314M CTC 433h - 413 35.7 324 66.0 61.1 60.6
Semi-Supervised with External ASR Models
AV-HuBERT Large 325M S2S 433h 1,326h - 51.7
Semi-Supervised with Continuous Pseudo-Labeling (Ours)

V-CPL Base 95M CTC 433h 1,326h 51.3 433 372 63.7 56.4 55.6
V-CPL Large 314M CTC 433h 1,326h 37.1 315 275 610 55.9 559

Comparing the semi-supervised methods, we find that SlimIPL can exceed HuBERT’s performance.
With 30 hours of labeled data and 433h of LRS3 unlabeled data, SlimIPL achieves 3.1% WER com-
pared to HUBERT’s 4.5% WER. Although directly performing CPL on the combination of LRS3
and VoxCeleb2 unlabeled data performs well, we find that performing CPL first on VoxCeleb2 and
then on LRS3, followed by fine-tuning on the 30h labeled data in LRS3 works better and alleviates
the domain mismatch between the labeled and unlabeled data. After these rounds of training on a
total amount of 1,759h of unlabeled data from LRS3 and VoxCeleb2, SlimIPL achieves 3.0% WER
compared to HuBERT’s 3.2% WER. These results show that audio-only CPL methods transfer well
to new datasets and are competitive with SSL methods, even with a simpler pipeline.

In Table [F2] we show the full results of video-only continuous pseudo-labeling (V-CPL), including
results with the Base model and results on the validation set. Our Base models achieve similar per-
formance to the Base video-only AV-HUBERT trained from scratch without self-supervised learning,
although our models use only an encoder with beam-search decoding and a 4-gram LM instead of
a S2S encoder and transformer decoder. Applying V-CPL to the Base model, the WER with LM
decoding is improved to 55.6%, which is even better than the Large model (55.9%). However, the
Large model’s greedy decoding performance (63.7%) is better than the Base model’s (61.0%).

G ABLATION STUDIES

Table G1: Ablation study on video-only continuous pseudo-labeling A (ratio of unsupervised to
supervised updates). Experiments are conducted with LRS3 433h labeled video-only data and Vox-
Celeb2 1,326h unlabeled video-only data. We report greedy (“None”) and beam-search decoding
with a language model (LM) trained on 433h of LRS3 transcriptions.

LRS3 Val WER (%) LRS3 Test WER (%)

NoLM 1LM433h NoLM LM433h

Transformer A

Base 1/1 51.3 37.2 63.7 55.6
Base 3/1 82.1 94.3 99.4 86.3
Base 1/3 68.6 56.1 772 67.9
Large 1/1 37.1 27.5 61.0 55.9
Large 3/1 40.8 29.7 65.9 59.3
Large 1/3 34.0 26.4 60.6 56.0

In Table we study A = Ny /Ny, the ratio of the number of unsupervised to supervised updates
during video-only CPL (V-CPL). We find a ratio of 1/ 1 to work the best in most cases. We therefore
adopt this ratio for the video-only and audio-visual CPL experiments.

In Table [G2] we compare different combinations of output tokens and strides for the supervised
ASR models (Likhomanenko et al., |2021a). We follow |Shi et al.| (2022a) to construct unigram-
based subwords with a vocabulary size of 1k (Kudol 2018). We use 433h of labeled audio from
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Table G2: Ablation study on token set (characters and subwords) vs stride for audio-only ASR using
433h of labeled LRS3 audio and Transformer-Base. We report greedy (“None”) and beam-search
decoding with a language model (LM) trained on 433h of LRS3 transcriptions.

LRS3 Val WER (%) LRS3 Test WER (%)

Tokens Stride

NoLM LM433h NoLM LM 433h
Characters  20ms 53 24 3.2 2.3
Characters  40ms 12.5 7.0 7.4 5.3
Subwords  20ms 3.7 33 8.5 6.9
Subwords  40ms 4.6 3.7 8.9 6.9

LRS3 and the Transformer-Base model. The audio encoder is a convolutional layer with a kernel
width of 7. Prior work keeps the video’s native stride of 40ms and stacks 4 audio spectrogram frames
to match the video frame stride (Shi et al.,[2022a). However, in Table we show that performance
is always better with a 20ms stride using either characters or subwords as the output token. The best
performance is obtained with character tokens and 20ms stride.

Table G3: Ablation study on token set (characters and subwords) for VSR. Experiments are con-
ducted with LRS3 433h labeled video-only data and VoxCeleb2 1,326h unlabeled video-only data.
We report greedy (“None”) and beam-search decoding with a language model (LM) trained on 30h
or 433h of LRS3 transcriptions.

Tokens LRS3  VoxCeleb2 LRS3 Val WER (%) LRS3 Test WER (%)
Labeled Unlabeled None LM30h LM433h None LM30h LM 433h
Characters 30h - 113.9 95.5 95.6 1162 95.8 96.1
Subwords 30h - 97.0 95.5 95.7 98.4 95.6 95.8
Characters 433h - 64.1 55.2 506 73.6 65.1 65.0
Subwords 433h - 57.2 55.6 453  70.7 65.4 64.9
Characters 433h 1,326h 51.3 43.3 372  63.7 56.4 55.6
Subwords 433h 1,326h 46.0 45.2 338 654 61.0 60.6

In Table we compare characters to subwords as the output unit for the video-only model. We
use the video’s native stride of 40ms. Although subwords achieve better performance when training
purely on labeled data, characters achieve significantly better performance when performing pseudo-
labeling with unlabeled data (55.6% vs 60.6%).

We proposed to pre-train the audio encoder for supervised AVSR according to the results in Table[2c]
We show the full results of such pre-training for the Transformer-Base model trained on 433h of
labeled data, including results on the validation set and results with greedy decoding in Table [G4]
We show the results of these experiments for the Large model on 433h in Table [G3] as well as
the Base model on 30h in Table and the Large model on 30h in Table We note that such
pre-training becomes less necessary for the Large model on 433h since the ASR, AVSR, and VSR
performance is nearly the same both with and without pre-training, which shows that it is easier to
learn from both modalities given enough data and representational power.

H AV-CPL FULL RESULTS

We show the full results of AV-CPL using 433h and 30h labeled LRS3 data including results on the
validation set and with greedy decoding in Table [HT]and Table
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Table G4: AVSR modality pre-training ablation with labeled LRS3 433h and Transformer-Base. We
report greedy (“no LM”) and beam-search decoding (“w/ LM”) with a language model (LM) trained
on 433h of LRS3 transcriptions.

Train Mod. ASR WER (%) AVSR WER (%) VSR WER (%)
Mods. PT Drop Val Test Val Test Val Test

NoLM w/LM NolLM w/LM NolLM wLM NoLM w/LM NolLM w/ LM NolLM w/LM

AV - N 259 13.5 24.5 15.4 59 33 6.6 45 68.7 56.3 74.0 66.7
AV - Y 8.7 4.2 4.7 3.0 14.3 7.8 133 9.6 75.7 66.4 81.0 74.6
A - - 5.1 24 38 24 95.6 94.1 95.7 94.8 99.9 99.9 99.8 99.9
v - - 99.9 99.9 99.9 99.9 67.3 49.8 77.6 68.1 67.1 49.9 77.6 67.7
AV A N 6.0 32 4.8 32 3.6 1.9 3.7 2.5 76.9 67.1 79.6 71.3
AV A Y 5.6 2.9 3.6 2.6 5.6 2.8 34 2.6 70.7 60.7 74.9 67.0
AV v N 93.9 92.4 89.7 85.9 14.4 8.7 27.1 21.7 50.5 39.1 69.8 63.8
AV \Y% Y 11.2 5.7 7.2 4.7 19.5 12.3 29.3 235 56.5 472 71.6 66.7

Table G5: AVSR modality pre-training ablation with labeled LRS3 433h and Transformer-Large.
We report greedy (“no LM”) and beam-search decoding (“w/ LM”) with a language model (LM)
trained on 433h of LRS3 transcriptions.

Train Mod. ASR WER (%) AVSR WER (%) VSR WER (%)
Mods. PT Drop Val Test Val Test Val Test
NoLM w/LM NoLM w/LM NolLM wILM NoLM wILM NoLM w/LM NolLM w/LM
AV - N 22.4 13.1 31.6 26.8 4.7 2.4 4.1 3.1 65.2 53.1 66.8 59.3
AV - Y 6.2 3.2 4.2 2.7 6.0 32 4.8 3.1 56.4 459 65.0 58.6
A - - 3.8 2.1 2.7 20 9738 97.8 98.0 98.1 | 999 99.9 99.9 99.9
AV A N 5.8 2.9 4.4 33 4.5 2.3 3.5 2.7 78.6 71.0 79.9 73.7
AV A Y 5.6 3.0 3.9 3.0 54 29 3.7 3.0 60.6 49.8 66.2 58.6

Table G6: AVSR modality pre-training ablation with labeled LRS3 30h and Transformer-Base. We
report greedy (“no LM”) and beam-search decoding (“w/ LM”) with a language model (LM) trained
on 30h and 433h of LRS3 transcriptions.

Train Mod. ASR WER (%) AVSR WER (%) VSR WER (%)
Mods. PT  Drop Val Test Val Test Val Test

NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h

AV - N 89.0 863 62.1 86.3 592 575 83.1 780 463 780 46.1 442 99.1 993  98.1 99.3 984 982
AV - Y 524 38.0 320 404 272 259 745 652 63.1 64.6 537 53.1 100.5 950 95.0 1020 953 955
A - - 22.1 16,6 124 135 88 79| 484 392 343 370 29.1 282 999 999 999 99.9 99.9 99.9
AV A N 319 251 204 212 155 147 245 193 151 159 116 110 94.8 90.0 90.3 95.5 89.8 90.0
AV A Y 233 173 131 139 95 8.9 29.1 222 176 180 123 114 99.7 933 934 101.4 941 943

Table G7: AVSR modality pre-training ablation with labeled LRS3 30h and Transformer-Large. We
report greedy (“no LM”) and beam-search decoding (“w/ LM”) with a language model (LM) trained
on 30h and 433h of LRS3 transcriptions.

Train Mod. ASR WER (%) AVSR WER (%) VSR WER (%)
Mods. PT  Drop Val Test Val Test Val Test

NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h
AV - N 86.8 687 625 844 615 602 81.6 568 459 754 459 437 98.6 973 972 987 971 971
AV - Y 387 309 264 27.0 207 195 67.1 604 585 50.2 43.6 43.0 101.1 975 973 1025 98.0 98.0
A - - 218 174 137 134 100 95| 980 975 972 962 952 950 | 999 999 999 99.9 99.9 99.9
AV A N 250 200 164 160 120 11.6 211 17.1 137 128 9.6 9.0 96.0 90.0 90.3 95.5 88.7 88.6
AV A Y 223 182 144 140 106 10.0 22,1 181 144 134 10.1 9.7 938 869 869 95.1 871 870

Table H1: AV-CPL main results on LRS3 433h labeled videos reported on LRS3 val and test sets.
The seed models use modality dropout p,, = p, = 0.5. We report greedy (“no LM”) and beam-
search decoding (“w/ LM”) with a language model (LM) trained on 433h of LRS3 transcriptions.

Mod.  VoxCeleb2 ASR WER (%) AVSR WER (%) VSR WER (%)
Model Drop Unlabeled Val Test Val Test Val Test

Py =Dl NoLM w/LM NolLM w/ILM NolLM w/ILM NolLM wILM NoLM wILM NoLM w/LM
Base Seed - 5.6 2.9 3.6 2.6 5.6 2.8 34 2.6 70.7 60.7 74.9 67.0
Base 0.1 1,326h 9.9 49 4.8 33 9.2 49 4.6 3.0 4.5 30.9 55.8 48.4
Base 0.5 1,326h 7.0 34 35 2.2 6.3 3.1 3.2 2.0 61.6 46.8 64.9 55.7
Large Seed - 6.2 32 42 2.7 6.0 32 4.8 3.1 56.4 459 65.0 58.6
Large 0.1 1,326h 8.8 4.6 4.9 34 8.0 4.1 4.4 3.0 333 24.1 51.0 453
Large 0.5 1,326h 5.1 3.0 3.0 23 4.8 2.8 3.2 22 46.0 34.7 54.3 47.4
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Table H2: AV-CPL main results on LRS3 30h labeled videos reported on LRS3 val and test sets.
The seed models use modality dropout p,,, = p, = 0.5 while the AV-CPL models use modality
dropout p!/, = p!, = 0.1. We report greedy (“no LM”) and beam-search decoding with a language
model (LM) trained on 30h and 433h of LRS3 transcriptions.

Unlabeled ASR WER (%) AVSR WER (%) VSR WER (%)

Model Hours  PL Stage Val Test Val Test Val Test

NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h NoLM 30h 433h
Base - Seed 233 173 131 139 95 8.9 29.1 222 176 180 123 114 99.7 933 934 101.4 941 943
Base 433h  PLLRS3 293 279 184 169 148 132 329 285 229 222 18.0 170 712 614 589 745 66.6 66.4
Base 1,759h  PL (Vox + LRS3) 220 179 106 142 107 9.5 208 17.0 111 128 9.0 8.2 712 625 599 70.5 632 629
Base 1,326h  PL Vox 284 246 180 20,6 151 144 30.6 248 209 192 143 136 74.1 663  65.0 71.7 635 633
Base 1,759h  +PLLRS3 247 206 134 152 120 108 266 229 183 179 144 136 61.6 519 49.1 653 573 573
Large - Seed 223 182 144 140 10.6 10.0 22.1 181 144 134 10.1 9.7 93.8 869 86.9 95.1 87.1 87.0
Large 433h  PLLRS3 190 161 113 129 102 95 189 160 117 122 96 9.0 582 50.1 472 67.8 614 613
Large 1,759h  PL (Vox + LRS3) 17.4 139 8.9 98 71 6.6 17.6 14.3 9.0 95 74 6.4 664 60.1 575 68.1 625 624
Large 1,326h  PL Vox 331 197 208 19.7 162 154 286 166 17.1 16.6 128 122 741 702 643 702 632 63.1
Large 1,759h  +PL LRS3 196 172 115 13.1 108 10.0 203 203 127 133 131 104 549 481 433 63.1 575 56.7
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