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Abstract

Deep neural networks often suffer performance drops when
test data distribution differs from training data. Domain
Generalization (DG) aims to address this by focusing on
domain-invariant features or augmenting data for greater
diversity. However, these methods often struggle with lim-
ited training domains or significant gaps between seen
(training) and unseen (test) domains. To enhance DG ro-
bustness, we hypothesize that it is essential for the model
to be trained on data from domains that closely resemble
unseen test domains—an inherently difficult task due to the
absence of prior knowledge about the unseen domains. Ac-
cordingly, we propose ConstStyle, a novel approach that
leverages a unified domain to capture domain-invariant fea-
tures and bridge the domain gap with theoretical analysis.
During training, all samples are mapped onto this unified
domain, optimized for seen domains. During testing, un-
seen domain samples are projected similarly before predic-
tions. By aligning both training and testing data within this
unified domain, ConstStyle effectively reduces the impact
of domain shifts, even with large domain gaps or few seen
domains. Extensive experiments demonstrate that Const-
Style consistently outperforms existing methods across di-
verse scenarios. Notably, when only a limited number of
seen domains are available, ConstStyle can boost accuracy
up to 19.82% compared to the next best approach.

1. Introduction

Deep neural networks (DNNs) often experience significant
performance degradation when deployed on unseen test do-
mains, which differ in distribution from the training data.
This issue, known as domain shift, poses a fundamental
challenge in real-world applications where data distribu-
tions are inherently diverse and unpredictable. Since it is
impractical to collect data representative of all possible do-
mains, bridging the gap between training (seen) and test-
ing (unseen) domains is crucial for achieving robust perfor-
mance—yet remains a major hurdle.

*Corresponding Authors

Domain generalization (DG) addresses this issue by
training models that generalize well to unseen domains
without relying on their data during training [20, 30]. Ex-
isting DG methods primarily focus on two strategies: (1)
learning domain-invariant features, and (2) augmenting
training data to enhance domain diversity. Invariant rep-
resentation learning methods extract shared features across
domains, minimizing the impact of domain-specific varia-
tions [2, 3, 11, 15]. However, these approaches typically
require numerous diverse domains to effectively capture in-
variance, making them costly and often impractical. Alter-
natively, data augmentation methods increase domain diver-
sity [10, 13, 26, 29], fundamentally based on the assumption
that training with more data from diverse domains will pro-
duce better performance. Yet, our empirical analysis shows
that increasing the number of seen domains does not always
improve performance on unseen domains. In fact, train-
ing on fewer but carefully selected domains can sometimes
yield better generalization, such as resulting in higher accu-
racy, as shown in Figure 1 or having greater class separa-
tion, as shown in Figure 2.

Furthermore, existing methods typically emphasize the
training process, focusing on seen domains while neglect-
ing the testing phase, where the domain gap becomes most
pronounced. This oversight reveals another key limitation
in current approaches, as they do not adequately address
the unseen domain at inference time. This leads to a criti-
cal question: How can we enhance model generalization on
unseen domains that are unknown during training but must
be handled effectively during inference?

To overcome these challenges, we propose ConstStyle,
a novel DG framework that unifies the treatment of both
training and testing processes. ConstStyle leverages our
newly introduced concept of unified domain, which acts as a
common representation space that minimizes style discrep-
ancies between different domains, both seen and unseen.
Specifically, during training, all samples are aligned with
this unified domain to extract consistent features. At infer-
ence, test samples undergo a style transformation to match
the unified domain. By aligning data in this manner, Const-
Style reduces the impact of domain shifts, even when there
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(a) Digits5 dataset. (b) VLCS dataset.

Figure 1. Accuracy of ConvNet with varying
numbers of seen domains during training. In
some cases, using fewer seen domains leads to
improved performance.

(a) Training ConvNet with 4 seen do-
mains (left) vs single seen domain (right)
on Digits5 dataset.

(b) Training ResNet18 with 3 seen do-
mains (left) vs single seen domain (right)
on VLCS dataset.

Figure 2. The illustrations indicate that training on a single seen domain can
sometimes produce more defined class boundaries than training across multiple
domains. Each dot represents an instance, with colors signifying the labels.

is a significant gap between seen and unseen domains. Our
approach is grounded in a theoretical framework that guides
the selection of the unified domain to optimize generaliza-
tion, providing a robust solution to the DG problem.

The main contributions of this paper are as follows:
• We propose ConstStyle, a novel domain generalization

framework that projects all data into a unified domain, ad-
dressing both training and testing phases to improve gen-
eralization on unseen domains.

• We present a theoretically grounded algorithm for defin-
ing such the unified domain, ensuring its reliability and
effectiveness in reducing domain shifts.

• We introduce an alignment algorithm that projects unseen
samples onto the unified domain during testing, with the
goal of reducing information loss and closing the domain
gap between the testing and training domains. This algo-
rithm is backed by a theoretical analysis that establishes
performance bounds for the model on unseen domains.

• Extensive experiments in various scenarios with bench-
mark datasets: PACS, Digit5, and Duke-Market101, show
that ConstStyle improves precision up to 19.82%.

2. Related works

Domain Generalization (DG) is a pivotal research area
aimed at enhancing model robustness and reliability, es-
pecially in high-stakes applications. DG focuses on out-
of-distribution generalization, enabling models to perform
well on unseen domains by training on one or more source
domains. Various methods have been proposed to address
domain shifts, generally categorized into the following ap-
proaches.
Invariant Representation Learning. Invariant represen-
tation learning seeks to extract features consistent across
domains. Domain alignment methods, such as CIDDG
[11], minimize distributional differences across domains.
Rather than enforcing invariance across all features, dis-
entangled feature learning approaches [1, 15] separate fea-
tures into domain-specific and domain-invariant compo-
nents, then learn them simultaneously. To further enhance
this, authors in [2] introduce RIDG, a method that learns

to ensure representations for samples within the same class
remain consistent across domains by utilizing a rationale
matrix and rationale invariant loss function, fostering im-
proved generalization. Additionally, normalization tech-
niques [3, 14] remove style information to produce invari-
ant representations. Despite their promising results, these
methods require a large number of domains to effectively
extract invariant features, posing challenges when deploy-
ing the model in real-world environments.
Data Augmentation. Numerous strategies, based on im-
age level, such as AugMix [7] and CutMix [23] are de-
veloped to achieve robust augmentation. Mixup [24] goes
further by using pairwise linear interpolation in both image
and label spaces, while Manifold Mixup [18] extends this
to the feature level, boosting generalization. Additionally,
[19] enhances the robustness by generating adversarial ex-
amples from hypothetical target domains, thereby strength-
ening the robustness of the model. Taking a different ap-
proach based on the observation that style statistics (mean
and covariance) capture essential style information specific
to each domain, style augmentation increases the training
data quantity. For instance, StyDeSty [12] uses the styl-
ization module to generate various style versions given a
source domain. TF-Cal [27] utilizes linear combinations
of two seen styles and combinations of a seen style with
the representative style, while MixStyle [29] mixes the seen
style within batches to increase the diversity of the source
domain. DSU [10] further estimates feature statistic un-
certainty to sample new style features, simulating out-of-
distribution domains, while CSU [26] incorporates feature
correlation in style mixing to retain semantic consistency,
and Style Neophile [9] selects style prototypes from a style
queue based on Maximum Mean Discrepancy, capturing
source style distributions. However, as shown in our anal-
ysis 4.2.5, training with numerous domains does not al-
ways enhance model performance due to the dissimilarity
between source and unseen domains.

To address the aforementioned challenges, we introduce
ConstStyle, a novel approach that alleviates the domain
shift problem by projecting all domains into a unified space.
This reduces the impact of domain limitations while en-
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Figure 3. Overview of ConstStyle.

abling the model to learn consistent features, thereby en-
hancing its generalizability.

3. Our Proposed ConstStyle
3.1. Preliminaries
Notations and Definitions. Throughout this paper, we as-
sume that there are N seen domains S1, ...,SN and M un-
seen domains U1, ...,UM (where N and M are not known in
advance). We focus on the classification task. Let ω denote
the model of interest, which consists of two components: a
representation learning module, denoted by θ, and a classi-
fier head, denoted by ζ. As noted in previous studies [29],
the intermediate layers of θ often capture domain-specific
style information. Thus, θ can be decomposed into two
parts: θ = θf (θs(x)), where θs serves as the style extractor,
and θf generates the final representation of the image [8].

Definition 1 (Instance Style) Given an input image x, let
zx ∈ RC×H×W be the style feature of x, i.e., zx = θs(x).
We define by ϵx the style statistic of x, which captures the
channel-wise mean and variance of zx. Specifically, we ex-
press ϵx as ϵx = concat(µx, σx), where µx ∈ RC and
σx ∈ RC are defined as follows:

µxc
=

1

HW

H∑
h=1

W∑
w=1

zxc,h,w
,

σxc
=

√√√√ 1

HW

H∑
h=1

W∑
w=1

(zxc,h,w
− µxc

)2.

Definition 2 (Domain Style) Let S be a domain and
DS a set of data samples belonging to S, DS =
{(x1, y1), ..., (x|DS |, y|DS |)}, and let ϵxi

be the style statis-
tic of instance xi. We define the style of domain DS , denoted
as PS as multivariate normal distribution representing the
style statistics of DS ’s elements, i,e,., {ϵxi

}|DS |
i=1 . The mean

ϵS and variance ΣS of PS is calculated as follows:

ϵS =
1

|DS |

|DS |∑
i=1

ϵxi
,ΣS =

1

|DS |

|DS |∑
i=1

(ϵxi
− ϵS)

T (ϵxi
− ϵS).

Problem Formulation. Let (X ,Y) denote the space of in-
puts and labels. The DG problem asks us to identify a model
ω∗, which is trained on all seen domains {Sk}Nk=1, and per-
forms well on both seen domains {Sk}Nk=1 and unseen do-
mains {Uj}Mj=1 (j = 1, ...M ). This can be formulated as
follows:

ω∗ = argmin
ω

 M∑
j=1

E
(u,y)∈Uj

[l(ω(u), y)]

+

N∑
k=1

E
(x,y)∈Sk

[l(ω(x), y)]

)
,

where l is the loss function, which is varied depending on
the task (e.g. cross entropy loss for the classification task).

3.2. Overview
Figure 3 presents the workflow of ConstStyle, designed to
enhance accuracy across both seen and unseen domains by
addressing both training and testing phases. In the training
phase, ConstStyle follows three main steps: (i) determining
the style of the unified domain; (ii) transforming the style
of all samples in the training data set (from the seen do-
mains) to match the unified domain’s style; and (iii) training
the model using these style-aligned samples. In the testing
phase, samples from the unseen domain are first adjusted to
align with the unified domain style before being processed
by the trained model for inference.

A central challenge is defining an appropriate unified do-
main, especially since unseen domains are unknown during
training. To tackle this, we introduce an algorithm that con-
structs the unified domain using only information from seen
domains, optimizing its selection for better performance on
seen data. However, since the unified domain is defined
solely using information from seen domains, a significant
gap may exist between the unified and unseen domains.
This can lead to substantial data distortion when mapping
unseen samples to the unified domain, potentially decreas-
ing model performance. To address this issue, we propose
a partial alignment algorithm that efficiently aligns the test
samples to the unified domain. This solution balances the
alignment of the testing sample style with the trained style
(thus addressing the domain shift) while preserving the es-
sential information of the testing data (thus avoiding perfor-
mance degradation due to excessive data distortion).

The details of the algorithm for determining the style of
the unified domain are presented in Section 3.3, while the
algorithms for the training and testing process are detailed
in Sections 3.4 and 3.5.

3.3. Unified Domain Determination
The unified domain is designed to maximize the model’s
performance on seen domains. To this end, our unified do-
main is defined as follows.
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Definition 3 (Unified Domain) Given N seen domains
{Sk}Nk=1, each Sk has an associated domain style PSk

fol-
lows a distribution N (ϵSk

,ΣSk
). The unified domain T is

the one with the domain style that serves as the Barycenter
of {PSk

}Nk=1 (denoted as B). Specifically, the Barycenter
[31] is a distribution, i.e., B ∼ N (ϵB ,ΣB), that intuitively
minimizes the total distance to {Pk}Nk=1, where ϵB is deter-
mined as follows:

ϵB =
1

N

N∑
k=1

ϵSk
.

The covariance matrix ΣB is obtained by solving an itera-
tive optimization problem. Starting with an initial covari-
ance matrix ΣB0 = 1

N

∑N
k=1 ΣSk

, the update formula at
each iteration i is given by:

ΣBi+1
=

1

N

N∑
k=1

(
Σ

1
2

Bi
ΣSk

Σ
1
2

Bi

) 1
2

.

Next, we explain the rationale behind our unified domain
and present a theoretical analysis of the model’s perfor-
mance when trained with data projected onto this domain.
Theoretical Analysis. Let Dk denote the dataset from do-
main Sk, and DT

k represent Dk after it has been mapped to
the unified domain. Naturally, the model ω often achieves
optimal performance on the seen domain Sk when trained
directly on the original dataset Dk. Therefore, we aim at
designing a unified domain such that training ω on DT

k

achieves performance comparable to training on Dk.

Lemma 1 Let ω∗ and ωT be the models trained using Dk

and DT
k , respectively. Let us denote by LSk and LST

k the
empirical losses of ω∗ and ωT calculated over Dk and
DT

k , respectively. Then, the gap between LSk and LST
k is

bounded as follows:

LST
k − LSk ≤ β × (Dµ(T ,Sk) +Dσ(T ,Sk)) , (1)

where Dµ(T ,Sk) and Dσ(T ,Sk) denote the distances be-
tween the means and standard deviations of distributions of
unified domain T and seen domain Sk, respectively; β is
the upper bound of Lipschitz coefficient of the loss function
on all seen domains. (The proof is shown in Suppl. B.1).

Theorem 1 The disparity in empirical losses computed
across all the seen data, between the model trained on data
projected onto the unified domain and those trained on the
original data from the seen domains {Sk}Nk=1, is bound by
the following inequality:

N∑
k=1

(
LST

k − LSk

)
≤ β ×

N∑
k=1

(Dµ(T ,Sk) +Dσ(T ,Sk)) .

(2)
(The proof is presented in Suppl. B.2)

Theorem 1 suggests that the unified domain should be se-
lected to minimize the distance on the right side of (2).
Practical Algorithm. Now, assuming that we have n train-
ing samples: {(xi, yi)}ni=1, with each xi associated with a
style statistic ϵxi

. If the seen domains {Sk}Nk=1 related to
these samples are known, Definition 3 could be applied di-
rectly to determine the unified domain style.

In practical scenarios, however, we usually have only
the training samples without specific domain labels. To
address this, we introduce an efficient algorithm to esti-
mate the style statistics of the seen domains before applying
Definition 3. Specifically, we utilize a Gaussian Mixture
Model (GMM) to capture the distribution of the style statis-
tics {ϵxi}ni=1. The GMM Expectation-Maximization Algo-
rithm is then employed to cluster {ϵxi}ni=1 into N ′ distinct
groups. The number of clusters N ′ is treated as a hyperpa-
rameter (which can be set to the number of seen domains
if this information is known). Since samples from the same
domain typically exhibit similar style statistics, each clus-
ter approximately represents style statistics from the same
domain. Consequently, the distribution of each cluster can
be considered as an approximate style statistic for that do-
main. Finally, Definition 3 is applied to the normal distribu-
tions associated with these clusters to establish the unified
domain’s style statistic.

In practice, calculating the exact Barycenter can be com-
putationally intensive. Thus, a straightforward yet effective
approximation involves defining domain style of the unified
domain, i.e., PT = N (ϵT ,ΣT ), by averaging the style dis-
tribution of the clusters as follows:

ϵT =
1

N ′

N ′∑
k=1

ϵCk
,ΣT =

1

N ′

N ′∑
k=1

ΣCk
, (3)

where N ′ is the number of clusters, and ϵCk
, ΣCk

are mean
and covariance matrix of the Gaussian distribution associ-
ated with cluster Ck, respectively. Details of the unified
domain determination is provided in Algorithm 2 (Supple-
mentary).

3.4. Training Process
Style transformation involves adapting the original style of
training samples to match the style of the unified domain.
This process relies on a trained model to extract the style
features from the samples. To achieve this, we split the
ConstStyle training process into two stages: Initial Train-
ing and Unified-Style Training. In the initial training phase,
we train a model using the original training data to develop
a feature extractor capable of capturing the style features of
the samples. In the subsequent phase, the feature extractor
is used to transform all training data to match the style of
the unified domain. The model is then trained using these
style-aligned samples. To save training costs, we perform
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the initial training phase for only a few epochs (instead of
training until convergence), to establish the initial unified
domain. Afterward, we utilize the feature extractor from
unified-style training.
Initial Training. Initially, the model ω is trained on the
original training dataset using the traditional Empirical Risk
Minimization (ERM) approach. Assume that the model ob-
tained after the first training epoch is ωo = ζo(θof (θ

o
s)),

where θos denotes the style feature extractor, θof the re-
maining encoder component, and ζo the classification head.
Then, each training sample xi is fed through θos(.) to get
its original style feature zoxi

= θos(xi). These style features
are used to determine the initial unified domain T o as de-
scribed in Section 3.3. Once the unified domain is acquired,
the training process shifts to the second phase, where the
model is trained with data transformed to the unified do-
main through a style transformation procedure.
Unified-Style Training. ωo and T o are used as the ini-
tial points for this training process. At each training epoch
during this phase, each image xi in the training batch is
fed through the current style extractor θs(.) to get its orig-
inal style feature zxi

= θs(xi). This original style statistic
is then aligned with a random style statistic ϵs = (µs, σs)
sampled from the unified domain’s style distribution PT =
N (ϵT ,ΣT ) as follows:

zTxi
= σs ×

zxi
− µx

σx
+ µs. (4)

After transformation, the new style feature zTxi
is fed into the

model ω for further training, i.e., ω = ζ(θf (z
T
xi
)). Back-

propagation is performed across all components of ω, in-
cluding the feature extractor θs(.). The unified domain T
is periodically updated every γ epochs, a strategy that im-
proves unified domain quality while preserving training sta-
bility. It is worth noting that, through this projection pro-
cess, the model is trained on E ∗ D different variations of
style features (where E is the number of training epochs
and D is the total seen data), all aligned with the unified
domain. This strategy not only expands the training dataset
but also enriches the diversity of style features specific to
the unified domain, thereby enhancing the model’s adapt-
ability to it. Details of the training process are presented in
Algorithm 1 in Supplementary.

3.5. Inference Process
To bridge the domain gap between test and training data,
we introduce a novel approach that aligns the style of test
samples with the unified domain prior to inference. The
challenge here is that since the unified domain is entirely
defined based on the seen domains, the gap between the uni-
fied domain and the test domains (unseen domains) can be
quite large, leading to the potential loss of original charac-
teristics in the data after being aligned with the unified do-

main1. To address this issue, we employ a partial projection
strategy that balances transforming the style of test samples
to match the unified domain while preserving their original
characteristics.

Specifically, let ω∗ = ζ∗(θ∗f (θ
o
s)) be the model obtained

after the training phase. In the inference phase, each testing
sample u is firstly fed into θos to get the style feature zou.
This style feature is then partially aligned with the unified
domain’s style to generate a new style feature, denoted as
zTu . This zTu is subsequently input into ζ∗(θ∗f (.)) to yield
the final prediction result. The formula below is used to
align the style zou of a test sample u:

zTu = (α× σu + (1− α)× σT )
zou − µu

σu

+ (α× µu + (1− α)× µT ) , (5)

where (µu, σu) is the original style statistic of u, and ϵT =
(µT , σT ) is the mean; α is a hyperparameter in the range
of (0, 1) controlling the extent to which the original feature
is preserved. Specifically, α = 0 indicates that the test-
ing data is completely mapped to the unified domain, while
α = 1 keeps the test data in its original state. We perform
an ablation study with different values of α to examine its
effects and assess our alignment algorithm (see Supplemen-
tary E.4). Additionally, we present below a theorem that
establishes a bound on the distance between the empirical
losses of the model on unseen and seen domains.

Theorem 2 Let S and U be the set of data from all seen and
unseen domains, respectively; DST and DUT be the set of
seen data and unseen data after projected onto the unified
domain using our algorithm; LUT

and LST

be the empir-
ical losses of models trained by DST and DUT calculated
over the seen and unseen data, respectively. The difference
of LUT

and LST

is bounded by the following inequality:

LUT

− LST

≤ α× β × (Dµ(U , T ) +Dσ(U , T )) (6)

+ ϵ×
√

2.T r(I),

where Dµ(T ,U) and Dσ(T ,U) represent the distances be-
tween the mean and variance of the distributions of T and
U . Tr(I) represents the trace of the identity matrix I , which
is the sum of the diagonal elements of the matrix. I is the
identity matrix with dimensions C×H×W , where C,H,W
are the channel, height, and width dimensions of the output
of θs. (The proof is provided in Suppl. B.3).

We provide details of the inference process in Algorithm 3
in Supplementary.
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Method Venue In-domain combinations Avg
A, C, S P, C, S P, A, S P, A, C

ERM - 95.02 95.91 95.75 97.08 95.94
MixStyle [29] ICLR 2021 94.66 95.78 96.01 96.59 95.76
DSU [10] ICLR 2022 94.78 96.65 96.39 97.40 96.30
CSU [26] WACV 2024 94.78 96.52 96.13 97.07 96.12

ConstStyle Ours 95.37 97.02 96.39 97.24 96.50

Table 1. In-domain performance of ConstStyle compared with
baselines on PACS datasets. P, A, C, S denote Photo, Art, Car-
toon, Sketch. The best result is colored purple and the second
best result is colored blue.

4. Experimental Evaluation
We conducted a series of experiments to assess ConstStyle’s
effectiveness across various scenarios. The evaluation cov-
ered three primary tasks: image classification, image cor-
ruption, and instance retrieval, offering a thorough analysis
of the method’s robustness under different conditions.

4.1. Settings
Image Classification. We address the style-shift problem
and evaluate our method on the PACS dataset [4], a Do-
main Generalization benchmark with four styles (Photo,
Art, Cartoon, Sketch). Following [22], we conduct exper-
iments under two scenarios: (1) a single unseen domain,
where the model trains on three domains and tests on the
fourth [10, 26, 29], and (2) multiple unseen domains, where
training is further restricted to assess generalization. Ad-
ditionally, we evaluate the Digits5 dataset [21] to improve
robustness across five domains.
Image Corruption. We further assess the robustness of
our method against image corruption using the CIFAR10-
C dataset [6], which includes 19 types of corruption at five
severity levels. Higher levels indicate stronger corruption.
CIFAR10 serves as the source domain and CIFAR10-C as
the target domain.
Instance Retrieval. For the instance retrieval task, we
evaluate re-ID methods, matching individuals across cam-
era views. Market1501 [28] and Duke [16] are used in-
terchangeably for training and testing. Performance is as-
sessed using the ranking accuracy and mean average preci-
sion (mAP). In all experiments, we set α = 0.6 for PACS
dataset and α = 0.5 for Digit5 dataset and report the results
with ERM refers to the approach that trains the model using
Empirical Risk Minimization loss. Details of experimental
settings are provided in Suppl. C.

4.2. Image Classification
4.2.1. In-domain Performance
We first evaluate ConstStyle’s performance on the seen do-
mains. As shown in Table 1, ConstStyle outperforms ex-

1This issue does not arise with data from seen domains, as the unified
domain is designed to closely align with them.

Method Venue Domains Avg
Art Cartoon Photo Sketch

ERM - 77.10 77.77 96.40 68.17 79.86
Crossgrad [17] ICLR 2018 78.12 77.90 96.64 70.64 80.82
Mixup [24] ICLR 2018 78.71 74.53 96.16 66.24 78.91
Cutmix [23] ICCV 2019 77.49 73.33 96.34 69.80 79.24
EDFMix [25] CVPR 2022 83.05 81.05 96.64 76.50 84.31
RIDG [2] ICCV 2023 80.17 78.32 96.82 72.32 81.90
MixStyle [29] ICLR 2021 81.25 80.03 96.82 72.17 82.57
DSU [10] ICLR 2022 83.94 81.10 96.23 79.05 85.08
CSU [26] WACV 2024 84.62 82.21 96.41 78.11 85.33

ConstStyle Ours 85.45 82.42 96.89 82,32 86,77

Table 2. Performance of ConstStyle compared with baselines on
PACS datasets.The best result is colored purple and the second
best result is colored blue.

Method Venue Domains Avg
MNISTM SVHN SYN USPS MNIST

ERM - 67.45 77.16 86.43 96.90 98.30 85.24
Crossgrad[17] ICLR 2018 69.03 77.20 86.93 96.9 69.03 85.65
Mixup [24] ICLR 2018 64.08 79.32 81.34 94.51 98.30 83.50
Cutmix[23] ICCV 2019 65.45 79.55 84.60 95.90 98.30 84.36
EDFMix[25] CVPR 2022 70.95 77.55 86.94 96.98 98.30 86.14
RIDG[2] ICCV 2023 67.35 79.18 86.86 97.04 98.30 85.95
MixStyle[29] ICLR 2021 61.48 57.18 64.17 87.58 96.90 73.06
DSU[10] ICLR 2022 67.84 77.01 87.21 96.55 98.30 85.38
CSU[26] WACV 2024 68.25 78.60 86.70 96.40 98.30 85.65

ConstStyle Ours 71.51 79.9 87.90 96.80 98.30 86.88

Table 3. Performance of ConstStyle compared with baselines on
Digits5 datasets. The best result is colored purple and the second
best result is colored blue.

isting methods in three out of four cases and achieves the
highest overall accuracy. Compared to the standard ERM
approach, ConstStyle improves performance by 0.56% and
further exceeds the second-best method by an additional
0.2% in accuracy.

4.2.2. Generalization on Multi-domain Classification
Tables 2 and 3 provide a summary of the comparison be-
tween ConstStyle and existing approaches on the image
classification task. As shown, ConstStyle surpasses all other
methods on the PACS dataset and achieves the highest per-
formance on four out of five unseen domains in the Dig-
its5 dataset. Regarding the average accuracy across unseen
domains, ConstStyle leads on both datasets. For particu-
larly challenging domains such as Art, Cartoon, and Sketch,
ConstStyle improves performance by 0.21% to 4.21% over
the second-best method. In the Sketch domain specifically,
where the unseen domain style statistics vary significantly
from the training domains, ConstStyle achieves the largest
improvement over other methods, underscoring its capa-
bility to handle substantial domain gaps. On the Digits5
dataset, ConstStyle also shows superior performance over
baseline methods, with the greatest improvement observed
in the MNISTM domain, which presents the greatest chal-
lenge. These results highlight ConstStyle’s strong adapt-
ability and robustness in diverse, difficult settings.

3179



Figure 4. Effect of domain gap. ConstStyle achieves significantly
better performance than other methods in handling severe domain
gaps.

4.2.3. Robustness Against the Numbers of Unseen Do-
mains

Previous studies have generally evaluated their methods
with limited setups, often using scenarios with only a single
unseen domain. To offer a more thorough evaluation, we
conduct experiments with various numbers of unseen do-
mains. Specifically, we incrementally increase the number
of unseen domains to two for the PACS dataset and three for
the Digits5 dataset. Detailed results for the PACS dataset
are shown in Table 4, while those for the Digits5 dataset
are provided in the Suppl. D.1. As shown, ConstStyle con-
tinues to achieve the highest accuracy even when the num-
ber of seen domains is reduced and the number of unseen
domains is increased, demonstrating its strong generaliza-
tion capability. Specifically, ConstStyle improves accuracy
by 1.36% when the test domains are Art and Cartoon, and
achieves a notable 5.91% increase over the state of the art
when Cartoon and Sketch are the unseen domains. On av-
erage, ConstStyle increases overall performance by 2.43%,
underscoring its consistent effectiveness as the number of
training domains varies.

4.2.4. Impacts of Domain Gap
We conduct experiments to evaluate the performance of
ConstStyle when confronted with unseen domains that may
exhibit varying degrees of distance from the seen domains.
Specifically, we train the model on a specific seen domain,
then perform inference on various unseen domains, and in-
vestigate how the model’s accuracy changes. We utilize the
Fréchet distance [5] (also known as the 2-Wasserstein dis-
tance) to model the gap between domains’ style distribu-
tions. The results are shown in Figure 4. In general, as
the distance between domains increases, the performance

Method Venue A,P C,P P,S A,C A,S C,S Avg

ERM - 74.50 84.92 76.27 64.79 69.31 52.18 70.32
Crossgrad[17] ICLR 2018 74.26 85.12 76.92 64.16 69.96 51.27 70.28
Mixup[24] ICLR 2018 76.46 82.78 73.24 64.34 66.23 51.27 68.51
Cutmix[23] ICCV 2019 73.66 82.63 76.38 64.43 69.76 49.09 69.32
EFDMix[25] CVPR 2022 78.56 86.72 80.90 71.10 76.28 54.28 74.64
RIDG[2] ICCV 2023 75.49 84.57 77.00 67.75 70.03 53.42 71.37
MixStyle[29] ICLR 2021 75.60 86.79 80.54 72.10 73.34 55.58 73.99
DSU[10] ICLR 2022 80.36 86.14 83.56 73.49 77.49 62.40 77.24
CSU[26] WACV 2024 82.92 87.49 83.52 74.59 77.42 64.30 78.38

ConstStyle Ours 84.64 87.49 85.28 75.95 81.29 70.21 80.81

Table 4. Performance comparison on the PACS dataset across six
scenarios with different combinations of unseen domains. The best
result is colored purple and the second best result is colored blue.

of the methods tends to decrease. However, ConstStyle
consistently delivers the highest accuracy and the slowest
rate of performance decline across all scenarios. Specifi-
cally, when the training domain is Photo, ConstStyle outper-
forms CSU, with the performance gap ranging from 0.14%
to 15.03% as the distance between seen and unseen domains
grows. Additionally, ConstStyle shows a performance gap
of up to 4.54% when the training domain is Art and 3.95%
when the training domain is Cartoon. These results high-
light the importance of projecting data onto a common do-
main, which helps mitigate domain gaps and enables the
extraction of the most relevant cross-domain features.

4.2.5. Impacts of the Number of Seen Domains
Performance comparison between the models. We com-
pare the performance of the methods with the varying num-
ber of seen domains (Figure 5). As shown, reducing the
number of training domains tends to negatively impact the
models’ generalizability due to the less diverse features
learned from the data. However, there are some special
cases where training the model with fewer domains is more
effective compared with more domains, which will be dis-
cussed later. Despite the significant decline in performance
across methods, ConstStyle exhibits the slowest degrada-
tion, which can be observed when comparing with the
second-best method, CSU. Specifically, ConstStyle main-
tains an accuracy advantage of up to 19.82% when trained
on Sketch and tested on Art, and up to 15.02% when trained
on Cartoon and tested on Sketch, outperforming CSU. In
the Digit5 dataset, ConstStyle achieves a performance gap
of up to 2.77% when the test domain is SVHN and up to
3.19% when the test domain is SYN, compared to CSU.
When does training with fewer domains result in bet-
ter performance? As previously discussed, training with
a wide range of domains does not necessarily yield better
performance. To explore this further, we conducted experi-
ments on PACS dataset, varying the number of training do-
mains. In each experiment, we set Sketch as the test do-
main and began by training the model with Art as the only
seen domain. We then gradually added more domains to the
training set, calculating the distance between the seen and
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(a) PACS dataset with Test domains are Art (left) and Sketch (right).

(b) Digit5 dataset with Test domains are SVHN (left) and SYN (right).

Figure 5. Effects of the number of training domains. ConstStyle
consistently delivers the best performance across all scenarios.

Figure 6. Style statistics for different domain combinations when
training ResNet18 with Sketch as the test domain. Accuracies for
each domain combination are 67.44%, 44.57%, and 46.23%.

unseen domains after each addition. These results, illus-
trated in Figure 6, reveal that model performance improves
only when the added domains decrease the domain gap to
the unseen domain.

4.3. Robustness Against Image Corruption

Table 5 presents the results, revealing that as corruption lev-
els increase, the performance advantage of ConstStyle over
existing methods becomes more pronounced. ConstStyle
secures the top performance in four out of five cases, with
the only exception occurring at the lowest corruption level,
where unseen domains closely match the seen domains. On
average, ConstStyle achieves the highest performance with
a 1.04% improvement over the second-best method. Com-
pared to the ERM method, which performs best at the low-
est corruption level, ConstStyle surpasses it by 0.36% to
15.83% across higher corruption levels. Moreover, Const-
Style outperforms other style-based methods with improve-
ments ranging from 0.75% to 4.96%, emphasizing its re-
silience in handling heavily corrupted datasets. These re-
sults underscore ConstStyle’s robustness in handling highly
corrupted datasets.

Method Level of corruption Avg
level 1 level 2 level 3 level 4 level 5

ERM 87.33 80.29 70.57 64.81 47.80 70.16
MixStyle[29] 87.32 79.90 71.83 66.54 58.67 73.13
DSU[10] 86.91 79.40 68.68 64.14 49.44 69.71
CSU[26] 86.73 79.87 70.66 65.51 60.88 72.73

ConstStyle 86.59 80.65 72.03 67.96 63.63 74.17

Table 5. Comparison of methods under different corruption levels,
conducted on the CIFAR10-C datasets. The best result is colored
purple and the second best result is colored blue.

Method Market → Duke Duke → Market
mAP R1 R5 R10 mAP R1 R5 R10

ERM 13.8 27.1 40.5 46.9 21.9 45.9 65.6 72.7
MixStyle[29] 19.5 37.0 52.0 58.5 24.6 52.2 70.9 78.4
DSU[10] 21.6 40.2 54.0 59.8 25.5 55.7 73.0 79.2
CSU[26] 24.1 44.2 59.2 65.1 24.9 55.0 72.2 78.2

ConstStyle 26.1 44.7 61.1 67.6 27.0 56.5 75.0 81.1

Table 6. Performance of the methods on Instance retrieval task.
The best result is colored purple and the second best result is col-
ored blue.

4.4. Generalization in Instance Retrieval
The results shown in Table 6 highlight that ConstStyle sub-
stantially outperforms all other methods in both settings.
While other methods encounter difficulties with new do-
mains due to their dependence on generating instances from
the existing dataset, ConstStyle addresses this challenge
through its unified domain approach. Compared to the
second-best method, ConstStyle achieves improvements in
mean average precision (mAP) ranging from 0.1% to 2.8%.

5. Conclusion

This paper introduces ConstStyle, a novel approach for ad-
dressing the domain shift problem. The key concept of
ConstStyle is to align data to a unified domain prior to
both training and testing, enabling the capture of domain-
invariant features and reducing discrepancies with unseen
domains. This alignment approach mitigates domain shift
effects and maintains performance stability, even with fewer
training domains. ConstStyle consistently outperforms ex-
isting methods on style-shift datasets, achieving up to a
19.82% accuracy improvement over the next best approach.
Additionally, we provide a theoretical analysis on the per-
formance bounds for both seen and unseen domains. Future
work will explore addressing other types of domain shift,
such as feature shift.
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