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Abstract

The rapid advancement of large language mod-
els (LLMs) has significantly impacted vari-
ous fields within natural language processing
(NLP). However, the issue of misinformation
has become increasingly prominent, necessitat-
ing urgent solutions. Recent studies have cat-
egorized misinformation into two types: unin-
tentional misinformation, often resulting from
hallucinations, and intentional misinformation,
which is deliberately created and spread by ma-
licious actors. This paper provides a compre-
hensive survey of recent approaches to mitigat-
ing both types of misinformation in LLMs. It
explores internal and external prevention meth-
ods, along with various techniques for misinfor-
mation tracing and detection. By evaluating the
strengths and weaknesses of these approaches,
this survey aims to illuminate the direction for
future research in addressing misinformation
in LLMs.

1 Introduction

In recent years, the rapid advancement of Large
Language Models (LLMs) has led to the emergence
of numerous outstanding works, including open-
source projects such as LLaMA (Touvron et al.,
2023) and Falcon (Almazrouei et al., 2023), as well
as commercial products like GPT-4 (Achiam et al.,
2023) and Gemini (Reid et al., 2024). These de-
velopments have facilitated a paradigm shift in the
field of natural language processing, achieving sig-
nificant progress not only in traditional NLP tasks
such as question-answering systems (Tan et al.,
2023), translation (Peng et al., 2023), and informa-
tion extraction (Wei et al., 2023), but also demon-
strating new capabilities in areas such as code gen-
eration (Poldrack et al., 2023).

Nevertheless, as LLMs are increasingly tested
and applied across various domains, researchers
have observed that their outputs are not always ac-
curate. The erroneous outputs can be primarily

categorized into two types: hallucinations and mis-
information. Hallucinations refer to content gener-
ated by the model that includes entirely fictitious
information (Zhang et al., 2023), which appears
plausible but does not actually exist. Misinforma-
tion refers to content generated by the model that
contains incorrect or inaccurate information, which
may result from the model’s misunderstanding of
the problem or its reliance on incorrect training data
(Chen and Shu, 2023). Therefore, misinformation
is a broader concept compared to hallucinations.
These erroneous outputs may undermine the utility
of LLMs in critical applications and raise concerns
about their responsible deployment in real-world
scenarios.

Misinformation generated by LLMs can lead to
serious consequences, such as manipulating public
opinion, creating confusion, and spreading harm-
ful ideologies. This issue is particularly concern-
ing during sensitive periods, such as the COVID-
19 pandemic, where misinformation exacerbated
panic and misguidance (Zhou et al., 2023; Gold-
stein et al., 2023; Vykopal et al., 2023). The dan-
gers posed by misinformation and hallucinations
are diverse and have real-world impacts, underscor-
ing the importance of addressing this challenge.

Misinformation generally falls into two cate-
gories: intentional misinformation and uninten-
tional misinformation. Intentional misinformation
often arises from malicious human manipulation
of the model to generate specific erroneous infor-
mation, while unintentional misinformation typi-
cally stems from data or model limitations, with
hallucinations considered a subset of this cate-
gory. Research indicates that hallucinations origi-
nate from various factors, including data quality is-
sues, biases, outdated information, and limitations
in model training and inference strategies (Rawte
et al., 2023; Ji et al., 2023a). Intrinsic hallucina-
tions arise from contradictions within the model’s
output, whereas extrinsic hallucinations manifest



as outputs that cannot be verified based on the input
data.

Researchers have been diligently working to un-
derstand these causes and develop mitigation strate-
gies, such as fact-oriented datasets (Thorne et al.,
2018; Satapara et al., 2024), automatic data clean-
ing techniques (Li et al., 2024b), retrieval augmen-
tation (Cai et al., 2022; Asai et al., 2023), and new
model architectures and training objectives aimed
at enhancing factual accuracy (He et al., 2023; Pan
et al., 2023).

To counteract the spread of misinformation exac-
erbated by hallucinations, it is imperative to imple-
ment preventive measures throughout the entire life-
cycle of LLMs and to develop methods for detect-
ing whether certain information is misinformation
generated by these models. Preventive measures in-
clude model internal and external methods, which
affect the training inference stage and user input
stage respectively. Detection approaches include
watermark source tracking and factuality detect-
ing, which first determine whether the information
is generated by LLMs, and then determine if it is
incorrect.

These comprehensive strategies aim to mitigate
the adverse impact of misinformation and enhance
the reliability and credibility of generated content.
The primary contributions of this paper are as fol-
lows: 1). An exploration of the relationship and
classification of hallucinations and misinformation;
2). A comprehensive survey of various methods
for preventing and detecting misinformation; 3).
A discussion of the limitations of current methods
and suggestions for future research directions.

2 Misinformation

Misinformation is a significant challenge associ-
ated with LLMs. It can be broadly categorized
into two types: unintentional misinformation, of-
ten resulting from hallucinations, and intentional
misinformation, which is deliberately created and
spread by malicious actors (Pan et al., 2023; Meyer
and Choo, 2024; Hazzan, 2023).

2.1 Unintentional Misinformation

Hallucinations produced by LLMs constitute a sig-
nificant source of misinformation (Galitsky, 2023;
Quevedo et al., 2024; Nahar et al., 2024), which de-
note instances wherein LLMs produce information
discordant with objective reality (Liu et al., 2024a;
Andriopoulos and Pouwelse, 2023). Such occur-

rences typically arise when the model, without hu-
man intervention, endeavors to generate responses
pertaining to topics it does not comprehensively
grasp or possesses insufficient knowledge about
(Ji et al., 2023b; McDonald et al., 2024; Tonmoy
et al., 2024), resulting in Unintentional Misinforma-
tion. The etiology of hallucinations can be traced
to several factors, including the incompleteness
of training datasets (Yao et al., 2023), issues per-
taining to data quality (Grover et al., 2024), and
intrinsic limitations within the model’s architecture
(Xu et al., 2024). It is imperative to recognize that
not all hallucinations are intentional; some may re-
sult from the model’s misconstrual of information
as predicated on its training (Grover et al., 2024;
Lee et al., 2024).

To elaborate further, hallucinations can materi-
alize in diverse forms, encompassing fabricated
facts, fictitious entities, events, or statistics (Duan
et al., 2024; Ji et al., 2023b; Yao et al., 2023). For
instance, a LLM may erroneously assert the oc-
currence of a historical event in an incorrect year
or attribute spurious quotations to eminent figures
Certain hallucinations may be subtle, manifesting
as minor inaccuracies, whereas others may con-
stitute conspicuously glaring errors. Addressing
the phenomenon of hallucinations is paramount for
sustaining the credibility and utility of LLMs in
pragmatic applications (Amatriain, 2024; Tonmoy
et al., 2024; Ji et al., 2023b).

2.2 Intentional Misinformation

Intentional misinformation, also known as mali-
cious attacks, is the deliberate creation and dissemi-
nation of false or misleading information by human
actors (Matthews and Robertson, 2024). Unlike
unintentional misinformation caused by hallucina-
tions, intentional misinformation is not solely the
result of technical or architectural limitations in the
model (Ghai et al., 2024). It also involves the relia-
bility and update frequency of data sources (Ruffo
et al., 2023), as well as the context in which the
model is deployed (Zhou et al., 2023).

Malicious actors may manipulate training data
to mislead LLMs and perpetrate deceptive and mis-
leading actions. The spread of malicious misin-
formation has more severe societal consequences,
eroding trust in these models and their outputs
among government entities and the general pub-
lic (Murphy, 2022; Jamalzadeh, 2023; Williamson
and Prybutok, 2024).



The ideal approach to dealing with misinforma-
tion is to prevent it from being generated by LLMs
in the first place (Jimma, 2022; Huang et al., 2023a;
Bodaghi et al., 2023). However, current technolog-
ical methods cannot guarantee the complete pre-
vention of hallucinations and misinformation (Li,
2023; Schlag et al., 2022). Therefore, prevention
alone is not sufficient; it is also essential to con-
sider detecting and verifying the output of large
models to identify any potential misinformation
(Di Sotto and Viviani, 2022; Shahid et al., 2022;
Aïmeur et al., 2023).

Consequently, the subsequent chapters of this
paper will focus primarily on methods for the pre-
vention (§3) and detection (§4) of misinformation,
the main process, classification logic, and method
list of which can be shown in Figure 1. The corre-
spondence between these methods and the model
processes is discussed in Appendix A.

3 Prevention Strategies

In this section, we introduce how to prevent LLMs
from generating misinformation. Based on whether
modifying the internal state of the LLM is needed,
we categorize the methods into two types: internal
prevention (§3.1) and external prevention (§3.2).

3.1 Internal Prevention

Internal prevention methods prevent misinforma-
tion by adding information during training or using
advanced decoding strategies during inference.

3.1.1 Adversarial Training

Adversarial training prevents LLMs from gener-
ating misinformation by making them more re-
silient to adversarial prompts—inputs specifically
designed to trick the model into producing false in-
formation, which involves creating adversarial ex-
amples through small perturbations to the original
data (Wang et al., 2019) and using these examples
during training. By doing so, LLMs learn to better
handle deceptive inputs and reduce misinformation
output (Altinisik et al., 2022).

Research has demonstrated that adversarial train-
ing significantly enhances the ability of LLMs
to withstand misinformation and evasion attacks
(Chen and Shu, 2023; Al-Maliki et al., 2024). Ad-
ditionally, it improves the model’s security by pre-
venting adversarial manipulations and unautho-
rized usage (Satapara et al., 2024).

3.1.2 Alignment Method
Alignment methods focus on aligning the LLM’s
outputs with human values and ethical guidelines.
By fine-tuning models based on feedback from hu-
man reviewers, these methods aim to reduce harm-
ful or misleading content, which can be categorized
into the following classes:
Human-Preference Alignment. This method fine-
tunes LLMs based on human feedback, ensuring
that the generated content better reflects human
values (Ji et al., 2024).
Self-Alignment. Although human-preference
alignment improves value alignment, it relies heav-
ily on external feedback. Self-alignment techniques
enhance this by enabling LLMs to internally mon-
itor and correct their outputs, thus improving re-
silience against adversarial manipulation without
constant human oversight (Pang et al., 2024; Hel-
bling et al., 2023; Xie et al., 2023).
Security and Privacy-Based Alignment. While
self-alignment strengthens internal monitoring, it
may not fully address security and privacy concerns.
Security and privacy-based alignment methods en-
sure that models adhere to stringent security and
privacy guidelines, thereby mitigating risks asso-
ciated with data breaches and misuse (Yao et al.,
2024; Liu et al., 2023d; Wang et al., 2024b).
Adversarial Attack Countermeasures. Even with
security and privacy alignment, LLMs can still be
vulnerable to sophisticated adversarial attacks. Ad-
versarial attack countermeasures develop robust
defenses against these attacks, ensuring that even
well-aligned models maintain their integrity under
targeted manipulation (Shah et al., 2023; Zou et al.,
2023; Wang and Shu, 2023).

3.1.3 Decoding Method
Decoding methods involve techniques such as con-
strained decoding or selective sampling to ensure
the generated text adheres to factual accuracy.
These methods help prevent the generation of mis-
leading or incorrect information.

Bi et al. (2024b) revisits factuality decoding
methods, confirming their effectiveness in enhanc-
ing factual accuracy but warning they might hinder
knowledge updates by making models overly con-
fident in known facts, while Malon and Zhu (2024)
discusses self-consistent decoding through learning
from factuality preference rankings.

Jin et al. (2024a) proposes collaborative decod-
ing, emphasizing critical tokens during the pro-
cess to enhance the factuality of language models.
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§3 Prevention

§3.1 Internal
Prevention

Adversarial Training Chen and Shu (2023); Al-Maliki et al. (2024); Satapara et al. (2024)

Alignment Method Ji et al. (2024); Pang et al. (2024); Helbling et al. (2023); Xie et al. (2023); Yao et al. (2024)
Shah et al. (2023); Zou et al. (2023); Wang and Shu (2023); Liu et al. (2023d); Wang et al. (2024b)

Decoding Method Bi et al. (2024b); Malon and Zhu (2024); Jin et al. (2024a)
Chuang et al. (2023); Li et al. (2024c); Bi et al. (2024a)

§3.2 External
Prevention

Prompting Technique
Yao et al. (2024); Sun et al. (2024); Chen and Shu (2023); Shah et al. (2023)
Barman et al. (2024); Yan et al. (2024); Helbling et al. (2023); Luo et al. (2023)
Satapara et al. (2024); Menz et al. (2024); Wan et al. (2024); Hasan et al. (2024)

Retrieval-Augmented
Generation (RAG)

Li et al. (2024a); Vu et al. (2023); Yue et al. (2024); Chen et al. (2024)
Zhao et al. (2024b); Wu et al. (2023); Jin et al. (2024b); Tang et al. (2024b); Niu et al. (2024)

Countering Injection
Attacks

Rai et al. (2024); Piet et al. (2023); Yu et al. (2024); Rossi et al. (2024)
Luo et al. (2024); Singh (2024); Chen and Shu (2023); Abdali et al. (2024)

§4 Detection

§4.1 Source
Tracking

White-box
Zhao et al. (2023b); Liu et al. (2023b); Hu et al. (2023); Christ et al. (2023)
Wang et al. (2023); Liu et al. (2023a); Liu and Bu (2024); Kuditipudi et al. (2023)
Munyer and Zhong (2023); Zhu et al. (2024); Fernandez et al. (2023)

Black-box Molenda et al. (2024); Jovanović et al. (2024); Li et al. (2023a); Yang et al. (2023)

§4.2 Factuality
Detecting

Model-based Detector
Goddard et al.; Koru and Uluyol (2024); Teo et al. (2024); Pavlyshenko (2023); Li et al. (2024d)
Vuppala and Sekharan (2023); Donner (2024); Zhang et al. (2024b); Guo and Yu (2023)
Singh et al. (2023); Leite et al. (2023); REPEDE and Remus (2023); Phan et al. (2023); Jin et al. (2023)

Analytical methods Albert et al.; Jana et al. (2024); Chacko and Chacko (2023); Huang et al. (2023b)
Yan et al. (2024); Borovits et al. (2023); Tang et al. (2024c); Yan et al. (2024); Liu et al. (2024b)

Inspection Techniques

Zeng et al. (2024a); Jiang et al. (2024); Wang et al. (2024c); Sun et al. (2024); Tang et al. (2024a)
Wan et al. (2024); Wang et al. (2024a); Nan et al. (2024); Zhang and Gao (2024); Cao et al. (2024)
Islam et al. (2020); Thorne and Vlachos (2018); Atanasova et al. (2019); Shiralkar et al. (2017)
Meel and Vishwakarma (2020); Sharma et al. (2019); Brown et al. (2020); Kao and Yen (2024)
Dong (2024); Kim et al. (2024); Tang and Singha (2024); Choi and Ferrara (2024b); Fung et al. (2021)
Satapara et al. (2024); Zhang and Gao (2024); Donner (2024); Sun et al. (2024); Zhang et al. (2024a)
Cui et al. (2023); Ma et al. (2020); Jiang et al. (2024); Choi and Ferrara (2024b); Lai et al. (2024a)

Figure 1: The main content flow and categorization of this survey.

Chuang et al. (2023) introduces Dola, a method
that contrasts logits from different layers to empha-
size high-level semantic information and weakon
low-level grammatical information without extra
fine-tuning.

Li et al. (2024c) presents Nearest Neighbor
Speculative Decoding (NEST), which uses near-
est neighbor matches to refine outputs, balancing
speed and fluency while addressing hallucinations
and providing attribution. Bi et al. (2024a) en-
hances model confidence in edited facts through
knowledge contrasting decoding, showing signifi-
cant improvements in factual accuracy.

3.2 External Prevention

This approach primarily targets the user’s input,
focusing on optimizing it to facilitate the model’s
reasoning and generation of factually accurate out-
puts, rather than modifying the model itself.

3.2.1 Prompting Technique
Prompting techniques involve carefully designed
input prompts that guide the LLM to generate accu-
rate and relevant information. Effective prompting
can help steer the model away from producing mis-
information.
Predefined Prompts focuses on using predefined
prompts to guide LLMs in generating accurate and
non-misleading content. Yao et al. (2024) discusses
continuous prompts for secure code generation,

Sun et al. (2024) explores predefined strategies for
fake news, and Chen and Shu (2023) investigates
using predefined prompts to reduce misinformation
generation.
Persona-based Prompts involve having LLMs
take on specific roles to generate content aligned
with the persona’s knowledge and characteris-
tics. Shah et al. (2023) studies persona mod-
ulation for preventing jailbreaks, Barman et al.
(2024) examines LLMs’ roles in multimedia dis-
information with persona prompts, and Yan et al.
(2024) enhances rumor detection using persona and
knowledge-powered prompts.
Adversarial Prompts are used to test and
strengthen LLM robustness, ensuring accuracy
even when faced with malicious prompts. Sata-
para et al. (2024) proposes adversarial prompting
for generating a misinformation detection dataset,
and Menz et al. (2024) investigates health misinfor-
mation prevention with adversarial techniques.
Knowledge-Powered Prompts incorporate
domain-specific knowledge to enhance the
accuracy and reliability of LLM outputs. Yan
et al. (2024) and Luo et al. (2023) highlight im-
provements in rumor and hallucination detection,
while Wan et al. (2024) introduces knowledge-
powered prompting for generating reactions and
explanations.
Security and Ethical Prompts ensure that LLM-
generated content adheres to ethical standards and



safety protocols. Menz et al. (2024) examines safe-
guards risk mitigation, and transparency measures
for health misinformation, and Hasan et al. (2024)
focuses on increasing jailbreak resistance through
pruning methods.

3.2.2 Retrieval-Augmented Generation (RAG)
This method involves enhancing the LLM’s outputs
by integrating information retrieved from external
databases or websites, aims to ground the generated
content in factual data, thus reducing the risk of
misinformation.

Factual Accuracy Enhancement via RAG is dis-
cussed through various methods such as domain-
specific queries with private knowledge-base in
Li et al. (2024a), search engine augmentation pro-
posed by FreshLLMs in Vu et al. (2023), evidence-
driven response generation to counter misinforma-
tion in Yue et al. (2024), and reinforcement retrieval
leveraging fine-grained feedback for fact-checking
in Zhang and Gao (2024).

Chen et al. (2024) and Zhao et al. (2024b) dis-
cuss benchmarking LLMs in RAG and factual-
ity evaluation respectively, and Wu et al. (2023)
introduces a hallucination corpus for develop-
ing trustworthy retrieval-augmented models. Jin
et al. (2024b) explores the use of RAG combined
with LLMs for personalized disease prediction
and data preprocessing to prevent data leakage.
Tang et al. (2024b) proposes Self-Retrieval, an
end-to-end, LLM-driven architecture to achieve
document generation and self-assessment. Niu
et al. (2024) presents a framework called Self-
Refinement-Enhanced Knowledge Graph Retrieval
(Re-KGR) to augment the factuality of LLMs’ re-
sponses with less retrieval efforts in the medical
field.

3.2.3 Countering Injection Attacks
This approach develops unique protection mecha-
nisms to prevent the model from being manipulated
through prompt injection attacks, thereby ensures
the security and reliability of LLM outputs and is
particularly effective in defending against inten-
tional misinformation.

(Li et al., 2023b) establish a benchmark to eval-
uate the robustness of LLMs against prompt in-
jection attacks. Rai et al. (2024) introduces a
multi-tiered defense architecture named Defensive
Prompt Patch (DPP) to protect LLMs, and Piet
et al. (2023) presents a task-specific finetuning ap-
proach under the facts that LLMs can only fol-

low instructions once they have undergone instruc-
tion tuning. Yu et al. (2024) investigates jailbreak
prompts and their exploitation of LLM vulnerabili-
ties, while Rossi et al. (2024) categorizes different
types of prompt injection attacks and proposes stan-
dard countermeasures.

More prevention methods are disscussed in Ap-
pendix B.

4 Detection Methods

Preventive methods for misinformation are not al-
ways successful, necessitating the need to detect
the outputs of large language models. The detec-
tion process involves two stages: the first stage
is tracing whether the information was generated
by LLMs, denoted as Source Tracking (§4.1), and
the second stage is detecting whether the model’s
output contains misinformation, designated as Fac-
tuality Detecting (§4.2).

4.1 Source Tracking

Source Tracking refers to detecting whether a given
text is generated by an LLM. This is typically done
using two methods: white-box detection and black-
box detection.

4.1.1 White-box Detection
A typical example of white-box detection methods
is LLM watermarking (Liu et al., 2023c). By intro-
ducing detectable features during text generation,
LLM watermarking can reliably determine if a text
was generated by an LLM.

Currently, mainstream LLM watermarking is
introduced during the inference phase, either by
modifying the distribution for generating the next
tokens (Kirchenbauer et al., 2023) or altering the
sampling process (Kuditipudi et al., 2023). The
main optimization directions for LLM watermark-
ing are as follows:
Lossless Watermarking aims to introduce water-
marks without degrading the quality of the gen-
erated text. Techniques in this category include
reweight-watermark method (Hu et al., 2023) and
methods that fix the sampling seed in LLM sam-
pling (Christ et al., 2023).
More Robust Watermarking. A robust LLM
watermarking technique should remain detectable
even after the text has been modified. Approaches
in this direction include global unified watermark
(Zhao et al., 2023a), semantically invariant water-
mark (Liu et al., 2023b), and the use of edit distance



error correction codes to enhance robustness during
watermark detection (Kuditipudi et al., 2023).
Multi-bit Watermarking intends to detect multi-
bit information from watermarked text. (Yoo et al.,
2023) distribute different watermark information
to different positions in the text, while (Qu et al.,
2024) use error correction codes to achieve robust
multi-bit watermarking.

However, watermark-based detection typically
requires intervention during LLM text generation,
which may not be feasible in some scenarios.

4.1.2 Black-Box Detection
Black-box detection refers to detecting any text
without adding explicit features to the text gener-
ated by LLMs. There are typically two approaches:
one involves training classifiers to distinguish be-
tween LLM-generated text and human text (Lai
et al., 2024b; Abburi et al., 2023), but this method
lacks interpretability; the other involves identify-
ing characteristic features of LLM-generated text
to distinguish it from human text in a more in-
terpretable way (Mitchell et al., 2023; Bao et al.,
2023). However, as LLMs improve, the effective-
ness of this feature-based approach diminishes.

4.2 Factuality Detecting

Through introducing external models (§4.2.1), con-
ducting systematic analysis of the information
(§4.2.2), and employing various inspection strate-
gies (§4.2.3), we can examine whether a given text
output from LLMs constitutes misinformation.

4.2.1 Model-based Detector
Labeled Classifier leverages labeled datasets with
or without misinformation to train a model, such
as traditional machine learning methods and deep
neural networks to identify misinformation.

Koru and Uluyol (2024) focuses on using BERT
models to classify fake news in Turkish tweets.
Teo et al. (2024) compares LLMs with traditional
machine learning models for fake news detec-
tion. Pavlyshenko (2023) analyzes the use of fine-
tuned LLMs for disinformation detection. Vuppala
and Sekharan (2023) discusses a fine-tuned LLM
specifically for detecting click-bait titles. Nguyen
et al. (2023) investigates fine-tuning LLMs for de-
tecting predatory content. Donner (2024) evalu-
ates different API-based misinformation detection
methods using LLMs. Zhang et al. (2024b) re-
views the mitigation of misinformation and social
media manipulation using a combination of super-

vised learning and LLMs. Guo and Yu (2023) intro-
duces AuthentiGPT, which uses black-box LLMs
for detecting machine-generated text. Stewart et al.
(2023) evaluates the use of transfer learning in fake
news detection.
Pattern Detector uses clustering algorithms to
group texts and detect anomalous clusters that may
contain misinformation, or employ other unsuper-
vised learning algorithms to detect anomalous texts.
Singh et al. (2023) introduces an unsupervised
method for retrieving debunked narratives, Leite
et al. (2023) uses credibility signals and weak super-
vision, and REPEDE and Remus (2023) compares
various AI models, including clustering techniques,
for fake news detection. Tang et al. (2024c) dis-
cusses detecting LLM-generated text without la-
beled datasets. Mitchell et al. (2023) presents a
zero-shot detection method using probability cur-
vature.
Graph Neural Network (GNN) aims to leverage
the structural properties of graphs to enhance the
accuracy and robustness of identifying false infor-
mation. Li et al. (2024d) discusses the integration
of LLMs with GNNs for evidence-aware fake news
detection. Phan et al. (2023) surveys various GNN
methods for fake news detection, highlighting their
applications and effectiveness. Jin et al. (2023)
provides a comprehensive survey on the interac-
tion between LLMs and GNNs. Xu et al. (2022)
compares LLM-based and non-LLM-based mis-
information detectors, focusing on the benefits of
using GNNs for evidence-aware detection.

4.2.2 Analytical methods
Statistical and Rule-based Filter compares out-
puts from multiple LLMs to detect inconsisten-
cies, or establish specific rules, such as checking
facts against known data, to identify potential mis-
information. Albert et al.; Jana et al. (2024) dis-
cussed the evolution and comparison of LLMs ver-
sus rule-based systems, highlighting limitations
and improvements. Chacko and Chacko (2023)
explored the paradigm shift in deep learning with
advanced statistical methods. Yan et al. (2024);
Borovits et al. (2023), Tang et al. (2024c) intro-
duced hybrid techniques combining rule-based and
statistical methods for tasks such as rumor detec-
tion and anonymization. Liu et al. (2023c); Xi-
ang et al. (2024) surveyed specific applications
like text watermarking and misinformation bench-
marks, providing comprehensive analyses. Prajap-
ati et al. (2024) focused on detecting AI-generated



text using various methods. Sternfeld et al. (2024)
discusses entity triplet extraction for factual consis-
tency, Subramaniam et al. (2023) highlights rule-
based heuristics in numeric data search. Xiang
et al. (2024) evaluates both rule-based and LLM
approaches in maternity care misinformation.
Heuristic Methods establish a set of rules or
heuristics based on linguistic features and logical
consistency to detect misinformation, or use natu-
ral language processing techniques to identify com-
mon misinformation patterns and language char-
acteristics. Huang et al. (2023b) provides a com-
prehensive review of heuristic methods for LLM
hallucination, Yan et al. (2024) enhances rumor
detection capabilities, and Liu et al. (2024b) in-
tegrates rule-based aggregation in a trustworthy
framework.
Data Augmentation and Feature Selection in-
volves augmenting data and selecting hybrid fea-
tures rather than rule-based or heuristic methods.
Wan et al. (2024) introduces a hybrid model with
LLMs for data augmentation and explanatory fea-
tures, Lai et al. (2024a) utilizes LLMs for data
augmentation in fake news detection, and Du et al.
(2024) designs eight features for complex instruc-
tions and construct a comprehensive evaluation
dataset from real-world scenarios.

4.2.3 Inspection Techniques
Crowdsourced Verifier combines human expert
feedback with LLM outputs through interactive
iterations to enhance detection capabilities, and
utilize user reports to verify misinformation and
train the model to improve its detection abilities.

Zeng et al. (2024a) discusses the combination
of LLMs with crowdsourced feedback, Banerjee
et al. explores self-generated feedback by LLMs,
and Jiang et al. (2024) looks at the evolving chal-
lenge of disinformation detection by combining AI
and human efforts. Wang et al. (2024c) examines
effective verification of LLM labels through human
collaboration, Uchendu et al. (2023) investigates
if human collaboration enhances the accuracy of
identifying deepfake texts, and Zeng et al. (2024b)
proposes a human-in-the-loop strategy for identify-
ing similar data points.

Sun et al. (2024) studies the deceptive power of
LLM-generated fake news, Wan et al. (2024) intro-
duces a framework for generating reactions and ex-
planations, and Wang et al. (2024a) teaches LLMs
to interpret multimodal misinformation through
knowledge distillation. Nan et al. (2024) enhances

fake news detection with generated comments,
Zhang and Gao (2024) uses fine-grained feedback
for fact-checking, and Cao et al. (2024) evaluates
the capability of LLMs in detecting misinformation
in scientific news reporting.

Fact-checking uses external knowledge bases to
automatically verify the authenticity of generated
content, or constructs and uses knowledge graphs
to fact-check and ensures generated statements
align with known facts.

Automated Fact-Checking Methods leverage ma-
chine learning and NLP methods to automatically
identify and verify the truthfulness of informa-
tion. Islam et al. (2020) discusses deep learning
approaches, while Thorne and Vlachos (2018) pro-
vides a comprehensive overview of task formula-
tions and future directions. Atanasova et al. (2019)
focuses on integrating factual and contextual rele-
vance in automated fact-checking. Choi and Fer-
rara (2024a) describes automated claim matching
for fact-checking. Brown et al. (2020) describes
the capabilities of GPT-3 in fact-checking. Dong
(2024); Kim et al. (2024) utilize multiple LLM-
driven agents for fact-checking online discussions,
generating reactions and explanations, and inves-
tigating the ability of LLMs to produce faithful
explanations.

Compared to automated fact-checking methods
with no external knowledge required, Knowledge-
based Fact-Checking Methods rely on pre-
constructed databases, specific domains or knowl-
edge graphs to verify facts. Shiralkar et al. (2017)
leverages knowledge graphs for real-time fact-
checking. (Donner, 2024; Sun et al., 2024) evaluate
various LLM-based methods for automated fact-
checking within specific domains and using spe-
cialized datasets, such as the LIAR dataset. They
focus on optimizing LLMs for accuracy and ef-
ficiency in domain-specific contexts. Meel and
Vishwakarma (2020) surveys the opportunities and
challenges in social media fact-checking, Ma et al.
(2020) presents a data mining perspective on social
media fake news detecting.

However, neither of the aforementioned methods
utilize user feedback. Game-Based and Interactive
Fact-Checking Tang and Singha (2024); Choi and
Ferrara (2024b) leverage LLM-enhanced games
and claim matching processes to study the effec-
tiveness of interactive and engaging methods for
fact-checking. These methods aim to increase user
participation and accuracy in identifying misinfor-



mation. Additionally, there are other methods that
place a greater emphasis on efficiency and opti-
mization. (Tang et al., 2024a; Kao and Yen, 2024)
propose efficient methods for fact-checking LLM-
generated content and uses small models and self-
refinement respectively to enhance domain gener-
alization in automatic fact-checking. The focus is
on improving processing efficiency and accuracy.
Consistency Checking generates or verifies the
same information using multiple different models
to check for consistency, or compare multiple out-
puts from the same model to ensure internal con-
sistency of the information. Cui et al. (2023) in-
troduces methods for enhancing the consistency of
large language model outputs using a divide-and-
conquer reasoning approach. Fung et al. (2021)
proposes a cross-media approach for detecting fake
news through fine-grained information consistency
checking. Zhang et al. (2024a) explores efficient
methods for identifying non-factual content using
probe training combined with offline consistency
checking. Jiang et al. (2024) examines Chain-of-
Thought and Self-Consistency methods for detect-
ing misinformation generated by large language
models, highlighting the evolving challenges in
this field. Choi and Ferrara (2024b) investigates the
enhancement of fact-checking processes through
claim matching with LLMs, emphasizing global
consistency checks. Lai et al. (2024a) discusses
the application of text consistency methods to im-
prove fake news detection, using a large language
model-based approach for data augmentation in
rumor detection.

5 Open Problems and Future Directions

For prevention methods. Adversarial training and
alignment methods in internal approaches (§3.1)
may lead to overly conservative models, high bias
risk, and vulnerability to attacks, while decoding
methods might affect output diversity. In external
methods (§3.2), prompting techniques and RAG
rely on the quality of knowledge bases and retrieval
system accuracy.

Future research directions include developing
more efficient adversarial training techniques to re-
duce computational costs and enhance model flexi-
bility, creating dynamic alignment methods to ad-
just to different users and contexts, and exploring
smarter decoding strategies to balance consistency
and diversity in responses. Additionally, adaptive
prompting techniques that can adjust in real-time,

enhancing the accuracy and comprehensiveness of
retrieval-augmented generation (RAG), and build-
ing systematic defense frameworks against injec-
tion attacks are crucial.
For detection methods. White-box methods in
Source Tracing (§4.1) face privacy and security
concerns, complexity problems, and high compu-
tational costs. Future solutions include privacy-
preserving techniques, simplifying detection pro-
cesses, and automated tools. While black-box
methods suffer from insufficient robustness, detec-
tion errors, and susceptibility to attacks. Potential
solutions involve more robust watermark embed-
ding, improved detection algorithms, and enhanced
resistance to adversarial attacks.

In Factuality Detecting methods (§4.2), model-
based detectors face challenges such as high costs
of labeled data acquisition, limited generalization
capabilities, and computational complexity. Fu-
ture research directions include developing effi-
cient data labeling methods, improving the accu-
racy of unsupervised and zero-shot methods, and
optimizing GNN computational efficiency. Ana-
lytical methods primarily encounter issues with
the adaptability of rule-based systems and the high
data demands of statistical methods. Future studies
should focus on creating adaptive rule systems and
enhancing the performance of statistical methods
on small datasets. Inspection techniques face chal-
lenges related to the quality of participant contribu-
tions, knowledge base updates, and high computa-
tional costs. Future directions involve improving
participant screening and training and developing
dynamically updated knowledge bases.

6 Conclusion

Misinformation generated by LLMs poses signifi-
cant challenges to society, requiring concerted ef-
forts from researchers, industry stakeholders, and
policymakers. In this paper, we reviewed the cat-
egorization and sources of misinformation, high-
lighting the complexity and diversity of its manifes-
tations. We examined various prevention methods,
including internal and external approaches, and
demonstrated a comprehensive detection method-
ology that includes two critical steps, source trac-
ing and factuality detecting, which contribute to
curbing the spread of misinformation. We then dis-
cussed potential issues present in current methods
and proposed solutions to address these challenges,
thereby providing direction for future research.



Limitations

This paper is subject to several limitations. The
investigation into misinformation within LLMs is
principally focused on the period spanning 2023-
2024, a timeframe selected due to the explosive
growth in LLM development. Furthermore, the
scope of the survey is predominantly concentrated
on methodologies associated with LLMs. However,
the prevention and detection of misinformation also
encompass various traditional approaches that, ow-
ing to their limited applicability to LLMs, were not
expounded upon in this survey.

While it was our intention to comprehensively
cover every aspect of misinformation prevention
and detection in LLMs, constraints related to pa-
per length necessitated a more succinct discussion
of certain methodologies. In addition, the analy-
sis of our survey results is qualitative rather than
quantitative, lacking a detailed examination of the
specific efficacy of each method. Hopefully, future
researchers will further this line of inquiry.
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Figure 2: Correspondence diagram of misinformation preven-
tion and detection methods throughout the entire lifecycle of
LLMs

A Detailed Model Process Analysis

Figure 2 illustrates the correspondence between
the prevention and detection methods within the
entire LLM workflow. For the prevention method,
the internal approach (§3.1) encompasses both the
training and inference stages, while the external
approach (§3.2) primarily pertains to the user in-
put process. In the detection method, the Source
tracking (§4.1) approach is focused on distinguish-
ing between model outputs and human-generated
content, whereas the Factuality detecting (§4.2) ap-
proach primarily targets misinformation detection
in the outputs of LLMs.

B Additional Prevent Methods

B.1 Rumor Evaluation and Control
Implementing strategies to evaluate and control the
output of LLMs to prevent the spread of rumors
and misinformation. This includes techniques to
assess the reliability of the generated content.
Machine Learning-Based Rumor Detection ex-
plores various machine learning models for detect-
ing fake news. Pal et al. (2023) surveys different
models, Monti et al. (2019) focuses on social me-
dia applications, and Gilda (2017) evaluates the
performance of these models.
NLP-Based Rumor Detection covers the use of
natural language processing techniques to identify
fake news. Oshikawa et al. (2018) reviews NLP
methods, Khanam et al. (2021) combines NLP with

machine learning, and Szczepański et al. (2021)
employs BERT-based models for detection.
Graph-Based Rumor Propagation Analysis in-
vestigates the use of graph analysis to understand
and detect rumor propagation. Haque and Ab-
ulaish (2022) uses a graph-based approach, Liu
et al. (2024c) employs graph neural networks, and
Nekovee et al. (2007) applies graph theory for prop-
agation analysis.
Hybrid and Multimodal Methods looks at com-
bining multiple methods for detecting fake news.
Wang et al. (2022) combines text and visual cues,
and Ahmad et al. (2020) focuses on ensemble meth-
ods.
Social Media Data Analysis examines the analysis
of social media data for fake news detection. Sahoo
and Gupta (2021) studies user behavior on social
platforms.

B.2 Zero-Knowledge Proof Approach
Using zero-knowledge proof methods to enhance
privacy and security when handling sensitive infor-
mation, thereby reducing the risk of information
tampering and misrepresentation.
Data Privacy Protection explores the use of Zero-
Knowledge Proofs (ZKP) in ensuring data privacy.
Sun et al. (2021) discusses ZKP for secure data
sharing, while Zapechnikov (2020) focuses on pro-
tecting user data in machine learning. addresses
theoretical foundations and practical implementa-
tions of ZKP in data verification.
Authenticity Verification of Model Outputs cov-
ers the application of ZKP to verify the authenticity
of AI-generated outputs. Fan et al. (2023) presents
a novel approach to using ZKP for verifying AI
content integrity. explores how ZKP can ensure
trustworthy AI outputs, and Singh (2024) focuses
on preventing misinformation in AI systems using
ZKP.
Combining Blockchain Technology investigates
the integration of ZKP with blockchain technol-
ogy to enhance data security and prevent misinfor-
mation. Sun et al. (2021) discusses the combina-
tion of blockchain and ZKP for secure AI systems.
Kuznetsov et al. (2024) examines the benefits of
this combination for securing data, and Huang et al.
(2022) explores blockchain-based ZKP for verifi-
able AI outputs.

B.3 Domain specific Misinformation
Health Information Misinformation Prevention
focuses on measures to prevent health-related mis-



information using LLMs. Menz et al. (2024) eval-
uates risk mitigation and transparency measures
against health disinformation. Piñeiro-Martín et al.
(2023) discusses ethical challenges in developing
LLM-powered virtual assistants, with an empha-
sis on transparency. Haltaufderheide and Ranisch
(2024) systematically reviews ethical issues in
medicine and healthcare related to LLMs, stressing
patient privacy and data transparency.
Misinformation Prevention in Other Fields in-
cludes various methods to prevent misinformation
in fields other than health. Zhao et al. (2024a)
presents a vision for LLM app stores, addressing
transparency and misinformation prevention. Zhou
et al. (2023) examines AI-generated misinforma-
tion and both algorithmic and human solutions.


