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ABSTRACT

Audio source separation is a typical and challenging problem that aims to sepa-
rate individual sources from a mixture of audios. Recently, audio-visual separation
approaches take advantage of the natural synchronization between the two modal-
ities to boost separation performance. They extracted high-level semantics from
visual inputs as the guidance to help disentangle sound representation for individ-
ual sources. Can we directly learn to disentangle the individual semantics from
the sound itself? The dilemma is that multiple sound sources are mixed together
in the original space. To tackle the difficulty, in this paper, we present a novel
Semantic Grouping Network, termed as SGN, that can directly disentangle sound
representations and extract high-level semantic information for each source from
input audio mixture. Specifically, SGN aggregates category-wise source features
through learnable class tokens of sounds. Then, the aggregated semantic features
can be used as the guidance to separate the corresponding audio sources from
the mixture. The proposed audio source separation framework is simple, flexi-
ble, and scalable. Comparing to the existing sound separation methods, our new
framework can support audio separation from a flexible number of sources and
is capable of generalizing to handle sound sources from different domains. We
conducted extensive experiments on both music-only and universal sound sepa-
ration benchmarks: MUSIC and FUSS. The results demonstrate that our SGN
significantly outperforms previous audio-only methods and audio-visual models
without utilizing additional visual cues.

1 INTRODUCTION

In our daily life, sound often appears to be a mixture of multiple sources, such as the sound in a
classroom scene that consists of professors’ speech and students whispering; the audio in a family
reunion includes talking, laughing, and background music. Humans are capable of separating indi-
vidual sources from these complex mixtures. For example, when we enjoy a beautiful melody, we
are naturally aware of how many instruments are playing. This crucial human perception intelligence
of auditory scenes attracts many researchers to explore the audio source separation problem.

Early audio-only works leveraged traditional machine learning approaches, such as hidden Markov
models (Roweis, 2000; Mysore et al., 2010), Non-negative Matrix Factorization (Smaragdis &
Brown, 2003; Virtanen, 2007; Cichocki et al., 2009) and Robust Principal Component Analy-
sis (Huang et al., 2012), to solve the separation task. Benefiting from advances in deep learning, deep
neural architectures, such as U-Net (Ulyanov et al., 2018) have been widely exploited to boost audio
separation performance. Wave-U-Net (Stoller et al., 2018) adopted U-Net to the one-dimensional
time domain to resample feature maps at multiple time scales for music source separation. In order
to improve phase reconstruction, ResUNetDecouple+ (Kong et al., 2021) decoupled complex ideal
ratio mask estimation into magnitude and phase estimation and proposed a residual U-Net architec-
ture. Recently, some works (Wisdom et al., 2020; 2021) have started to explore source separation
on universal audio mixtures in open domains. MixIT (Wisdom et al., 2020) developed an unsu-
pervised learning algorithm with permutation invariant training (Yu et al., 2017) using a large-scale
dataset: YFCC100M (Thomee et al., 2016). However, current audio-only methods can only handle
fixed number of sources and they cannot learn compact representations for individual sources if just
learning a direct mapping from mixture to individual sources. In contrast, we will solve them in our
approach by extracting disentangled and compact representations as guidance for separation.
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Since audio and visual contents are commonly matched and synchronized, audio-visual source sep-
aration methods (Hershey & Casey, 2001; Zhao et al., 2018; Ephrat et al., 2018; Gao et al., 2018;
Xu et al., 2019; Gan et al., 2020b; Tian et al., 2021) are developed to improve separation. Unlike in
audio space, sound sources are naturally separated in visual space. Thus, these methods can extract
discriminative semantic information from visual inputs to help disentangle sound representation for
reconstructing individual audio sources. SoP (Zhao et al., 2018) extracted pixel-level visual features
from a dilated ResNet (He et al., 2016) to select the spectral components associated with the pix-
els. They then combined the magnitude of spectrogram with the phase of input spectrogram and
applied inverse Short-Time Fourier Transform (STFT) to reconstruct the source waveform. A Mi-
nusPlus Net (Xu et al., 2019) was utilized to subtract salient sounds from the mixture and separate
sounds recursively. A cyclic co-learning framework (Tian et al., 2021) was proposed to separate vi-
sual sounds sources with the help of sounding object visual grounding. While the methods achieve
promising results on audio-visual source separation, they are extremely dependent on the ability of
visual networks with large parameters. Without visual clues, their performance degrades signifi-
cantly as observed in our experiments.

The success in audio-visual sound separation inspires us to ask a question: can we directly disen-
tangle the individual semantics from sound itself to guide separation? The main challenge is that
sounds are naturally mixed in the audio space. The individual semantics can be extracted from
separated clean sources, but separation is the goal of our task. It is like a chicken or the egg prob-
lem. To tackle the dilemma, our key idea is to disentangle individual source representation using
semantic-aware grouping to guide separation, which is different from the existing audio-only and
audio-visual methods. During training, we aim to learn categorical codes to help disentangle and
aggregate category-wise source features from the mixture for separation. The features will carry
separated high-level semantic information for individual sources.

To this end, we propose a novel Semantic Grouping Network (SGN) that can learn to disentangle
individual semantics from sound itself to guide source separation from audio mixtures. Specifically,
we first learn class-aware features through category-aware grouping in terms of learnable source
class tokens. Meanwhile, we use a U-Net to extract audio embeddeings from the input mixture.
Our category-wise representations will serve as the semantic guidance to select their semantically
corresponded audio features to reconstruct the corresponding audio sources. Our new framework is
simple and flexible. During inference, it can separate different number of sources with respect to the
aggregated category-specific semantics rather than a fixed number in existing audio-only separation
methods1. In our implementation, audio waveforms are converted to spectrograms using Short-time
Fourier transform (STFT) for model learning and the final waveforms of individual audio sources
can be reconstructed by inverse STFT.

Experimental results on both MUSIC (Zhao et al., 2018) and FUSS (Wisdom et al., 2021) bench-
marks can validate the superiority of our SGN against state-of-the-art audio source separation meth-
ods. Notably, without additional visual clues, our audio-only models can even achieve significant
gains over audio-visual sound source separation methods. In addition, qualitative visualizations of
separation results vividly showcase the effectiveness of our SGN in separating audio sources from
mixtures. Extensive ablation studies also demonstrate the importance of category-aware grouping
and learnable class tokens on learning compact representations for audio source separation.

Our main contributions can be summarized as follows:

• We present a novel Semantic Grouping Network, namely SGN, to disentangle the individ-
ual semantics from sound itself to guide source separation.

• We introduce learnable source class tokens in audio separation to aggregate category-wise
source features with explicit high-level semantics.

• Extensive experiments on both music-only and universal separation datasets demonstrate
the superiority of our SGN over state-of-the-art separation approaches.

1For past audio separation methods, a trained 2-sound separator will always produce 2 audio outputs. They
cannot be used to handle mixtures with different number of sources.
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Figure 1: Illustration of our Semantic Grouping Network (SGN). The Category-aware Grouping
module takes as input raw features of the input mixture spectrogram {fp}Pp=1 and learnable class
tokens {ci}Ci=1 of for C categories in the semantic space to generate disentangled class-aware repre-
sentations {gi}Ni=1 for N sources. With the category-aware embeddings {gi}Ni=1 and U-Net features
of the mixture spectrogram, a light reconstruction network is used to reconstruct source spectro-
grams. Finally, inverse STFT is applied to recover the waveform of each source from spectrograms.

2 METHOD

Given a mixture of audios, our target is to separate all individual sound sources. We propose a novel
Semantic Grouping Network named SGN for disentangling individual semantics from sound itself,
which mainly consists of two modules, Source Class Tokens in Section 2.2 and Category-aware
Grouping in Section 2.3.

2.1 PRELIMINARIES

In this section, we first describe the problem setup and notations, and then revisit an audio-visual
separation method: Sound of Pixels (Zhao et al., 2018).

Problem Setup and Notations. Given a mixture of audio waveform, we apply Short-Time Fourier
Transform (STFT) to extract a sound spectrogram with time T and frequency F from it. Our goal
is to recover a matrix W of sound spectrograms with N sources, where W ∈ RTF×N . Note that
T, F denotes the dimension of time and frequency of each source spectrogram.

Revisit Sound of Pixels. To solve the audio source separation problem, SoP (Zhao et al., 2018)
extracted pixel-level visual features P to select the spectral components corresponding to the pixel,
by leveraging the audio-visual synchronization. Since sounding sources are naturally separated in
visual space, applying pixel-level features P on U-Net (Ulyanov et al., 2018) features U of the
mixture spectrogram to recover the source matrix W, which is denoted as

W = UP (1)
where U ∈ RTF×D,P ∈ RD×N , and D is the dimension size of features. With the benefit of
disentangled visual features, audio-visual separation methods achieved promising results on sound
source separation.
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However, those audio-visual approaches are extremely dependent on the capacity of the pre-trained
visual networks to extract disentangled features. Without visual cues, their performance deteriorates
significantly as shown in Sec 3.2. To address this issue, we are motivated by (Xu et al., 2022) and
propose a novel Semantic Grouping Network that can learn to disentangle the individual semantics
from sound itself to guide source separation from audio mixtures, as illustrated in Figure 1.

2.2 SOURCE CLASS TOKENS

In order to explicitly disentangle individual semantics from the mixed sound space, we introduce
learnable source-specific class tokens {ci}Ci=1 to help group semantic-aware information from raw
features {fp}Pp=1 that are extracted from the input mixture spectrogram via a convolution patch
embedding layer (Dosovitskiy et al., 2020), where ci ∈ R1×D, fp ∈ R1×D, C is the total number of
audio source classes, P is the total number of patches, and D is the dimension size.

With the categorical token embeddings, we first apply self-attention transformers ϕ(·) to aggregate
temporal features from the raw input as

{f̂p}Pp=1, {ĉi}Ci=1 = {ϕ(xj ,X,X)}P+C
j=1 ,X = {xj}P+C

j=1 = [{fp}Pp=1; {ci}Ci=1] (2)

where [ ; ] denotes the concatenation operator. fp, ci,xj ∈ R1×D, and D is the dimension of
embeddings. The self-attention operator ϕ(·) is formulated as:

ϕ(xj ,X,X) = Softmax(
xjX

⊤
√
D

)X (3)

Then, to constrain the independence of each class token ci in the semantic space, we ex-
ploit a fully-connected (FC) layer and add softmax operation to predict the class probabil-
ity: ei = Softmax(FC(ci)). Each category probability is constrained by a cross-entropy loss∑C

i=1 CE(hi, ei), where CE(·) is cross-entropy loss; hi denotes an one-hot encoding and only its
element for the target category entry i is 1. With optimizing the loss, it will push the learned token
embeddings to be discriminative and category-specific.

2.3 CATEGORY-AWARE GROUPING

Benefiting from the class-constraint loss mentioned above, we propose a novel and explicit category-
aware grouping module g(·) to take audio mixture features and class tokens as inputs to generate
source category-aware representations as:

{gi}Ci=1 = {g({f̂p}Pp=1, ĉi)}Ci=1 (4)

In the time of grouping, we conflate features from the same source category token into the new
category-aware representation according to a similarity matrix A between features and category
token, which is calculated as:

Ap,i = Softmax(Wq f̂p,Wkĉi) (5)

where Wq ∈ RD×D,Wk ∈ RD×D are learnable weights of linear projection layers for features and
category tokens. With the similarity matrix, we compute the weighted sum of temporal features to
generate the category-aware semantic representation for category i as:

gi = g({f̂p}Pp=1, ĉi) = ĉi +Wo

∑P
p=1 Ap,iWv f̂p∑P

p=1 Ap,i

(6)

where Wo ∈ RD×D,Wv ∈ RD×D are learnable weights of linear projection layers for output and
value. Taken category-aware representations {gi}Ci=1 as the inputs, we use a FC layer and sigmoid
operation to predict the binary probability: pi = Sigmoid(FC(gi)) for ith category. By applying
audio source classes {yi}Ci=1 as the weak supervision and combining the class-constraint loss, we
formulate a semantic-aware grouping loss as:

Lgroup =

C∑
i=1

{CE(hi, ei) + BCE(yi, pi)}. (7)
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Table 1: Quantitative results of audio source separation on MUSIC dataset.
Method Input SDR SIR SAR

RPCA (Huang et al., 2012) audio-only -0.62 2.32 2.41
NMF (Virtanen, 2007) audio-only 0.86 3.26 3.81
SoP (Zhao et al., 2018) (w/o visual) audio-only 2.16 5.58 5.54
Wave-U-Net (Stoller et al., 2018) audio-only 3.80 6.75 6.62
ResUNetDecouple+ (Kong et al., 2021) audio-only 3.98 7.17 6.91
SoP (Zhao et al., 2018) audio-visual 4.55 10.06 10.24
MP-Net (Xu et al., 2019) audio-visual 4.82 10.19 10.56
SGN (ours) audio-only 5.20 10.81 10.67

Since multiple audio sources could be in one mixture, we use binary cross-entropy loss: BCE(·) for
each cateogry to handle this multi-label classification problem.

Similar to SoP (Zhao et al., 2018), we adopt a binary mask matrix M ∈ RTF×N that separates the
mixture spectrogram as the final target for stabilized training, that is, M = {mi}Ni=1,mi ∈ RTF .
The binary mask mi is computed by predicting whether the ith source is the dominant component
in the mixed sound as mi = wi > 0.5wmix, where wi,wmix ∈ RTF denotes the ith source and
mixture spectrogram, respectively. With the category-aware embeddings {gi}Ci=1 and U-Net fea-
tures U of the mixture spectrogram as inputs, we adopt a light reconstruction network composed of
an inner product operator and learnable bias parameters to reconstruct spectrogram masks {m̂i}Ni=1
with N sources. Finally, a reconstruction loss is formulated with the sum of binary cross-entropy
for N sources as:

Lrec =

N∑
i=1

BCE(mi, m̂i) (8)

where N denotes the number of mixture and mi refers to the ground-truth mask. The overall objec-
tive of our model is simply optimized in an end-to-end manner as:

L = Lrec + Lgroup (9)

During inference, we multiply the predicted N individual masks: {m̂i}Ni=1 ∈ RTF×N by the mix-
ture spectrogram Wmix ∈ RTF to generate the audio spectrograms for separated sources, that is,
{ŵi}Ni=1 = {Wmix ⊙ m̂i}Ni=1, where ⊙ denotes element-wise multiplication. ŵi is reshaped to a
T × F spectrogram and inverse STFT is applied to recover the waveform of each audio source.

Relation to Sound of Pixels. Recall that SoP (Zhao et al., 2018) separated U-Net features U ∈
RTF×D into source matrix W and visual features P in Eq. 1. In contrast to their solutions, the
main motivation of our SGN is to separate U-Net features U into source matrix W with respect to
disentangled category-aware representations G, which is formulated as:

W = UG (10)

where G ∈ RD×N with N source class-specific embeddings. Different from SoP (Zhao et al., 2018)
using visual cues, the proposed SGN enables learning disentangled semantics from audio itself to
guide sound source separation from mixtures.

3 EXPERIMENTS

3.1 EXPERIMENTAL SETUP

Datasets. MUSIC2 (Zhao et al., 2018) contains 448 untrimmed YouTube music videos of solos and
duets from 11 instrument categories. 358 solo videos are applied for training, and 90 solo videos
for evaluation. FUSS (Wisdom et al., 2021) is a universal sound dataset with 10 second clips from
FSD50K (Fonseca et al., 2017) with labels from the AudioSet Ontology, which includes between 1

2Since many videos are no longer publicly available, the used dataset is smaller than the original MUSIC
dataset. For a fair comparison, we trained all models on the same training data.
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Table 2: Quantitative results of audio-only universal sound separation on FUSS dataset.
Method Input SDR SIR SAR

RPCA (Huang et al., 2012) audio-only -1.16 0.28 1.24
NMF (Virtanen, 2007) audio-only -0.49 0.56 2.80
SoP (Zhao et al., 2018) (w/o visual) audio-only 1.65 2.98 3.25
Wave-U-Net (Stoller et al., 2018) audio-only 2.36 5.12 4.89
ResUNetDecouple+ (Kong et al., 2021) audio-only 2.57 5.63 5.38
TDCN++ (Wisdom et al., 2021) audio-only 3.93 7.21 7.66
SGN (ours) audio-only 4.56 8.02 8.47

and 4 sound sources. The number of available catogories is 286. We use 20000 mixture clips for
training, 1000 mixture clips for validation, and 1000 mixture clips for testing.

Evaluation Metrics. Following previous work (Zhao et al., 2018; Stoller et al., 2018; Kong et al.,
2021), we use Signal-to-Distortion Ratio (SDR), Signal-to-Interference Ratio (SIR), and Signal-
to-Artifact Ratio (SAR) to evaluate the separation performance. The open-source mir eval (Raffel
et al., 2014) library is utilized for computing the results to report.

Implementation. We follow the prior work and the audio signal is sub-sampled to 11kHz. An STFT
with a window size of 1022 and a hop length of 256 is further applied on to generate a 512 × 256
Time-Frequency representation of the audio, which is resampled to a log-frequency scale with size
of 256 × 256 as the input spectrogram. A SGD optimizer with momentum 0.9 is used to train the
model. The learning rate is 0.001. We train the model with a batch size of 80 for 100 epochs. The
depth of self-attention transformers is 6, and the dimension size D is 256. The kernel and stride size
of the convolution patch embedding layer is 16 and 16. The total number of patches P is 256. In
experiments, the number of sources N for training is 2.

3.2 COMPARISON TO PRIOR WORK

In this work, we propose a novel and effective framework for audio source separation. In order
to validate the effectiveness of the proposed SGN, we fully compare it to previous audio-only and
audio-visual baselines: 1) NMF (Virtanen, 2007): a traditional signal processing baseline with non-
negative matrix factorization to separate each testing source spectrogram directly; 2) RPCA (Huang
et al., 2012): a machine learning method without parameters to separate each source via robust prin-
cipal component analysis; 3) SoP (w/o visual) (Zhao et al., 2018): an audio-visual baseline without
the visual network to do separation by applying U-Net on audio only; 4) WAVE U-NET (Stoller
et al., 2018): an audio-only approach with multi-scale feature maps from one-dimensional wave-
form; 5) SoP (Zhao et al., 2018): the first audio-visual model on MUSIC dataset by leveraging
pixel-level visual features to match the spectral components to recover magnitude and phase of in-
put spectrogram; 6) MP-Net (Xu et al., 2019): an audio-visual baseline with recursive separation
from the mixture; 7) ResUNetDecouple+ (Kong et al., 2021): a recent method by applying a resid-
ual U-Net on spectrogram to decouple the estimation of complex ideal ratio mask into phase and
magnitude; 8) TDCN++ (Wisdom et al., 2021): a typical audio-only baseline for universal sound
source separation on FUSS benchmark.

For music-only sound source, we report the quantitative comparisons in Table 1. As can be seen,
we achieve the best performance in terms of all metrics compared to previous both audio-only and
audio-visual baselines. In particular, the proposed SGN significantly outperforms ResUNetDecou-
ple+ (Kong et al., 2021), the current state-of-the-art audio-only model, where we achieve the perfor-
mance gains of 1.22 SDR, 3.64 SIR, and 3.76 SAR. Without addition visual cues, the performance of
SoP (Zhao et al., 2018) drops a lot, which implies the importance of extracting high-level semantics
from visual inputs as the guidance for audio-visual approaches. Meanwhile, our SGN achieves com-
parable even better results against those audio-visual baselines. These improvements demonstrate
the effectiveness of our method in disentangling individual semantics from the audio itself.

In addition, significant gains on universal audio source separation can be observed in Table 2. Com-
pared to ResUNetDecouple+ (Kong et al., 2021) with decoupling estimations of phase and magni-
tude, our SGN achieves the results gains of 1.99 SDR, 2.39 SIR, and 3.09 SAR. Furthermore, the
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Figure 2: Qualitative comparisons with audio-visual and audio-only baselines (Zhao et al., 2018;
Kong et al., 2021). The proposed SGN achieves much better separation performance in terms of the
quality of reconstructed source spectrograms. To better illustrate the superiority, some regions are
highlighted by red boxes.

Table 3: Ablation studies on Source Class Tokens (SCT) and Category-aware Grouping (CAG).
SCT CAG SDR SIR SAR

✗ ✗ 1.51 5.92 6.21
✓ ✗ 4.57 8.36 9.55
✗ ✓ 3.32 7.73 8.56
✓ ✓ 5.20 10.81 10.67

proposed approach outperforms the TDCN++ baseline (Wisdom et al., 2021) by 0.63 SDR, 0.81
SIR, and 0.81 SAR. These results validate the superiority of our method in sound separation.

In order to qualitatively evaluate reconstructed source spectrograms, we compare the proposed SGN
with audio-visual and audio-only baselines (Zhao et al., 2018; Kong et al., 2021) in Figure 2. From
comparisons, three main observations can be derived: 1) removing visual cues from SoP (Zhao et al.,
2018) makes it hard to do separation from the sound itself, where two recovered source spectrograms
are similar among each other; 2) the quality of spectrograms generated by our method is much better
than the audio-only baseline (Kong et al., 2021); 3) the proposed SGN achieves competitive even
better results on reconstructed spectrograms against the audio-visual approach (Zhao et al., 2018) by
leveraging visual cues. These visualizations further showcase the advantage of our simple SGN in
directly learning category-aware representations from the sound itself to guide source separation.

3.3 EXPERIMENT ANALYSIS

In this section, we performed ablation studies on the demonstrate the benefit of introducing Source
Class Tokens and Category-aware Grouping module. We also conducted extensive experiments to
explore flexible number of audio sources separation and learned sound representations.

Source Class Tokens & Category-aware Grouping. In order to validate the effectiveness of the
introduced source class tokens (SCT) and category-aware grouping (CAG), we ablate the necessity
of each module and report the quantitative results in Table 3. We can observe that adding learn-
able SCT highly improves the vanilla baseline by 3.06 SDR, 2.44 SIR, and 3.34 SAR, which shows
the benefit of class tokens in guiding source separation. Meanwhile, introducing only CAG in the
baseline also increases the separation results. More importantly, incorporating SCT and CAG to-
gether into the baseline significantly raises the performance by 3.69 SDR, 4.89 SIR, and 4.46 SAR.
These results demonstrate the importance of source class tokens and category-aware grouping on
extracting disentangled semantics from the audio itself for source separation.

Generalizing to Flexible Number of Sources. In order to demonstrate the generalizability of the
proposed SGN to flexible number of sources, we directly transfer the model without additional
training to inference a mixture of 3 sources. We achieve satisfactory performance of 3.18 SDR, 6.12
SIR, 5.98 SAR, and still outperform SoP (Zhao et al., 2018) (2.57 SDR, 5.56 SIR, 5.63 SAR). These
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Figure 3: Qualitative comparisons of representations learned by SoP, ResUNetDecouple+, and the
proposed SGN. Note that each spot denotes the feature of one source sound, and each color refers
to one category, such as “acoustic guitar” in yellow and “erhu” in red.

results indicate that our SGN can support to separate a flexible number of sources, which differs
from existing audio-only separation methods (Stoller et al., 2018; Kong et al., 2021).

Learned Disentangled Representations. Learning disentangled semantic representations is essen-
tial for us to separate the sound source from a mixture. To better evaluate the quality of learned
category-aware features, we visualize the learned sound representations of 11 categories in MUSIC
by t-SNE (van der Maaten & Hinton, 2008), as shown in Figure 3. It is noted that each color rep-
resents one category of source sound, such as “acoustic guitar” in yellow and “erhu” in red. As
can be seen in the last column, features extracted by the proposed SGN are both intra-class com-
pact and inter-class separable. In contrast to our disentangled embeddings in the semantic space,
ResUNetDecouple+ (Kong et al., 2021) with audio as input failed to learn category-aware features,
but instead learned two separate representations for magnitude and phase estimations. With the
benefit of visual cues, SoP (Zhao et al., 2018) can extract separate features on some classes, e.g.,
“accoustic guitar” in yellow and “accordion” in khaki. However, SoP features from most classes
are not separable as they did not use explicit category-aware grouping mechanism proposed in our
SGN. These meaningful visualization results further demonstrate that our SGN successfully extracts
disentangled and compact representations for audio source separation.

3.4 LIMITATION

Although the proposed SGN achieves superior results on music and universal sound source separa-
tion, the gains of our approach over audio-visual models are not significant. One possible solution
is to incorporate the visual modality with audio features together for multi-modal grouping. Mean-
while, we notice that if we transfer our model directly without additional training, it would be hard
to separate all unseen classes as we do not have learned unseen class tokens to guide source separa-
tion. The primary cause is that we need to pre-define a set of category types for training. Therefore,
the future work is potentially to learn enough large number of sound source tokens or to explore
continual learning when it comes to new classes of audio.

4 RELATED WORK

Audio Representation Learning. Audio representation learning has been addressed in many pre-
vious works (Aytar et al., 2016; Owens et al., 2016; Arandjelovic & Zisserman, 2017; Korbar et al.,
2018; Senocak et al., 2018; Zhao et al., 2018; 2019; Gan et al., 2020b; Morgado et al., 2020; 2021a;b)
to learn discriminative representations of waveform and spectrogram from audios. Such learnable
features are beneficial for many audio-relevant tasks, such as audio-event localization (Tian et al.,
2018; Lin et al., 2019; Wu et al., 2019; Lin & Wang, 2020), audio-visual parsing (Tian et al., 2020;
Wu & Yang, 2021; Lin et al., 2021), audio-visual spatialization (Morgado et al., 2018; Gao & Grau-
man, 2019; Chen et al., 2020; Morgado et al., 2020), and sound source localization (Senocak et al.,
2018; Hu et al., 2019; Afouras et al., 2020; Qian et al., 2020; Chen et al., 2021; Mo & Morgado,
2022a;b). In this work, our main focus is to learn compact audio representations for source separa-
tion from sound mixtures, which is more challenging than those tasks listed above.
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Audio-Visual Source Separation. Audio-visual source separation aims at separating sound sources
from the audio mixture given the image of sources, such as music source separation from a picture
of orchestra playing. In the recent years, researchers (Hershey & Casey, 2001; Zhao et al., 2018;
Ephrat et al., 2018; Gao et al., 2018; Xu et al., 2019; Tian et al., 2021; Tzinis et al., 2020) have pro-
posed diverse pipelines to learn better visual representations from images. Zhao et al. (Zhao et al.,
2018) first leveraged visual features to learn the correspondance between the spectral components
and pixels for recovering magnitude and phase of input spectrogram. MP-Net (Xu et al., 2019) ap-
plied a recursive MinusPlus Net to separate salient sounds from the mixture. Tian et al. (Tian et al.,
2021) leveraged sounding object visual grounding to separate visual sounds sources in a cyclic co-
learning framework. To make full use of visual clues, more modalities are introduced to learn better
visual represenations, such as motion in SoM (Zhao et al., 2019), gesture consisting of pose and
keypoints in MG (Gan et al., 2020a), and spatio-temporal visual scene graphs in AVSGS (Chatterjee
et al., 2021). While the aforementioned audio-visual approaches achieve promising performance on
source separation, they are extremely dependent on the ability of visual networks with exhaustive
parameters to learn discriminative representations. Without visual features as clues, their perfor-
mance degrades significantly as observed in our experiments in Sec. 3.2. In this work, we aim to
get rid of the dependency of visual sounds separation on visual branches, by introducing learnable
source class tokens to learn compact audio representations for separation.

Audio Source Separation. Audio source separation is a challenging problem that separates the
individual audio source from a mixture without any visual clues. Early methods applied classi-
cal hidden Markov models (Roweis, 2000; Mysore et al., 2010), Non-negative Matrix Factoriza-
tion (Smaragdis & Brown, 2003; Virtanen, 2007; Cichocki et al., 2009) and Robust Principal Com-
ponent Analysis (Huang et al., 2012) to separate the source component directly from the mixture.
With the development of deep neural networks, U-Net (Ulyanov et al., 2018) with learnable parame-
ters was introduced to learn the spectrogram representations of audio mixtures. Wave U-Net (Stoller
et al., 2018) proposed to learn multi-scale feature maps from the one-dimensional time domain of
waveform. Recently, ResUNetDecouple+ (Kong et al., 2021) used a residual U-Net to decouple the
estimation of complex ideal ratio masks into magnitude and phase estimations for music sources.
Beyond music source separation, MixIT (Wisdom et al., 2020) adapted permutation invariant train-
ing (Yu et al., 2017) to do separation on simulated mixtures in the large-scale YFCC100M (Thomee
et al., 2016) videos. More recently, a task of single channel distance-based sound separation (Pat-
terson et al., 2022) was proposed to separate near sounds from far sounds in synthetic reverberant
mixtures. Different from audio source separation baselines, we develop a fully novel framework to
aggregate compact category-wise audio source representations with explicit learnable source class
tokens. To the best of our knowledge, we are the first to leverage explicit grouping mechanism for
audio source separation. In addition, we do not need the unsupervised learning on large-scale sim-
ulated audio data with expensive training costs. Our experiments in Sec. 3.2 also demonstrate the
effectiveness of SGN in source separation on both music-only and universal sounds.

5 CONCLUSION

In this work, we propose SGN, a novel Semantic Grouping Network that directly disentangles au-
dio representations and extracts high-level semantic information for each sound source from input
mixtures. We introduce learnable class tokens of sounds to aggregate category-wise source features.
Then, we use the aggregated semantic features as the guidance to separate the corresponding au-
dio sources from the mixture. Different from previous sound separation approaches, the proposed
SGN can support separation from a flexible number of sound sources and is capable of generaliz-
ing to tackle sources from different audio domains. Empirical experiments on both music-only and
universal sound separation benchmarks demonstrate the significant advantage of our SGN against
audio-only methods and audio-visual models without additional visual cues involved.

Broader Impact. The proposed approach separates the mixture sounds from manually-collected
music and universal datasets, which might cause the model to learn internal biases in the data. For
instance, the model could fail to separate rare but crucial sound sources. Therefore, these issues
should be addressed for the deployment of real applications.
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REPRODUCIBILITY

The proposed SGN is simple to implement, and results in experiments are reproducible. We will
open release the code and pre-trained models of our implementation.
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Table 4: Exploration studies on the depth of transformer layers and grouping strategies in Category-
aware Grouping (CAG) module.

Depth CAG SDR SIR SAR

1 Softmax 4.32 8.18 8.07
3 Softmax 5.14 10.80 10.51
6 Softmax 5.20 10.81 10.67

12 Softmax 5.18 10.65 10.59
6 Hard-Softmax 3.25 6.53 6.36

A APPENDIX

In this appendix, we provide the detailed network structures, differences from between our SGN and
the recent work, GroupViT (Xu et al., 2022), more experiments on the depth of transformer layers
and grouping strategies. In addition, we validate the effectiveness of learnable class tokens in learn-
ing disentangled embeddings and report qualitative visualization results of separated spectrograms.

A.1 NETWORK STRUCTURES

In this section, we report detailed network structures and parameters used in the proposed SGN.
First, we use a Convolution2D layer to extract raw features from the input mixture spectrogram
with a shape of 256 × 256, where the kernel size is 16 and stride size is 16. The dimension size of
embeddings is 256. Then we adopt 6 self-attention transformer layers to extract audio representa-
tions 256 × 256 and class embeddings 11 × 256. In Category-aware Grouping module, we utilize
class embeddings to aggregate new category-aware representations 11×256. Meanwhile, the U-Net
architecture with 7 downsampling blocks and 7 upsampling blocks in SoP (Zhao et al., 2018) is
applied to extract audio mixture features 65536×256. In the end, we leverage a light reconstruction
network composed of inner product on new category-aware embeddings and audio mixture features
to generate category-aware spectrograms 11 × 65536. For each source reconstruction, we keep
the corresponding class index from 11 × 65536 to use the output 65536 as the final spectrogram
(reshaped as 256× 256).

A.2 DIFFERENT FROM GROUPVIT AND OUR SGN

When compared to GroupViT (Xu et al., 2022) on image segmentation, there are three main distinct
characteristics of our SGN for addressing audio source separation, which are highlighted as follows:

1) Disentangled Constraint on Class Tokens. The most significant difference is that we have
learned disentangled class tokens for each sound source, e.g., 11 tokens for 11 categories in MUSIC
dataset. With the disentangled constraint, each class token does not have overlapping information
to learn during training, where we apply a cross-entropy loss

∑C
i=1 CE(hi, ei), with an one-hot

encoding target hi to constraint each category probability ei. In contrast, the number of group
tokens used in GroupViT is indeed a hyper-parameter and they do not apply any constraint on them.

2) Category-aware Grouping. We introduce the category-aware grouping module for extracting in-
dividual semantics from audio spectrogram in the original mixed space. However, GroupViT utilized
the grouping mechanism on visual patches without class-aware tokens involved. Thus, GroupViT
can not be directly applied on sound spectrogram for solving source separation. In addition, they
leveraged multiple grouping stages during training and the number of grouping stage is a hyper-
parameter. In our case, only one category-aware stage with meaningful class tokens is enough to
learn distinguished representations in the semantic space.

3) Class as Weak Supervision. We apply the source class as weak supervision to address sound
separation problem, but GroupViT used a contrastive loss to match the global visual representations
with text embeddings. Therefore, GroupViT required a large batch size for self-supervised training
on large-scale data. In this work, we do not need the unsupervised learning on large-scale simulated
sound data with expensive training costs.
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Figure 4: Quantitative results (Precision, Recall, and F1 score) of learned source class tokens.
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Figure 5: Visualization results of separated source spectrograms.

A.3 DEPTH OF TRANSFORMER LAYERS & GROUPING STRATEGY

The depth of transformer layers and grouping strategies in CAG affect the extracted and grouped
representations for audio source separation. In order to explore such effect more comprehensively,
we varied the depth of transformer layers from {1, 3, 6, 12} and ablated the grouping strategy us-
ing Hard-Softmax. To make Hard-Softmax differentiable during training, we applied the Gumbel-
Softmax (Jang et al., 2017; Maddison et al., 2017) as the alternative.

The comparison results of the separation performance are shown in Table 4. When the depth of
transformer layers is 6 and using Softmax in CAG, the proposed SGN achieves the best results in
terms of all metrics. With the increase of the depth, we achieve consistently raising performance
as we extract better audio representations from the mixture. However, increasing the depth to 12
will not continually improve the result since 6 transformer layers might be enough to extract the
learned embedding for category-aware grouping. In addition, replacing Softmax with Hard-Softmax
significantly deteriorates the separation performance of our approach, which implies the importance
of the proposed CAG in extracting disentangled semantics for separation.

A.4 QUANTITATIVE VALIDATION ON CLASS TOKENS

Learnable Class Tokens are essential to aggregate category-aware representations from the sound
mixture. In order to quantitatively validate the rationality of learned class token embeddings, we
calculate the Precision, Recall, and F1 score of classification using these embeddings across training
iterations. We report the quantitative results in Figure 4. It can be seen that all metrics raise to 1 at
epoch 20, which implies the learned class tokens have category-aware semantics. These results also
demonstrate the effectiveness of class tokens in category-aware grouping for extracting disentangled
representations from audio mixtures.
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A.5 QUALITATIVE VISUALIZATION ON SEPARATION

In order to qualitatively demonstrate the effectiveness of our method, we report more visualization
results in Figure 5. We can observe that the proposed SGN achieves decent separation performance
in terms of reconstructing the spectrogram for each sound source.
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