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Abstract

Recently, unified information extraction has001
garnered widespread attention from the NLP002
community, which aims to use a unified003
paradigm to perform various information ex-004
traction tasks. However, prevalent unified005
IE approaches inevitably encounter challenges006
such as noise interference, abstract label se-007
mantics, and diverse span granularity. In this008
paper, we first present three problematic as-009
sumptions regarding the capabilities of unified010
information extraction model. Furthermore, we011
propose the General Collaborative Information012
Extraction (GCIE) framework to address these013
challenges in universal information extraction014
tasks. Specifically, GCIE consists of a general015
Recognizer as well as multiple task-specific Ex-016
perts for recognizing predefined types and ex-017
tracting spans respectively. The Recognizer is018
a large language model, while the Experts com-019
prise a series of smaller language models. To-020
gether, they collaborate in a two-stage pipeline021
to perform unified information extraction. Ex-022
tensive empirical experiments on 6 IE tasks and023
several datasets, validate the effectiveness and024
generality of our approach.025

1 Introduction026

Information Extraction (IE) endeavors to derive027

structured information from unstructured text (An-028

dersen et al., 1992; Grishman, 2019), which in-029

volves a series of tasks, including named en-030

tity recognition, relation extraction, entity linking,031

aspect-based sentiment analysis, and event extrac-032

tion (Muslea, 1999). Given its diverse objectives033

(entity, relation, event, etc.) and heterogeneous034

structures (spans, triplets, records, etc.), traditional035

IE methods often necessitate task-specific archi-036

tectures and processes, entailing elaborate manual037

design (Grishman and Sundheim, 1996; Ji and Gr-038

ishman, 2011). Despite some success, task-specific039

approaches impede rapid unified architectural de-040

velopment. Consequently, an alternative avenue041
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Figure 1: The paradigms of GCIE and currently preva-
lent methods for unified information extraction. a) pre-
training and fine-tuing with SLM; b) instruction fine-
tuing with LLM; c) inference with LLM and fine-tuning
with SLM.

of IE research focuses on addressing multiple sub- 042

tasks using unified modeling architectures, as ex- 043

emplified in recent works (Lu et al., 2022; Peng 044

et al., 2023; Ping et al., 2023). 045

However, these prospective unified IE methods 046

still grapple with several unresolved issues. One 047

prominent challenge involves the noise interference 048

introduced by negative samples during model train- 049

ing and prediction. Unlike traditional NLP tasks, 050

there are usually long-tail data distributions in in- 051

formation extraction tasks that demonstrate imbal- 052

anced label quantities across various types, with a 053

larger number of negative samples compared to pos- 054

itive ones (Huang et al., 2020; Dong et al., 2021; 055

Liu et al., 2023). How to bridge label with out- 056

put is also a challenge. Other than generative uni- 057

fied modeling architectures, Lin et al. (2020); Lou 058
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et al. (2023); Ping et al. (2023) employ extractive059

models to achieve unified information extraction060

through heterogeneous decoding processes across061

different subtasks. To capitalize on the knowledge062

acquired during the pretraining stage, many gener-063

ative and extractive methods represent label types064

using natural language words. However, unlike065

context-based large language models such as GPT-066

3, PaLM, LLaMA, etc. (Brown et al., 2020; Chowd-067

hery et al., 2023; Touvron et al., 2023), the efficacy068

of smaller language models (Devlin et al., 2019;069

Liu et al., 2019; Lewis et al., 2020; Raffel et al.,070

2020) in comprehending abstract labels remains071

questioned. For instance, "Attack" is an event type072

hard to understand by a single word in ACE05-Evt,073

representing a range of conflict events such as wars,074

coups, strikes, terrorist attacks, etc., not merely its075

literal meaning.076

Witnessing the remarkable performance of mas-077

sively large language models in extensive NLP078

tasks, several LLM-based methods for information079

extraction have been proposed (Zhou et al., 2023;080

Wang et al., 2023b, 2022a; Wadhwa et al., 2023a;081

Gui et al., 2023; Wang et al., 2023c). However,082

there is still no optimal solution regarding the trade-083

off between effectiveness and efficiency, primarily084

due to the poor performance without fine-tuning085

in IE tasks (Han et al., 2023) and the overhead086

associated with training LLMs.087

In this paper, we are dedicated to analysing these088

key problems and devising solutions. Through our089

investigation, we sum up three primary factors in-090

fluencing the capabilities of unified IE models: 1)091

Noisy imbalanced data: a large number of neg-092

ative samples and long-tail data distribution. 2)093

Abstract label type: obscure type words pose a chal-094

lenge for understanding by LMs. 3) Diverse span095

granularity: annotated data from different sources096

has various criteria for identifying spans. Con-097

sequently, we posit that the primary capabilities098

of unified information extraction models revolve099

around anti-interference, label understanding, and100

span identification, addressing the aforementioned101

challenges. To tackle these issues, we propose the102

collaborative framework that consists of a Recog-103

nizer and multiple Experts. The Recognizer, an104

LLM proficient in anti-interference and label un-105

derstanding, is tasked with recognizing label types106

and filtering negative samples. On the other hand,107

Expert utilize type indication as prompt to generate108

structured text, which are fine-tuned on low noise109

data distribution for a specific IE task. The Recog- 110

nizer and Experts operate in a two-stage pipeline 111

to produce general schemas for universal IE tasks, 112

as illustrated in Figure 1. Different from previous 113

research, our approach focuses more on solving 114

the aforementioned problems and achieving perfor- 115

mance improvement by simultaneously utilizing 116

the potential advantages of LLM and SLM. 117

To validate the effectiveness and generality of 118

GCIE, we conduct extensive experiments, encom- 119

passing 6 IE subtasks across various datasets. The 120

experimental results demonstrate the rationality of 121

key capabilities for unified IE and excellent perfor- 122

mance under the supervised and few-shot settings. 123

These findings collectively suggest that the integra- 124

tion of SLM and LLM yields enhanced information 125

extraction capabilities. 126

In conclusion, the main contributions are sum- 127

marized as follows: 128

1) We analyze the distinct benefits of context- 129

based LLM and fine-tuned SLM for unified infor- 130

mation extraction. We identify and articulate three 131

essential capabilities that are crucial for addressing 132

the fundamental challenges commonly encountered 133

in universal IE tasks. 134

2) We propose the general collaborative frame- 135

work for universal information extraction in a uni- 136

fied paradigm, designed to harness the complemen- 137

tary advantages of LLM and SLM to acquire the 138

key capabilities. 139

3) We design task-specific prompts for negative 140

samples filtering and type recognition of Recog- 141

nizer and self-correction strategy for effective Ex- 142

pert learning. 143

4) We conduct a series of evaluation and explo- 144

ration experiments to validate the rationality and 145

effectiveness of our approach. 146

2 Key Capabilities for Unified 147

Information Extraction 148

In this section, we outline the essential prerequi- 149

sites for tackling the challenges inherent in univer- 150

sal information extraction tasks, delineating them 151

into three key capabilities. We then elucidate the 152

significance of these capabilities, underscoring why 153

a robust IE model should incorporate all three. 154

While our investigation is approached from a uni- 155

fied IE perspective, it is also applicable to numer- 156

ous task-specific methodologies. 157

Anti-interference refers to the robustness of an 158

IE model against noise in data distribution. In prac- 159
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We are conducting a named entity recognition task. \nDetermine if the following 
types of  ent i t ies are involved in  the g iven text .  \nPeople(people) ; 
Location(location); Organization(organization); Others(other entity). \nBased on 
the examples provided below and your understanding, complete the content of 
the result.
text1 : Annie Oakley , also known as Little Miss Sure Shot , was born Phoebe 
Ann Moses in Willowdell , Darke County , in 1860 .
result1 : People(Annie Oakley, Little Miss Sure Shot, Phoebe Ann Moses), 
Location(Willowdell , Darke County), Organization(absence), Others(absence).
......
text : Sirhan says he was the lone assassin but can 't remember shooting 
Kennedy .
result : 

We are conducting a relation extraction task. \nDetermine if the following types 
of relations are involved in the given text. \nis based in; is located in; lives in; 
works for;  ki l ls.  \nBased on the examples provided below and your 
understanding, complete the content of the result.
text1 : The Former southernmost Yugoslav Republic of Macedonia followed 
suit so that Yugoslavia now consists of Serbia and Montenegro .
result1 : is based in(absence), is located in(Serbia is located in Yugoslavia, 
Montenegro is located in Yugoslavia), lives in(absence), works for(absence), 
kills(absence).
......
text : One message came from Anderson 's sister , Peggy Say of Batavia , N.Y.
result : 

We are going to conduct event extraction task.
event types and event arguments are defined as follows:
1. type: Arrest; arguments: agent, person, place. This event is probably triggered by 
arrest, apprehend, nab, capture and etc.
......
You are required to infer whether any event predefined above is mentioned in a 
sentence and answer with the format ... Here are several examples provided for 
reference.
sentence: RANGEL Let me tell you , when you arrest somebody , you describe who you 
're arresting .
result: [ Arrest : arrest ( agent : unspecified ) ( person : unspecified ) ( place : 
unspecified ) ]
Let us start! Read the following sentence and output the correct result.
sentence: hello world!
result: 

Recognizer Expert

Sirhan says he was the lone assassin but can 't 
remember shooting Kennedy .

One message came from Anderson 's sister , 
Peggy Say of Batavia , N.Y.

NOVAK Are you going to demonstrate against 
them in the streets ?

[First] People [First] Organization ...

[First] People [First] Location ... 
[Second] Located-in [Second] Based-in ...

[First] Attack [First] Demonstrate ... 
[Second] participant [Second] place ...

[ People : Sirhan ] [ People : Kennedy ]

[ Location : Peggy Say ( Located-in : 
Batavia , N.Y ) ] 

[ Demonstrate : against ( participant : 
International Black Coalition for Peace 
and Justice ) (place : Los Angeles ) ]

Figure 2: The overall architecture of GCIE that receives unstructured text and output task-specific schemas. In
the prompts of Expert, types recognized by Recognizer are marked in bold. This framework can function in an
end-to-end manner during the prediction phase.

tice, many documents and sentences do not contain160

any predefined information element, often referred161

to as negative samples, which are considered noisy162

data. For instance, common IE datasets such as163

ACE2005 and SciERC contain a number of nega-164

tive samples, which are relevant to event extraction,165

named entity recognition and relation extraction.166

To substantiate the significance of this capability,167

we perform the anti-interference test to evaluate168

the susceptibility of both LLM and SLM to neg-169

ative samples (see Appendix B.1). Our findings170

indicate that the proportion of negative samples sig-171

nificantly influences the performance of generative172

IE models. Moreover, we can observe that SLM is173

more susceptible to interference than LLM.174

Label-understanding describes the semantic175

understanding ability to predefined label. In re-176

cent years, many research works unlocked the la-177

bel understanding ability of pretraining language178

model via prompt learning across a series of NLP179

tasks, such as summary, text classification, text180

generation, sentiment analysis and few-shot NER181

(Narayan et al., 2021; Zou et al., 2021; Seoh et al.,182

2021; Schick and Schütze, 2021; Ma et al., 2022).183

However, these phenomena primarily manifest in184

NLP tasks with simple label words such as ’posi-185

tive,’ ’great,’ and ’person.’ More abstract and pol-186

ysemous label words are often too ambiguous for187

common language models to comprehend. In our188

exploration experiments (see Appendix D), we ob- 189

serve variations in model performance depending 190

on the styles of label words replaced, ranging from 191

simple capitalizations to other lexical alterations. 192

This implies that SLM does not exhibit the same 193

degree of sensitivity to abstract label words as LLM 194

does. 195

Span-identification refers to the capability of 196

accurately identifying information elements that 197

likely represent entities, event triggers, or event ar- 198

guments. To investigate this capability, we evaluate 199

a context-based LLM and a fine-tuned SLM un- 200

der different settings on the span identification task 201

(see Appendix B.2). The performance of LLM in 202

this regard is notably inferior to that of fine-tuned 203

SLM. This discrepancy can be attributed to differ- 204

ence in dataset annotations, leading to diversity in 205

span granularity. For instance, pairs such as "man" 206

- "the man", "hospital in Boston" - "hospital", and 207

"2 soldiers" - "soldiers" exemplify this variabil- 208

ity. When subjected to rigorous evaluation metrics, 209

LLM, lacking adaptation for a specific data dis- 210

tribution, struggles to match the performance of 211

fine-tuned SLM. 212

3 General Collaborative Framework 213

In this section, we introduce a two-stage (Recog- 214

nition & Filtering and Identification) general col- 215

laborative framework combining LLM and SLM 216
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to acquire capabilities of anti-interference, label-217

understanding and span-identification for universal218

information extraction tasks.219

3.1 Schema Definition220

Inspired by previous researches, we format all IE221

subtasks as unified structure generation (see ap-222

pendix E). Formally, given a sentence s as input,223

our GCIE outputs structure schema o, which con-224

sists of tokens coming from label collection, con-225

text collection and structure collection. Figure 6226

demonstrates several examples for this unified mod-227

eling schema. Wherein the label collection includes228

predefined label type tokens, and the context col-229

lection is made up of input tokens. Different from230

previous studies, We use two symbols to hold the231

primary and secondary structures respectively. The232

output format is used in both the two stages of type233

recognition and schema generation. Additionally,234

one point we consider very important, is the unique-235

ness of type words. For instance, We suggest type236

word "method" is substituted by "Methods", be-237

cause the "method" in text typically is a entity with238

type of "Generic".239

3.2 Framework Architecture240

Our framework consists of Recognizer (black-box241

LLM only used for inference) and Expert (fine-242

tuned SLM), illustrated in Figure 2. In detail, Rec-243

ognizer receives a sentence s and a task-specific in-244

struction comprising examples e and the task ques-245

tion q as input. Utilizing a small set of input-output246

pairs for reference, the Recognizer generates the247

response to the question in the same format. The248

result given by Recognizer can be written as fol-249

lows:250

a = Recognizer(s, q, e) (1)251

where a = {(typ1, val1), ..., (typn, valn)} is252

treated as a tuple collection with n type words and253

binary values, indicating which predefined types254

may exist in the sentence s.255

In the designed task question q, each predefined256

label type is represented by a single word or a short257

phrase along with an interpretation. By associat-258

ing these interpretations with examples, rather than259

relying solely on hard tokens as in SLM-only meth-260

ods, LLM comprehends the actual semantics of261

each type more effectively, eliminating the concern262

of overfitting during model training. When choos-263

ing examples, it is crucial to consider different type264

combinations that enable LLM think comprehen- 265

sively. 266

After the recognition process, with low confi- 267

dent types (vali = 0) filtered out, high confident 268

types (vali = 1) organized as type indication (Ex- 269

pert prompt) are concatenated with sentence s as 270

the input of Expert. we denote Expert prompt and 271

sentence processed by tokenizer respectively as 272

p = {p1, p2, ..., pj} and t = {t1, t2, ..., tl}. The 273

real words of Expert prompts used in our exper- 274

iments for each dataset is listed in Appendix C. 275

Theoretically, any auto-regression generative lan- 276

guage model could be used as the base model 277

of Expert, which predict conditional probability 278

P(yi|y<i, p, t) of the next token yi, given the con- 279

text and input. Finally, when Expert finishes predic- 280

tion when it generates the end symbol, we sample 281

tokens by step from the logits to get the final output 282

sequence o. The total generation process can be 283

written as follows: 284

o = Expert(p, t) (2) 285

where o = o1, o2, ..., ok is the result of sampling 286

with task-specific structured schema with sequence 287

length k. Decoder(·) is the decoder of Expert and 288

oi = Decoder(o<i, p, t). 289

While generating structured schema rather than 290

natural language text, a few sampling techniques 291

could be applied when the Decoder of Expert op- 292

erates, such as greedy search, beam search and 293

constrained-decode (Lu et al., 2021). We try 294

the three sampling techniques in our method, but 295

no significant performance difference is observed. 296

That is to say, our method does not depend on par- 297

ticular ways of decoding. 298

3.3 Expert Learning 299

To acquire span-identification capability, Expert 300

requires a fine-tuning process. At present, we 301

consider multiple feasible training plan which pro- 302

duces two bifurcation points. The first one is that 303

whether Expert prompt from gold label or Recog- 304

nizer prediction are used in training. The second 305

one is that whether multiple task-specific Experts or 306

a unified Expert for all IE tasks are maintained. We 307

carry out thorough comparison about these issues in 308

our supervised experiments. For simplicity, we as- 309

sume D = {(x1, y1), (x2, y2), ..., (xm, ym)} uni- 310

formly represent the train set of certain IE dataset. 311

Therefore a most straightforward way to optimize 312

parameters is minimizing the negative logarithmic 313
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Model
NER RETriplet NER&RE

CoNLL03 GENIA ACE05-Ent NYT CoNLL04 SciERC ACE05-Rel
Ent Ent Ent Ent Ent Rel Ent Rel Ent Rel

(Shen et al., 2022) 92.87 81.77 87.42 - - - - - - -
(Li et al., 2022) 93.07 81.39 86.79 - - - - - - -
(Yan et al., 2021) - - - 92.40 - - 66.80 38.40 89.00 66.80
(Tang et al., 2022) - - - 93.70 - - - - - -
(Shen et al., 2021) - - - - 90.30 72.35 - - 87.61 62.77

(Lu et al., 2022)† 92.99 - 85.78 - - 75.00 - 36.53 - 66.06
(Lou et al., 2023)† 93.16 - 87.14 94.07 - 78.84 - 37.36 - 67.88
(Ping et al., 2023) 92.65 - 87.02 - - 73.40 - 38.00 - 66.06
(Wang et al., 2022a)♣† 93.00 80.80 86.90 93.30 90.70 78.30 - - 90.00 66.80
(Wang et al., 2023b)♣ 92.94 74.71 86.66 90.47 - 78.48 - 45.15 - -

GCIE w/o SC (ours) 92.44 76.90 86.24 91.26 90.66 74.10 66.70 38.19 86.90 58.64
GCIE w/o F (ours) 93.20 80.68 - - 90.33 76.50 67.79 39.22 90.15 67.48
GCIE-unify (ours) 92.83 78.57 85.98 93.55 90.17 76.58 69.28 42.31 89.66 66.19
GCIE (ours) 94.28 81.15 88.36 94.08 90.92 77.19 69.47 39.54 91.35 68.35

Table 1: The results of GCIE on NER, RETriplet and NER&RE tasks. We report the average F1 scores on 3
random seeds. †: The model has additional training process such as structure pretraining. ♣: The trainable model
parameters (typically exceeding 10B) are an order of magnitude larger at least than that of ours. Task-specific IE
models (upper part of the table) and unified IE models (lower part of the table) are separated with horizontal line.

likelihood expectation on train set:314

L =
∑

(x,y)∈D
−logP(y|x, p; θ) (3)315

where p is Expert prompt from Recognizer pre-316

diction or gold label and θ denotes all trainable317

parameters of Expert.318

While training Expert using gold labels can re-319

duce the expensive cost associated with LLM in-320

ference, it may lead to inconsistency between train321

data distribution and test data distribution. In view322

of this, unless specified otherwise, our training pro-323

cess use type indication from Recognizer predic-324

tion rather than gold label. Besides this, an inherent325

challenge in pipeline IE models is error propaga-326

tion. Unlike inter-task pipeline models, GCIE op-327

erates as a general two-stage pipeline framework.328

The error propagation in GCIE can diminish its329

generalization ability due to its heavy reliance on330

type prompt derived from Recognizer prediction.331

Through Anti-interference test, we have drew the332

conclusion that fine-tuned SLM is more suscep-333

tible to indication omission than redundancy. To334

address this issue, we introduce the self-correction335

strategy to mitigate the Expert’s over-dependency336

on type indication. Specifically, we introduce a337

reject probability subject to Bernoulli distribution,338

denoted by Pr ∼ Bernoulli(αr) for each prede-339

fined type across the all IE datasets. The value340

of αr is determined by the recall score of Recog-341

nizer on development set. If certain type is not 342

predicted by the Recognizer, it is excluded along 343

with its reject probability from the Expert prompt. 344

Under this self-correction mechanism, the initially 345

deterministic type prompt becomes uncertain: 346

P(pi|x) = Ri + (1−Ri) · (1− Pri) (4) 347

where P(·) computes the conditional probability 348

of pi, which denotes the i-th type and x denotes the 349

input sentence. Ri ∈ {0, 1} is the prediction result 350

of Recognizer of the i-th type. 351

In this way, the original Expert prompt p is re- 352

placed by p̃ = {p̃1, p̃2, ..., p̃|p|}, which is simulta- 353

neously robust to prediction errors and closer to the 354

real results. Notably, D is replaced with D̃ not con- 355

taining any negative sample when self-correction 356

mechanism is applied. Now the final optimization 357

objective for Expert learning is: 358

L =
∑

(x̃,ỹ)∈D̃

−logP(ỹ|x̃, p̃; θ) (5) 359

4 Experiments 360

To validate the efficacy of the proposed methodol- 361

ogy and explore pivotal factors within the GCIE 362

framework, we systematically conduct an extensive 363

series of experiments. These experiments encom- 364

passed the performance evaluation of GCIE and the 365

exploratory investigations regarding Recognizer, 366
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Model
ED EE ABSA

ACE05-Evt ACE05-Evt CASIE 14-res 14-lap 15-res 16-res
Tri Tri Arg Tri Arg Sentiment Triplet

(Deng et al., 2021) 77.29 - - - - - - - -
(Lu et al., 2021) - 71.90 53.80 - - - - - -
(Wang et al., 2022b) - 73.60 55.10 - - - - - -
(Mao et al., 2022) - - - - - 75.52 65.27 65.88 73.67

(Lu et al., 2022)† - 73.36 54.79 69.33 61.30 74.52 63.88 67.15 75.07
(Lou et al., 2023)† - 72.41 55.83 71.73 63.26 77.26 65.51 69.86 78.25
(Ping et al., 2023) - 74.08 53.92 71.46 62.91 74.77 65.23 68.58 76.02
(Wang et al., 2022a)♣† - 69.80 56.20 - - - - - -
(Wang et al., 2023b)♣ - 77.13 72.94 67.80 63.53 - - - -

GCIE w/o SC (ours) 81.13 81.68 53.71 73.57 61.55 75.29 64.22 67.07 76.28
GCIE w/o F (ours) 82.62 84.37 65.98 - - - - - -
GCIE-unify (ours) - 84.46 64.77 71.67 63.84 - - - -
GCIE (ours) 85.54 84.53 66.79 74.40 65.82 76.51 66.48 69.59 79.77

Table 2: The results of GCIE on ED, EE and ABSA tasks. We report the average F1 scores on 3 random seeds.
†: The model has additional training process such as structure pretraining. ♣: The trainable model parameters
(typically exceeding 10B) are an order of magnitude larger at least than that of ours. Task-specific IE models (upper
part of the table) and unified IE models (lower part of the table) are separated with horizontal line.

and Expert. In all experiments, the default base367

model for Expert is Flan-T5 (Shen et al., 2023),368

while LLM refers to Claude2 1. The detail experi-369

mental configuration can be found in the Appendix370

C.371

4.1 Experiments on GCIE372

4.2 Experimental Settings373

Task. We select 6 representative IE tasks: named374

entity recognition (NER), joint entity and rela-375

tion extraction (NER&RE), relation triple extrac-376

tion (RETriplet), aspect-based sentiment analysis377

(ABSA), event detection (ED), and event extraction378

(EE). The comprehensive performance evaluation379

of GCIE and its variants (without filtering, self-380

correction and unifying) is carried out. Moreover,381

a few designed tasks including negative samples382

recognition, type recognition and span identifica-383

tion are involved.384

Datasets. In our experiments, all datasets used in385

the supervised, few-shot settings and exploration386

experiments include CoNLL03 (Sang and Meul-387

der, 2003), GENIA (Kim et al., 2003), CoNLL04388

(Roth and Yih, 2004), SciERC (Luan et al., 2018),389

NYT (Riedel et al., 2010), ERE (Song et al., 2015),390

ACE05 (Christopher Walker, 2006), CASIE (Satya-391

panich et al., 2020), CommodityNews (Lee et al.,392

1https://claude.ai/

2021), SemEval-14 (Pontiki et al., 2014), SemEval- 393

15 (Pontiki et al., 2015), SemEval-16 (Pontiki et al., 394

2016). For the aforementioned tasks and datasets, 395

the detailed statistical information is described in 396

Appendix A. 397

4.2.1 Supervised Settings 398

The main results from the performance evaluation 399

of GCIE on supervised settings are shown as Table 400

1 and Table 2. Specifically, GCIE variants, such 401

as GCIE-unify, denoting the unified model across 402

all datasets, SC, representing the self-correction 403

strategy, and F, representing the negative sample 404

filtering mechanism, are examined. GCIE achieves 405

quite impressive scores across 6 IE tasks. For most 406

of these datasets, our method surpasses all unified 407

IE methods including SLM-only and LLM-only 408

models. Especially on partial datasets, such as 409

CoNLL03 (NER), ACE05-Evt (ED), CASIE (EE) 410

and 14lap/16res (ABSA), GCIE achieves state-of- 411

the-art performance. Only on a few datasets, our 412

method slightly underperforms baselines. Addition- 413

ally, we try to maintain a unified set of parameters 414

for all IE tasks (GCIE-unify). In this case, we ob- 415

serve a slight decrease in model performance across 416

all datasets, but it still remains close to state-of-the- 417

art IE models. We list the important conclusions 418

and analysis from our experiments as follows: 419

(1) GCIE achieves the excellent performance com- 420
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Dataset Flan-T5 Expert GCIE

CoNLL03 Ent 28.3 53.2 36.6 58.6 45.2 74.6
CoNLL04 Rel 16.6 52.0 21.4 56.8 25.7 57.5
ERE Tri 21.3 46.0 20.7 48.6 35.5 53.7
ACE05-Evt Arg 9.6 31.6 12.8 36.5 35.3 54.5
15-res Sen 15.7 35.7 12.3 35.5 18.4 41.9
16-res Sen 17.6 41.3 12.5 39.7 16.2 48.7

Table 3: The results of GCIE and baselines on few-shot
settings.

parable to, even exceeding state of the art IE models421

with fewer training parameters, which benefits from422

collaboration of LLM and SLM in negative sample423

filtering, type recognition and self-correction strat-424

egy.425

(2) Compared to baselines, the improvement on426

performance of our method varies significantly427

across different tasks and datasets. For example,428

GCIE outperforms task-specific models and uni-429

fied models on ACE05-Evt (ED) and CoNLL03430

(NER), but it struggles to compete with SOTA431

model on CoNLL04 and SciERC. We attribute this432

phenomenon to three main reasons: dataset pref-433

erence, capacity range of our method and prompt434

design. We discuss detailedly these factors in Rea-435

son Analysis of Appendix D.3.436

(3) All modules including Recognizer(recognition437

and filtering), Expert and self-correction strategy438

of our framework play important roles. Specially,439

self-correction mechanism is capable of correcting440

the reliance of Expert on type indication, and omit-441

ting it would result in a huge performance drop.442

(4) We try to train a unified Expert for all tasks and443

datasets and find a little performance decline. We444

speculate that it is due to the lack of uniformity in445

type definition and span granularity over different446

datasets.447

4.2.2 Few-shot Settings448

To explore the performance of GCIE in resource-449

constrained scenarios, we randomly sample from450

the train set in both 1-shot and 10-shot settings for451

each IE task, and evaluate on full-sample test set.452

We repeat each experiment 10 times and employ453

the same evaluation metrics used in supervised set-454

tings. Without type indication from Recognizer,455

the Expert instead utilizes SSI and SEL, as pro-456

posed by UIE (Lu et al., 2022). Flan-T5 operates457

with fixed type indication. As depicted in Table458

3, GCIE demonstrates significant outperformance459

compared to both Flan-T5 and Expert across all460

datasets. We observe that, particularly in complex461

structured tasks such as event extraction, both Flan- 462

T5 and Expert struggle to effectively learn the cor- 463

rect input-to-output dependency in the absence of 464

type indication, rendering them vulnerable to over- 465

fitting. In contrast, Recognizer enhances the robust- 466

ness of GCIE through only a few demonstrations 467

to identify potential types and negative samples. 468

4.3 Experiments on Recognizer 469

The overall performance of GCIE is significantly 470

contingent upon the accuracy of Recognizer in type 471

recognition. To investigate the effectiveness and 472

applicability of Recognizer, we design a unified 473

type recognition task for all IE tasks. This task aims 474

to ascertain the presence of predefined types within 475

a given text. We conceptualize type recognition as 476

a multi-label classification task and adopt the F1 477

score as the primary evaluation metric. 478

Due to the variances in structures and objectives 479

across different Information Extraction (IE) sub- 480

tasks, we craft distinct instructions for Claude2 481

prompts tailored to each IE subtask (For detailed 482

information, refer to Appendix C). Each instruction 483

includes a task-specific question and several exam- 484

ples, serving as hyperparameters in the Recognizer 485

module. Additionally, we fine-tune a RoBERTa 486

(Liu et al., 2019) as the baseline for comparison. 487

To validate generality, We also explore this ability 488

on other LLMs in Appendix D.4. 489

Considering the influence of input length on 490

LLM performance, we set maximum values for 491

the number of demonstration for each dataset. In 492

Table 4, it is evident that as the number of examples 493

increases, Claude2 consistently exhibits an upward 494

trend in performance. And with the increasing num- 495

ber of examples, Claude2 demonstrates notable per- 496

formance improvements compared to fine-tuned 497

Roberta-large across all IE subtasks, particularly in 498

challenging tasks such as event extraction. Notably, 499

Claude2 exhibits significantly higher recall scores 500

than precision across all datasets, suggesting that 501

LLM recognizes types with a high level of confi- 502

dence. In summary, we can draw conclusions as 503

follows: 504

(1) Claude2 outperforms fine-tuned SLM by a large 505

margin, especially in complex tasks, due to its supe- 506

rior label-understanding and anti-interference abil- 507

ities. In addition, during the experiment process, 508

we observe that Claude2 makes the prediction with 509

high confidence and some inference steps. 510

(2) LLM serves as the type recognizer, achieving 511
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Dataset Element n Roberta-large Claude2 k=2 Claude2 k=5 Claude2 k=10
P R F P R F P R F P R F

CoNLL03 Ent 30 92.6 90.8 91.7 87.7 91.5 89.6 91.3 96.3 93.7 93.4 98.6 95.9
SciERC Ent 30 70.2 63.3 66.6 61.7 67.6 64.5 71.4 83.3 76.9 - - -
ACE05-Rel Ent 40 88.6 84.8 86.7 76.5 90.8 83.0 78.6 94.2 85.7 82.6 96.4 89.0

CoNLL04
Ent 40 84.7 87.1 85.9 86.4 91.8 89.0 90.6 98.0 94.2 93.4 98.0 95.6
Rel 30 79.4 77.0 78.2 76.9 84.8 80.7 80.0 90.6 85.0 - - -

ACE05-Evt
Evt 100 86.7 82.3 84.4 86.5 91.8 89.1 88.1 96.4 92.1 - - -
Arg 80 69.0 63.3 66.0 67.6 75.0 71.1 73.3 83.3 78.0 - - -

14-res Sen 30 87.5 87.0 87.2 81.4 91.5 86.2 81.6 93.1 87.0 89.2 95.5 92.2
14-lap Sen 30 89.2 83.7 86.4 79.8 94.0 86.3 79.5 96.3 87.1 84.1 98.1 90.6

Table 4: The results of type recognition of Roberta and Claude2 on the dev sets of various datasets. Roberta-large
is fine-tuned on full-sample train set for each datatset. n is the maximum value of example number.

remarkable results across many datasets with only a512

limited number of examples. In practice, it is worth513

considering leveraging the high recall property of514

LLM to guide SLM extraction.515

In most case, although large language model is516

not a good few-shot information extractor, but a517

good type recognizer, which filters out the vast518

majority of negative samples and indicates Expert519

to extract valuable information elements.520

5 Related Work521

From the perspective of the target tasks, we primar-522

ily present research works about various paradigms523

for information extraction. Many works focus on524

single specific IE task, such as entity and relation525

extraction (Shen et al., 2022; Li et al., 2022; Yan526

et al., 2021; Tang et al., 2022; Shen et al., 2021;527

Zhong and Chen, 2020; Cui et al., 2021; Shang528

et al., 2022; Wei et al., 2020; Souza et al., 2019;529

Ye et al., 2022; Wang et al., 2020), event detection530

and argument extraction (Liu et al., 2023; Wang531

et al., 2023a; Zhang et al., 2022; Deng et al., 2021;532

Liu et al., 2018; Sheng et al., 2021; Lu et al., 2021;533

Xu et al., 2021b; Wang et al., 2022c) and aspect-534

based sentiment analysis (Xu et al., 2021a; Li et al.,535

2023, 2021; Zhou et al., 2020; Liang et al., 2022;536

Wu et al., 2020; Xu et al., 2020; Mao et al., 2022).537

Some of these works are based on few-shot set-538

tings.539

With the development of deep language models540

and the increasing demand of heterogeneous infor-541

mation processing, more and more IE models are542

designed in the unified paradigm to address various543

IE tasks. Early unified IE models typically em-544

ploy multi-task joint training to enable the model545

to adapt various information extraction tasks with546

different objectives and schemas (Luan et al., 2019;547

Wadden et al., 2019; Lin et al., 2020). And Lou 548

et al. (2023) has utilized unified semantic matching 549

to achieve state-of-the-art performance on multi- 550

ple datasets. Some recent research efforts (Peng 551

et al., 2023; Ping et al., 2023; Gao et al., 2023) aim 552

to introduce novel methods to adapt universal IE 553

tasks rather than unified modeling. However, the 554

most closely related approaches to our work are the 555

unified structured generation paradigm for a range 556

of IE tasks (Lu et al., 2022; Wang et al., 2022a, 557

2023b). Since the advent of ChatGPT and other 558

LLMs, more and more researchers take efforts to 559

unlock the potential of LLMs and bridge the perfor- 560

mance gap with SOTA results in IE tasks (Gui et al., 561

2023; Wang et al., 2023c; Wadhwa et al., 2023b). 562

We also regard this as a prospective research direc- 563

tion of unified information extraction. 564

6 Conclusion 565

In this study, we analyze the important factors for 566

information extraction and introduce three core ca- 567

pabilities. These capabilities, typically not concur- 568

rently possessed by existing IE models, are iden- 569

tified through a series of exploration experiments. 570

Our findings suggest that context-based LLM is 571

proficient in identifying negative samples and rec- 572

ognizing predefined types. Building upon this in- 573

sight, we propose GCIE for unified information 574

extraction, which combines the strengths of LLM 575

and Experts to encompass both of these capabil- 576

ities. Extensive experiments validate that, com- 577

pared to existing LLM-only and SLM-only meth- 578

ods, GCIE exhibits excellent performance across 579

many IE tasks. All of these indicate a prospective 580

unified IE research direction to take advantages of 581

LLM and fine-tuned SLM. 582
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Limitations583

Despite the success of our approach, some limita-584

tions should be pointed out and addressed in the585

future:586

1) Our approach requires some additional inference587

latency brought by LLM compared to SLM-only588

methods.589

2) Designed prompt is one of the important factors590

that influence the performance and stability of Rec-591

ognizer.592

3) The hyperparameters in self-correction mecha-593

nism are determined manually, which is likely to594

be sub-optimal.595

4) Our method has the property of dataset prefer-596

ence, which makes it perform mediocre on certain597

datasets.598

5) We haven’t explore more extensive scenarios,599

such as open information extraction tasks.600
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A Task and Dataset1188

In this study, our experimental resources involves1189

several datasets across 6 information extraction1190

tasks. We provide the detailed description of each1191

task, dataset, and evaluation metric as follows. The1192

detail statistics of all IE datasets used in our experi-1193

ments are listed in Table 5.1194

Named Entity Recognition is a task in NLP that1195

focuses on identifying and classifying named enti-1196

ties mentioned in text into predefined categories1197

such as person names, organizations, locations,1198

medical codes, time expressions, quantities, mon-1199

etary values, percentages, etc. An entity mention1200

is correct if its offsets and type match a reference1201

entity.1202

Relation Triplet Extraction is a task in NLP 1203

that aims to identify and extract structured informa- 1204

tion from text by identifying relationships between 1205

entities mentioned in the text. An RTE system typ- 1206

ically takes as input a sentence or a document and 1207

outputs a set of triples, where each triple consists 1208

of a subject entity, a relation, and an object en- 1209

tity. A relation triplet is correct if its relation type 1210

is correct and the string of the subject/object are 1211

correct. 1212

Joint Entity and Relation Extraction is a task 1213

that aims to identify and extract entities and their 1214

relations from textual data. It involves the identi- 1215

fication of both entities (e.g., people, places, orga- 1216

nizations) and the relationships that exist between 1217

these entities within a text. A relation is correct if 1218

its relation type is correct and the offsets and entity 1219

types of the related entity mentions are correct. 1220

Event Detection is a task in NLP that aims to 1221

identify and extract key informational elements 1222

from text, which are known as ’events’. These 1223

events are semantic units marked by a trigger 1224

phrase in text that describe meaningful occurrences 1225

or actions within a text. A event is correct if its 1226

trigger offsets and type match a reference trigger. 1227

Event Extraction is a task that aims to iden- 1228

tify and extract key information about events from 1229

textual data. These events can be any significant oc- 1230

currence or transaction, such as accidents, attacks, 1231

elections, or births. It is typically decomposed into 1232

two sub-tasks: event trigger detection and event 1233

argument extraction, which can be performed ei- 1234

ther in a pipeline or an end-to-end manner. An 1235

event trigger is correct if its offsets and event type 1236

matches a reference trigger. An event argument 1237

is correct if its offsets, role type, and event type 1238

match a reference argument mention. 1239

Aspect-based Sentiment Analysis is a subtask 1240

of sentiment analysis, which aims to identify the 1241

sentiment expressed in text towards specific aspects 1242

of an entity, such as a product, service, or event. 1243

ABSA often involves two primary tasks: aspect 1244

and opinion extraction and aspect sentiment classi- 1245

fication. A sentiment triplet consists of an aspect, 1246

an opinion and their sentiment polarity. A correct 1247

triplet requires the offsets boundary of the target, 1248

the offsets boundary of the opinion span, and the 1249

target sentiment polarity to be all correct at the 1250

same time. 1251
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Dataset Elements Sentences
Train Dev Test

CoNLL03 4 Ent 14,041 3,250 3,453
GENIA 5 Ent 15,038 1,654 1,854
ACE05-Ent 7 Ent 7,299 971 1,060
NYT 1 Ent, 24 Rel 56,196 5,000 5,000
CoNLL04 4 Ent, 5 Rel 922 231 288
SciERC 6 Ent, 7 Rel 1,861 275 551
ACE05-Rel 7 Ent, 6 Rel 10,051 2,420 2,050
ERE 38 Evt 13,736 1,000 1,163
ACE05-Evt 33 Evt, 22 Arg 19,240 902 676
CASIE 5 Evt, 13 Arg 11,189 1,778 3,208
CommodityNews 19 Evt 1245 - 311
14res 1 Asp, 3 Sen 1,266 310 492
14lap 1 Asp, 3 Sen 906 219 328
15res 1 Asp, 3 Sen 605 148 322
16res 1 Asp, 3 Sen 857 210 326

Table 5: The statistics of all IE datasets used in this
study.

B Capability Test1252

In this section, we discuss the three key abilities1253

through quantitative experiments and make a com-1254

parison between LLM and SLM. Because it is hard1255

to directly compare the performance of LLM and1256

SLM in the aspect of Label-understanding, we use1257

a ablation experiment (see D) to prove the conclu-1258

sion that SLM is not as sensitive to the label style1259

as context-based LLM in the process of fine-tuning.1260

1261

B.1 Anti-interference Test1262

Negative samples those are scarcely informative or1263

lacking of demand-oriented annotation commonly1264

appear in the realm of information extraction. In1265

this study, we investigate the impact of negative1266

samples on model performance. A series of exper-1267

iments indicate negative recognition is a pivotal1268

ability to conduct practical IE tasks. Specifically,1269

we fine-tune small language model with structural1270

generative paradigm on ACE05-Evt dataset to de-1271

scribe the variation trend of model performance, by1272

scaling the proportion of negative samples in the1273

total training numbers, shown as Figure 3. From1274

the result, it is clear that a high proportion of fil-1275

tration is beneficial to predicting positive samples1276

and harmful to recognizing negative samples. we1277

attribute this phenomenon to model overfitting on1278

certain data distribution explained by a example1279

(see Figure 4). Additionally, according to the re-1280

sults of "self" curve, when the number of negative1281

samples is reduced to a certain extent, the simu-1282

lated performance tends to be similar to the gold1283

Figure 3: The performance on ACE05-Evt of generative
fine-tuned models with negative sample filteration in
varying proportions. "self" denotes the score on sim-
ulated labels by random sampling at the ratio; "truth"
denotes the score on practical labels; "gold" denotes the
score on positive labels.

performance. To some extent, negative samples si- 1284

multaneously enhance the robustness of fine-tuned 1285

models with limited data and weaken its ability 1286

of valid information identification. It is plausibly 1287

ideal to correctly identify negative samples without 1288

parameter variation. 1289

One step further, we investigate the capacities 1290

of negative sample recognition based on prompt- 1291

based LLM and fine-tuned SLM. As seen in Table 1292

8, we compute the accuracy on development sets 1293

across three IE dataset. In comparison to SLM, 1294

LLM with few examples seems exhibit powerful 1295

talent on negative sample recognition, with a much 1296

great margin. On the basis of the examination, we 1297

select LLM as negative sample filter to implicitly 1298

improve the robustness of our IE system. And 1299

more effective ways remain more endeavors in our 1300

follow-up research works. 1301

B.2 Span-identification Test 1302

To compare this ability between LLM and SLM, 1303

we design the span identification task based on 3 1304

datasets across 3 information elements. In specific, 1305

this task ask models to generate the true spans (we 1306

select three common information elements: event 1307

trigger, entity and opinion) given the type indi- 1308

cators (we indicate LLM with more informative 1309

prompts than SLM). We choose GPT-3.5-turbo as 1310

LLM and fine-tune Flan-T5 as SLM. It can be seen 1311

that, under all settings the F1 scores of fine-tuned 1312

T5 outperform that of GPT-3.5-turbo by a large 1313

margin. Although increasing the number of few- 1314
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Dataset Recognizer Expert Supervised Few-Shot
batch learning rate label smoothing examples batch learning rate label smoothing examples

CoNLL03

Claude2 Flan-T5-large

16 5e-5 0 30 8 5e-5 0 4, 30
GENIA 16 5e-5 0 30 - - - -
ACE05-Ent 16 5e-5 0 40 - - - -
NYT 16 5e-5 0 75 8 5e-5 0 25, 75
CoNLL04 16 5e-5 0 50 4 5e-5 0.1 10, 50
SciERC 8 5e-5 0.1 70 4 5e-5 0.1 14, 70
ACE05-Rel 8 5e-5 0.1 70 4 5e-5 0.1 14, 70
ERE - - - - 8 5e-5 0 5, 80
ACE05-Evt 16 5e-5 0.1 100 8 5e-5 0.1 34, 100
CASIE 16 5e-5 0.1 72 8 5e-5 0.1 18, 72
14res 16 5e-5 0.05 15 - - - -
14lap 16 5e-5 0.05 15 - - - -
15res 16 5e-5 0.05 15 8 5e-5 0.1 3, 15
16res 16 5e-5 0.05 15 8 5e-5 0.1 3, 15

Table 6: Hyper-parameters for GCIE training on both supervised and few-shot settings.

Model CommodityNews CoNLL04 15-res
Trigger Entity Opinion

GPT-3.5-turbo k=2 80.85 75.93 62.87
GPT-3.5-turbo k=5 83.71 77.55 64.86
T5-base 92.12 87.59 75.21
T5-large 96.09 90.45 78.29

Table 7: The results of span identification based on
ChatGPT and fine-tuned T5. k is the number of few-
shot.

shot can improve performance, it is also clear that1315

only augmenting the context does not make LLM1316

compete with fine-tuned SLM on span identifica-1317

tion task.1318

C Experiment Details1319

In this section, we describe details of experiments1320

that include hyper-parameters on supervised and1321

few-shot settings, Recognizer prompt construction1322

and Expert prompt construction.1323

C.1 Hyper-parameters1324

As shown in Table 6, on supervised and few-1325

shot experiments, we select Claude2 and Flan-T5-1326

large as LLM and fine-tune base model, AdamW1327

(Loshchilov and Hutter, 2019) as optimizer with1328

learning rate=5e-5 for all dataset. Label Smooth-1329

ing (Szegedy et al., 2016) are applied for partial1330

IE tasks to alleviate overfitting. To accomplish all1331

our experiments successfully, we suggest a 48G1332

memory is accessible at least.1333

C.2 Recognizer Prompt1334

We manually design unique instruction for each1335

dataset, which can be divided into two parts: task1336

description and reference demonstrations. The1337

task description part explains to LLM the task we1338

Model ACE05-Evt SciERC CoNLL03

UIE-SEL p=1.0 83.9 75.0 93.1
UIE-SEL p=0.6 81.9 68.8 92.7
UIE-SEL p=0.2 77.8 50.0 91.5
Claude2 k=5 85.5 75.0 95.0

Table 8: The results of negative sample recognition
based on few-shot LLM and fine-tuned SLM. p is the
proportion of negative samples used in training.

are conducting and predefined label types. The 1339

reference demonstrations part includes samples 1340

selected from the training set, which are processed 1341

into input-output pairs. The performance of 1342

in-context learning of LLM can be improved 1343

by outputs designed with Chain-of-Thought 1344

(Wei et al., 2022). As shown below, the large 1345

model analyzes the input text according to our 1346

instructions and generates output in the same 1347

format as the examples. 1348

1349

CoNLL03 1350

We are conducting named entity recognition task. 1351

We only consider three entity types: Person(a 1352

specific person name), Organization(an specific 1353

organization) and Location(a specific place). 1354

Please note that a sentence probably does not 1355

contain any defined entity. 1356

There are several pairs of input and output as 1357

examples. 1358

sentence: EU rejects German call to boycott 1359

British lamb . 1360

result: [ Organization : EU ] [ Person : none ] [ 1361

Location : none ] 1362

sentence: The guitarist died of a drugs overdose in 1363

1970 aged 27 . 1364

result: [ Person : none ] [ Organization : none ] [ 1365
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Location : none ]1366

sentence: China says Taiwan spoils atmosphere for1367

talks .1368

result: [ Location : China ] [ Location : Taiwan ] [1369

Person : none ] [ Organization : none ]1370

sentence: BEIJING 1996-08-221371

result: [ Location : BEIJING ] [ Person : none ] [1372

Organization : none ]1373

......1374

Let us start! Please analyse the following sentence1375

and complete the result.1376

sentence: He was well backed by England hopeful1377

Mark Butcher who made 70 as Surrey closed on1378

429 for seven , a lead of 234 .1379

result:1380

1381

GENIA1382

We are conducting named entity recognition task.1383

entity types are defined as follows:1384

1. Protein : the name of certain protein.1385

2. DNA : the name of certain DNA.1386

3. RNA : the name of certain RNA.1387

4. Cell line : the name of certain cell line.1388

5. Cell type : the name of certain cell type.1389

There are several pairs of input and output as1390

examples.1391

sentence: Thyroid hormone receptors form distinct1392

nuclear protein- dependent and independent1393

complexes with a thyroid hormone response1394

element .1395

result: [ Protein : Thyroid hormone receptors ] [1396

DNA : thyroid hormone response element ] [ RNA1397

: none ] [ Cell line : none ] [ Cell type : none ]1398

sentence: TR alpha 1 and TR beta 2 each formed1399

a single major TR : TREp complex which1400

comigrated with the least retarded complex formed1401

by GH3 NE , while TR beta 1 formed multiple1402

complexes suggesting that it can bind to TREp as1403

an oligomer .1404

result: [ Protein : TR alpha 1 ] [ Protein : TR beta1405

2 ] [ DNA : none ] [ RNA : none ] [ Cell line : none1406

] [ Cell type : none ]1407

sentence: Human immunodeficiency virus1408

type 1 ( HIV-1 ) can establish a persistent1409

and latent infection in CD4+ T lymphocytes (1410

W.C.Greene , N.Engl.J. Med.324 : 308-317 , 1991 ;1411

S.M.Schnittman , M.C.Psallidopoulos , H.C. Lane1412

, L.Thompson , M.Baseler , F.Massari , C.H.Fox1413

, N.P.Salzman , and A.S.Fauci , Science 245 :1414

305-308 , 1989 ) .1415

result: [ Protein : none ] [ DNA : none ] [ RNA :1416

none ] [ Cell line : none ] [ Cell type : CD4+ T 1417

lymphocytes ] 1418

sentence: Such changes clearly can not be 1419

explained by genomic mechanisms , which are 1420

responsible for later effects than the membrane 1421

related rapid responses . 1422

result: [ Protein : none ] [ DNA : none ] [ RNA : 1423

none ] [ Cell line : none ] [ Cell type : none ] 1424

...... 1425

Let us start! Read the text and complete content 1426

of the result. Please note that a sentence probably 1427

does not contain any defined entity. 1428

sentence: The values of plasma aldosterone and 1429

18-OH-B were also low . 1430

result: 1431

1432

NYT 1433

We are conducting relation triplet extraction task. 1434

entity types are defined as follows: 1435

location, organization, person. 1436

relation types are defined as follows: 1437

1. (location) is the administrative divisions of 1438

(location) 1439

2. (person) is the advisors of (person) 1440

3. (location) is the capital of (location) 1441

4. (person) is the children of (person) 1442

5. (person) work for (organization) 1443

6. (location) contains (location) 1444

7. (location) is the place of (location) 1445

8. (organization) is the ethnicity of (person) 1446

9. (organization) is founded by (person) 1447

10. (location) is distributed in (location) 1448

11. industry 1449

12. (organization) is located in (location) 1450

13. (person) is a major shareholder of (organiza- 1451

tion) 1452

14. (organization) has major shareholders with 1453

(person) 1454

15. the nationality of (person) is (location) 1455

16. (person) is the neighborhood of (person) 1456

17. people 1457

18. (organization) is founded in (location) 1458

19. (person) live in (location) 1459

20. (person) is born in (location) 1460

21. (person) is died in (location) 1461

22. (person) have a professional job in (organiza- 1462

tion) 1463

23. (person) believes in (organization) 1464

24. (organization) is a team in (location) 1465

Please determine if there exist entities and relations 1466

predefined above in the given sentence. 1467
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There are several pairs of input and output as1468

examples.1469

sentence: Prosecutors ’ interest in Chubb may1470

indicate that the insurance scandal is widening ,1471

even after more than a year of intense scrutiny1472

by Eliot Spitzer , the New York attorney general1473

, and officials at the Securities and Exchange1474

Commission .1475

result: [Carolina contains Greensboro]1476

sentence: The historic city of Oaxaca has long1477

been one of the most popular tourist destinations1478

in Mexico .1479

result: [Oaxaca is the administrative divisions of1480

Mexico] [Mexico is the country of Oaxaca]1481

sentence: They needed to beat the Red Sox , and1482

they also needed the Chicago White Sox to beat1483

the Cleveland Indians – which Chicago did , 4-3 .1484

result: [Sox is located in Chicago] [Sox is a team1485

in Chicago]1486

sentence: Today , Maimonides stands for an1487

austerely intellectual doctrinal Judaism , the1488

castigation of all forms of idolatry and the1489

combining of Jewish learning with secular science1490

and philosophy -LRB- in his own times , this1491

meant Aristotle -RRB- .1492

result: [Maimonides believes in Judaism]1493

......1494

Let us start! Read the text and complete content of1495

the result.1496

sentence: At a conference on Sunday in Manch-1497

ester in northern England , Mr. Blair ’s measures1498

drew a sharp response from some participants ,1499

including Yvonne Ridley , a former newspaper1500

journalist in Britain who converted to Islam after1501

being imprisoned by the Taliban in Afghanistan .1502

result:1503

1504

SciERC1505

We are going to conduct named entity recognition1506

task.1507

Entity types are defined as follow:1508

1. Task: specific academic task, application,1509

problem to solve, such as "information extraction",1510

"machine reading systems", "image segmentation",1511

etc.1512

2. Material: data, dataset, resource, corpora,1513

knowledge base.1514

3. Method: specific method, model, system, such1515

as "language models", "CORENLP, POS profilers",1516

"kernel methods", etc.1517

4. Metric: evaluation metric, such as "accuracy",1518

"recall" and etc. 1519

5. Generic: general term, noun, such as "approach", 1520

"method", "algorithm" and etc. 1521

6. OtherScientificTerm: other scientific terminol- 1522

ogy. 1523

Here are some pairs of sentence and result as 1524

examples. 1525

sentence: This new algorithm deviates from the 1526

traditional approach of wall building and layering . 1527

result: [ Generic : algorithm ] [ Method : approach 1528

of wall building and layering ] [ Task : N/A ] [ 1529

Material : N/A ] [ OtherScientificTerm : N/A ] 1530

sentence: Graph unification remains the most 1531

expensive part of unification-based grammar 1532

parsing . 1533

result: [ Task : Graph unification ] [ Task : 1534

unification-based grammar parsing ] [ Material : 1535

N/A ] [ Method : N/A ] [ Metric : N/A ] [ Generic : 1536

N/A ] [ OtherScientificTerm : N/A ] 1537

sentence: This task involves two core technologies 1538

: natural language processing -LRB- NLP -RRB- 1539

and information extraction -LRB- IE -RRB- . 1540

result: [ Generic : task ] [ Method : natural 1541

language processing -LRB- NLP -RRB- ] [ Task : 1542

information extraction -LRB- IE -RRB- ] [ Mate- 1543

rial : N/A ] [ Metric : N/A ] [ OtherScientificTerm 1544

: N/A ] 1545

sentence: Tokens are computed via a small-to-large 1546

scale grouping procedure employing a greedy , 1547

best-first , strategy for choosing the support of new 1548

tokens . 1549

result: [ Method : small-to-large scale grouping 1550

procedure ] [ Task : N/A ] [ Material : N/A ] [ Met- 1551

ric : N/A ] [ Generic : N/A ] [ OtherScientificTerm 1552

: N/A ] 1553

...... 1554

Let us start! Please analyse the following sentence 1555

and complete the result. 1556

sentence: Holistically , a video has its inherent 1557

structure – the correlations among video frames . 1558

result: 1559

1560

CoNLL04 1561

We are conducting joint entity and relation 1562

extraction task. 1563

entity types are defined as follows: 1564

People(people), Location(location), Organiza- 1565

tion(organization), Others(other entity such as 1566

time). 1567

relation types are defined as follows: 1568

Based-in(organization is based in location), 1569
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Located-in(location is located in location), Live-1570

in(people lives in location), Work-for(people1571

works for organization), Kill(people kills people).1572

Please determine if there exist entities and relations1573

defined above in the given text. Referring to1574

several following examples, complete the content1575

of result.1576

text:" U.S. decision-makers should understand1577

that the signals they send today will have major1578

ramifications for the Israeli approach to the Arrow1579

program , " says Marvin Feuerwerger in a 19911580

study for the Washington Institute for Near East1581

Policy .1582

result:People(Marvin Feuerwerger), Loca-1583

tion(U.S.), Organization(Washington Insti-1584

tute for Near East Policy), Others(1991);1585

Based-in(absence), Located-in(absence), Live-1586

in(absence), Work-for(Marvin Feuerwerger works1587

for Washington Institute for Near East Policy),1588

Kill(absence).1589

text:Meanwhile , on a separate occasion , Prince1590

Ranariddh , first prime of Cambodia , reiterated1591

the Phnom Penh government ’s wish to open a1592

Cambodian Embassy in Jakarta as soon as possible1593

.1594

result:People(Prince Ranariddh), Loca-1595

tion(Cambodia)(Jakarta), Organization(Phnom1596

Penh government), Others(absence); Based-1597

in(Phnom Penh government is based in Cambodia),1598

Located-in(absence), Live-in(Prince Ranariddh1599

live in Cambodia), Work-for(Prince Ranariddh1600

works for Phnom Penh government), Kill(absence).1601

text:He graduated from high school from Benton ,1602

Tenn. and from Tennessee Tech in Cookville , and1603

holds a doctorate in physics from Virginia Tech .1604

result:People(absence), Location(Benton)(Tenn.1605

Cookville), Organization(Tennessee Tech)(Virginia1606

Tech), Others(absence); Based-in(Tennessee Tech1607

is based in Tenn.)(Tennessee Tech is based in1608

Cookville), Located-in(Benton is located in1609

Tenn.)(Cookville is located in Tenn.), Live-1610

in(absence), Work-for(absence), Kill(absence).1611

text:In 1752 , flagmaker Betsy Ross was born in1612

Philadelphia .1613

result:People(Betsy Ross), Location(Philadelphia),1614

Organization(absence), Others(absence); Based-1615

in(absence), Located-in(absence), Live-in(Betsy1616

Ross lives in Philadelphia), Work-for(absence),1617

Kill(absence).1618

......1619

Let us start! Please analyse the following sentence1620

and complete the result. 1621

text:adviser to PLO Chairman Yasir ’Arafat by 1622

Sa ’id Mu ’addi in Cairo on 18 May from the " 1623

With the Midday Events " program – recorded ) ( 1624

Excerpt ) ( passage omitted ) ( Mu ’addi ) One last 1625

question , Dr. Nabil . 1626

result: 1627

1628

ACE05-Ent / ACE05-Rel 1629

We are going to conduct named entity recognition 1630

task. 1631

Entity types are defined as follow: 1632

1. Person: person name, group name, personal 1633

pronoun and etc. 1634

2. Organization: government, business, institution, 1635

association, political party and etc. 1636

3. GPE: continent, nation, country, state, province, 1637

district, country group and etc. 1638

4. Location: a place or area such "world", "earth", 1639

"sea", "desert" and etc. 1640

5. Facility: a building such as "airport", "office", 1641

"restaurant", "school" and etc. 1642

6. Vehicle: vehicle. 1643

7. Weapon: weapon. 1644

Here are some pairs of sentence and result as 1645

examples. 1646

sentence: sharon spit on tab and called her names . 1647

result: [ Person : sharon ] [ Person : tab ] [ Person 1648

: her ] 1649

sentence: a spokesman says that if any charges 1650

are filed , they will be on the low end of the 1651

misdemeanor scale . 1652

result: [ Person : spokesman ] 1653

sentence: BEIJING ( AP ) 1654

result: [ Organization : AP ] [ GPE : BEIJING ] 1655

sentence: The islands are in the Yellow Sea , 1656

between the northeastern province of Liaoning and 1657

North Korea . 1658

result: [ GPE : Liaoning ] [ GPE : province ] 1659

[ GPE : North Korea ] [ Location : islands ] [ 1660

Location : Yellow Sea ] 1661

...... 1662

Let us start! Please analyse the following sentence 1663

and complete the result. sentence: That ’s why you 1664

played a four-loss team for your conference title 1665

this year . 1666

result: 1667

1668

ACE05-Evt 1669

We are going to conduct event extraction task. 1670

event types and event arguments are defined as 1671
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follows:1672

1. type: Birth; arguments: person, place. This1673

event is probably triggered by born, birth and etc.1674

2. type: Death; arguments: agent, victim, place,1675

instrument. This event is probably triggered by die,1676

kill, eliminate, eradicate and etc.1677

3. type: Marriage; arguments: person, place. This1678

event is probably triggered by marry, wed and etc.1679

4. type: Divorce; arguments: person, place. This1680

event is probably triggered by divorce and etc.1681

5. type: Injury; arguments: agent, victim, place,1682

instrument. This event is probably triggered by1683

injure, wound and etc.1684

6. type: Start of position; arguments: person,1685

affiliation, place. This event is probably triggered1686

by hire, put, recruit, precede and etc.1687

7. type: End of position; arguments: person,1688

affiliation, place. This event is probably triggered1689

by fire, leave, retire, former, resign and etc.1690

8. type: Nomination; arguments: person, agent.1691

This event is probably triggered by nominate,1692

name, select and etc.1693

9. type: Election; arguments: person, affiliation,1694

place. This event is probably triggered by elect,1695

win, vote and etc.1696

10. type: Start of organization. arguments:1697

agent, organization, place. This event is probably1698

triggered by start, open, establish and etc.1699

11. type: End of organization. arguments: organi-1700

zation, place. This event is probably triggered by1701

end, close and etc.1702

12. type: Merger. arguments: organization. This1703

event is probably triggered by merge and etc.1704

13. type: Bankruptcy. arguments: organization,1705

place. This event is probably triggered by bankrupt1706

and etc.1707

14. type: Meeting. arguments: participant, place.1708

This event is probably triggered by meet, summit,1709

negotiate, discuss, talk and etc.1710

15. type: Phone contact. arguments: participant,1711

place. This event is probably triggered by write,1712

call, letter, phone and etc.1713

16. type: Transfer of ownership; arguments: buyer,1714

seller, place, possession, beneficiary. This event is1715

probably triggered by buy, seize, capture, sale and1716

etc.1717

17. type: Transfer of money; arguments: giver,1718

recipient, place, beneficiary. This event is probably1719

triggered by transfer, pay and etc.1720

18. type: Movement; arguments: deployer, object,1721

destination, origin, vehicle. This event is probably1722

triggered by deploy, go, arrive, advance, land and 1723

etc. 1724

19. type: Attack; arguments: attacker, target, 1725

victim, place, instrument. This event is probably 1726

triggered by war, force, strike, attack, fight, battle, 1727

fire, terror, hit, incident, bomb, conflict, violence, 1728

explosion, invade, kill and etc. 1729

20. type: Demonstration; arguments: participant, 1730

place. This event is probably triggered by protest, 1731

march, rally, demonstrate and etc. 1732

21. type: Arrest; arguments: agent, person, 1733

place. This event is probably triggered by arrest, 1734

apprehend, nab, capture and etc. 1735

22. type: Parole; arguments: authority, person, 1736

place. This event is probably triggered by release, 1737

parole and etc. 1738

23. type: Trial; arguments: defendant, adjudicator, 1739

prosecutor, place. This event is probably triggered 1740

by hearing, trial and etc. 1741

24. type: Charge; arguments: defendant, adjudi- 1742

cator, prosecutor, place. This event is probably 1743

triggered by charge, accused, indict and etc. 1744

25. type: Sue; arguments: plaintiff, defendant, 1745

adjudicator, place. This event is probably triggered 1746

by sue, lawsuit, suit and etc. 1747

26. type: Convict; arguments: defendant, adjudi- 1748

cator, place. This event is probably triggered by 1749

convict, guilty, verdict and etc. 1750

27. type: Sentence; arguments: defendant, 1751

adjudicator, place. This event is probably triggered 1752

by sentence, condemn, face and etc. 1753

28. type: Fine; arguments: payor, adjudicator, 1754

place. This event is probably triggered by fine, pay 1755

and etc. 1756

29. type: Execute; arguments: agent, person, place. 1757

This event is probably triggered by execute, kill 1758

and etc. 1759

30. type: Extradite; arguments: agent, destination, 1760

origin. This event is probably triggered by 1761

extradite and etc. 1762

31. type: Acquit; arguments: defendant, adjudica- 1763

tor. This event is probably triggered by acquit and 1764

etc. 1765

32. type: Pardon; arguments: defendant, adjudi- 1766

cator, place. This event is probably triggered by 1767

pardon and etc. 1768

33. type: Appeal; arguments: plaintiff, adjudicator, 1769

place. This event is probably triggered by appeal 1770

and etc. 1771

You are required to infer whether any event prede- 1772

fined above is mentioned in a sentence and answer 1773
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with the format: "[ event type : trigger ( argument :1774

tokens )...( argument : tokens ) ]..." or "There is1775

no event mentioned in the sentence". Events that1776

have happened in the past, are happening now, or1777

may occur in the future should all be taken into1778

consideration, but those events not defined by us1779

should be overlooked. Here are several examples.1780

sentence: Here are some of the fine achievements1781

of the terrorist Marwan Barghouti Marwan1782

Barghouti ( born June 6 , 1958 ) is a Palestinian1783

leader from the West Bank and a leader of the1784

Fatah movement that forms the backbone of the1785

Palestinian Authority and the Palestine Liberation1786

Organization ( PLO ) .1787

result: [ Birth : born ( person : Marwan Barghouti1788

) ( place : West Bank ) ]1789

sentence: If you go for a home birth you can rent1790

a birthing pool . I would n’t necessaritly say that1791

you will have a repeat labour ! My first labour I1792

was 30 hours and had an epidural after 22 hours . I1793

went in saying " give me the epidural asap - and1794

never got to the state where I felt that I needed it .1795

result: [ Birth : birth ( person : unspecified ) (1796

place : unspecified ) ]1797

sentence: The birth comes days after the death of1798

O’Neal ’s maternal grandfather , Sirlester O’Neal1799

. result: [ Birth : birth ( person : unspecified ) (1800

place : unspecified ) ] [ Death : death ( victim1801

: grandfather ) ( agent : unspecified ) ( place1802

: unspecified ) ( instrument : unspecified ) ]1803

sentence: Shaunie O’Neal gave birth to the couple1804

’s third child at 1:52 a.m. at a Los Angeles - area1805

hospital , team spokesman John Black said .1806

result: [ Birth : birth ( person : child ) ( place :1807

hospital ) ]1808

sentence: police are now considering the possibil-1809

ity that the remains are those of laci peterson and1810

her unborn child .1811

result: [ Birth : unborn ( person : child ) ( place :1812

unspecified ) ]1813

sentence: But we should n’t lose sight of the fact1814

that we have two political parties so people will1815

have choices .1816

result: There is no event mentioned in the sentence.1817

sentence: SANDERS Well it ’s not – are you1818

suggesting that when tens and thousands of Iraqi1819

women and children are killed , and when young1820

men and women in this country are unnecessarily1821

put at harm ’s risk , what should we do ?1822

result: [ Death : killed ( victim : children ) ( agent :1823

unspecified ) ( place : unspecified ) ( instrument :1824

unspecified ) ] 1825

sentence: " They make this look like a John Wayne 1826

movie , " said protester Elvis Woods . 1827

result: There is no event mentioned in the sentence. 1828

...... 1829

Let us start! Read the following sentence and 1830

output the correct result. 1831

sentence: He had to sue to become our president 1832

, and he keeps trying to bribe other countries ’ 1833

democratic governments into his supporting his 1834

agenda . 1835

result: 1836

CASIE 1837

We are conducting cybersecurity event extraction 1838

task. 1839

event types and their optional argument roles are 1840

defined as follows: 1841

1. Data Breach: time, tool, attacker, victim, 1842

purpose, place, damage amount, number of victim, 1843

number of data 1844

2. Phishing: place, purpose, damage amount, 1845

trusted entity, attack pattern, attacker, victim, time 1846

3. Ransom: victim, attacker, place, time, attack 1847

pattern, payment method, some financial and 1848

person data, tool, damage amount 1849

4. Discover Vulnerability: vulnerability, vul- 1850

nerable system owner, vulnerable system, time, 1851

common vulnerabilities and exposures, supported 1852

platform, vulnerable system version, capabilities 1853

5. Patch Vulnerability: time, vulnerable system 1854

version, common vulnerabilities and exposures, 1855

patch, patch number, releaser, The open source 1856

content management project, supported platform, 1857

vulnerability, vulnerable system, issues addressed 1858

You are required to infer whether any event 1859

predefined above is mentioned in a sentence and 1860

answer with the format: "[ event type : trigger ( 1861

argument : tokens )...( argument : tokens ) ]. 1862

Here are several examples. 1863

demonstration 1 1864

sentence: As of Saturday , Atlanta officials and 1865

federal partners were still “ working around 1866

the clock ” to resolve the ransomware attack 1867

on city computers that occurred around 5 a.m. 1868

on Thursday , March 22 , and encrypted some 1869

financial and person data . 1870

result: [ ransom : the ransomware attack ( victim 1871

: city computers ) ( time : 5 a.m. on Thursday 1872

, March 22 ) ( attack pattern : encrypted some 1873

financial and person data ) ] [ discover vulnerability 1874

: none ] [ data breach : none ] [ patch vulnerability 1875
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sentence: Michael York , one of Jack Welch 's attorneys , called the move routine .
result: { [ Movement : move ] }
label: { }

sentence: Turkish party leader Recep Tayyip Erdogan named prime minister , may push to 
allow in U.S. troops .
result: { [ Nomination : named ] }
label: { }

Figure 4: The examples about overfitting of a fine-tuned generative IE model on negative samples .

: none ] [ phishing : none ]1876

demonstration 21877

sentence: The open source content management1878

project has issued an unscheduled security update1879

to augment its previous patch for Drupalgeddon2 .1880

result: [ data breach : none ] [ ransom : none1881

] [ patch vulnerability : has issued ( patch : its1882

previous patch ) ( releaser : The open source1883

content management project ) ( vulnerable system :1884

Drupalgeddon2 ) ] [ discover vulnerability : none ]1885

[ phishing : none ]1886

demonstration 31887

sentence: Bleeping Computer , too , has spot-1888

ted increases in phishing campaigns targeting1889

Blockchain.info in December 2016 and December1890

2017 .1891

result: [ data breach : none ] [ discover vulnerabil-1892

ity : none ] [ ransom : none ] [ phishing : phishing1893

campaigns ( trusted entity : Blockchain.info ) (1894

time : December 2016 and December 2017 ) ] [1895

patch vulnerability : none ]1896

demonstration 41897

sentence: Google also provided Microsoft with1898

an additional 14 - day grace period to have a fix1899

available for its monthly Patch Tuesday release in1900

February , but Microsoft missed this goal because “1901

the fix is more complex than initially anticipated .1902

”1903

result: [ ransom : none ] [ discover vulnerability :1904

none ] [ data breach : none ] [ phishing : none ] [1905

patch vulnerability : available ( patch : release ) (1906

releaser : Microsoft ) ( time : February ) ]1907

......1908

Let us start! Read the sentence and complete1909

content of the result. You should think step by1910

step.1911

sentence: Ticketfly did n’t comment on whether1912

any user information , such as credit card data ,1913

had been stolen in the cyberattack . 1914

result: 1915

1916

SemEval-14 / 15 / 16 1917

We are conducting aspect-based sentiment analysis 1918

task. What you need to do is to recognize the 1919

sentiments (positive, negative, neutral) implied in 1920

the sentence. 1921

Here are some examples. 1922

example1 1923

sentence: I charge it at night and skip taking the 1924

cord with me because of the good battery life . 1925

result: good is a positive opinion for battery life; 1926

Therefore, there have positive sentiment but no 1927

negative, neutral sentiments in the sentence. 1928

example2 1929

sentence: The price premium is a little much , but 1930

when you start looking at the features it is worth 1931

the added cash . 1932

result: worth is a positive opinion for features; 1933

much is a negative opinion for price premium; 1934

Therefore, there have positive, negative sentiments 1935

but no neutral sentiment in the sentence. 1936

example3 1937

sentence: Until I bought the Dell , I thought you 1938

just looked for what you wanted ( size , software 1939

, options , hardware ) and purchase the best deal 1940

you could find . 1941

result: best is a neutral opinion for hardware; 1942

Therefore, there have neutral sentiment but no 1943

positive, negative sentiments in the sentence. 1944

...... 1945

Let us start! Read the sentence and complete 1946

content of the result. 1947

sentence: We also use Paralles so we can run 1948

virtual machines of Windows XP Professional 1949

, Windows 7 Home Premium , Windows Server 1950

Enterprise 2003 , and Windows Server 2008 1951
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Enterprise .1952

result:1953

C.3 Expert Prompt1954

The Expert prompt for each input text is to tell1955

language model what types exist probably in the1956

given sentence. The results of Expert prompts1957

drive in Recognizer but they are not required to1958

be very meaningful to be understood by human1959

or LLM. Underlying our observation, it is most1960

worthy that type words ought to be designed1961

distinctively against informative mentions. To this1962

end, we list handcrafted Expert prompts as follow.1963

1964

CoNLL03: person, organization, location,1965

other.1966

1967

CoNLL04: Person, Organization, Location,1968

Other, Based in, Work for, Located in, Live in,1969

Kill.1970

1971

SciERC: Task, Material, Method, Metric,1972

Generic, Others, Part of, Used for, Hyponym1973

of, Conjunction with, Feature of, Evaluate for,1974

Compare with.1975

1976

ACE05-Rel: Person, Organization, Location, Geo-1977

graphical political entity, Facility, Vehicle, Weapon,1978

Physical, Part whole, Personal social, Organi-1979

zation affiliation, Agent artifact, General affiliation.1980

1981

ACE05-Evt: Acquit, Appeal, Arrest, Attack, Born,1982

Charge, Convict, Bankrupt, Demonstrate, Die,1983

Elect, Divorce, End-Organization, End-Position,1984

Execute, Extradite, Fine, Injure, Marry, Meet,1985

Merge, Nominate, Pardon, Phone, Parole, Sen-1986

tence, Start-Organization, Sue, Start-Position,1987

Transfer-Money, Transfer-Ownership, Transport,1988

Trial-Hearing, Vehicle, Artifact, Destination,1989

Person, Agent, Entity, Place, Target, Attacker,1990

Giver, Recipient, Plaintiff, Victim, Buyer, Seller,1991

Instrument, Origin, Organization, Beneficiary,1992

Defendant, Adjudicator, Prosecutor.1993

1994

GENIA: Protein, DNA, RNA, Cell line, Cell type.1995

1996

NYT: administrative division, advisor, capi-1997

tal, children, company, contain, country, ethnicity,1998

founder, geographic distribution, industry, location,1999

major shareholder of, major shareholder, nation-2000

ality, neighborhood of, people, place of finding,2001

Model CoNLL03 SciERC 14-res
Ent Rel Sen

Claude2 w/o Span 89.8 57.2 86.1
Claude2 93.7 65.7 87.0
△Gain +3.9 +8.5 +0.9

Table 9: The experimental results of the example format
on entity, relation and sentiment.

place of living, place of birth, place of death, 2002

profession, religion, team. 2003

2004

CASIE: Data Breach, Phishing, Ransom, 2005

Discover Vulnerability, Patch Vulnerability, 2006

Compromised data, Number of data, Trusted 2007

entity, Ransom price, Payment method, Discoverer, 2008

Capability, System owner, Releaser, Issue, Patch, 2009

Number of patch, Platform. 2010

2011

SemEval-14/15/16: aspect, opinion, posi- 2012

tive, negative, neutral. 2013

2014

D Further Exploration 2015

D.1 Demonstration Format 2016

The examples determine the quality of outputs of 2017

LLM in type recognition. Whether inputs (with 2018

prompts) and outputs of LLM should include pairs 2019

of types and mentions or only type clues? We 2020

conduct further exploration on this issue, and the 2021

results are shown in Table 9. On the SciERC, we 2022

find that explicitly providing spans result in much 2023

better performance compared to only providing 2024

types. However, on the CoNLL03 and 14-res, there 2025

are only a slight improvement. This is because 2026

the entity and relation labels in the SciERC have 2027

abstract semantics, and Claude2 needs more contex- 2028

tual information to understand the label semantics. 2029

Leveraging span mentions reasonably enhances the 2030

in-context learning ability of LLM, analogous to 2031

CoT in relation extraction (Wei et al., 2022; Wad- 2032

hwa et al., 2023b). 2033

D.2 Label Type Format 2034

When Expert receives type indications as prompts 2035

and generates structured text, it treats labels as nat- 2036

ural language phrases. This is done to fully lever- 2037

age the knowledge that the language model has ac- 2038

quired during the pre-training phase. However, can 2039

this approach truly effectively utilize the knowl- 2040

edge stored in pre-trained language models? To 2041
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Figure 5: The capacity range of our framework based on Flan-T5-large. The "floor" denotes the minimum (fixed
prompt), the "practice" denotes the practical results, and the "ceiling" denotes the maximum (optimal type indication
and filtering).

Model CoNLL04 SciERC
Loc Located_In Gerneric USED-FOR

Expert-A 88.6 76.9 68.6 41.9
Expert-B 90.3 78.6 68.3 42.1
Expert-C 89.3 77.7 69.0 40.5

Table 10: The experimental results of the Type Phrase
on CoNLL04 and SciERC dev sets.

validate this perspective, we conduct exploratory2042

experiments on partial entity and relation labels on2043

the CoNLL04 and SciERC datasets, the results of2044

which are shown in Table 10. Expert-A treats la-2045

bels as specific symbols. Expert-B uses meaningful2046

words "place", "located in", "generic" and "used2047

for" as type phrases. Expert-C substitutes them2048

with abstract words such as "Located-in". The re-2049

sults show that the entities of "Loc" type are more2050

susceptible to label semantics than entities of type2051

"Generic". In contrast, relations are much less af-2052

fected by label semantics.2053

D.3 Reason Analysis2054

In this section, we analyze the factors leading to per-2055

formance difference on different tasks and datasets.2056

In terms of the results in supervised settings, our2057

method performs excellently on event extraction2058

and named entity recognition, but relatively poor 2059

on joint entity and relation extraction. The overall 2060

performance of GCIE depends on Recognizer and 2061

Expert, hence we examine them respectively and 2062

summarize the main reasons as follows: 2063

Dataset Preference. Regarding Recognizer, we 2064

examine the results and failure cases on type recog- 2065

nition task. We find that LLM performs worse in 2066

analyzing relations between entities as expected. 2067

On CoNLL04, Claude2 used as our Recognizer 2068

sometimes overreason potential relations. For in- 2069

stance, given a sentence: "On this date : In 1833 2070

, Benjamin Harrison , the 23rd President of the 2071

United States , was born in North Bend , Ohio .", 2072

there is one relation "(Benjamin Harrison; live in; 2073

North Bend , Ohio)" annotated in the gold label. 2074

Other than this, Claude2 also predicts another unan- 2075

notated relation "(North Bend , Ohio; located in; 2076

the United States)", which is although known by us. 2077

As opposed to the gold label, overreasoning brings 2078

some false type indication leading to performance 2079

decline. On SciERC, there are generic entity types 2080

(Generic and OtherScientificTerm). We observe 2081

that Claude2 has weaker ability to recognize the 2082

relation when the head entity or the tail entity be- 2083

longs to generic types. We named this phenomenon 2084

dataset preference since these are primarily decided 2085
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(a) Named Entity Recognition

[ Person : Oswald ] [ Location : Mediterranean ]

(b) Relation Extraction

[ People : James Hackett ( Work for : Titan Systems ) ( Live in : U.S ) ]

(c) Joint Entity and Relation Extraction

[ Material : uncalibrated images ( Used for : surface re-flectance estimates ) ] [ Method : surface re-
flectance estimates ]

(d) Aspect-based Sentiment Analysis

[ Aspect : the food ( Positive : decilious ) ] [ Aspect : service ( Negative : a little bad ) ]

(e) Event Detection

[ End-Position : leave ]

(f) Event Extraction

[ Meet : talks ( Entity : Bush ) ( Place : retreat ) ] [ Transport : arrived ( Artifact : Blair ) ( Destination : 
Washington ) ]

Figure 6: There are schema examples from (a) to (f) corresponding to six information extraction tasks.

by the intrinsic properties of dataset and LLM it-2086

self.2087

Capacity Range. We posit that the performance2088

achievable by our method is constrained within2089

the measurable capacity range of our modeling ar-2090

chitecture. By manipulating various components2091

within our framework, we can ascertain the the-2092

oretical upper and lower bounds of our method’s2093

efficacy. Specifically, in scenarios where the Ex-2094

pert is constant, we postulate that the optimal type2095

indication is derived from gold label, whereas fixed2096

prompt serve as a baseline. Additionally, we ex-2097

clude all negative samples in the optimal configura-2098

tion. Figure 5 shows the capacity ranges of GCIE2099

on 4 datasets. It’s obvious that the improvement2100

is constrained by the theoretical maximum and in-2101

creases with the capacity range on certain dataset.2102

This finding also explains why performance im-2103

provement of GCIE appears diverse over different2104

datasets.2105

Prompt Design. It is universally acknowledged2106

that different prompt of LLM leads to significant2107

performance difference. In terms of our method,2108

the task-specific question that encompasses type de-2109

scription and task instruction is the primary factor2110

while the set of demonstrations remains unchanged.2111

Although more than one questions are observed to2112

be able to prompt LLM well, we also find different2113

results between them. Especially, LLM is more2114

sensitive to the type description for relation than2115

that for entity. Task instruction for event extrac-2116

LLM CASIE-Arg ACE05-Rel-Ent
P R F P R F

GPT-3.5-turbo 63.96 68.26 66.04 79.89 88.89 84.15
Gemini-pro 61.16 70.62 65.55 76.67 94.90 84.82
Mixtral-8*7B - - - 78.48 64.58 70.85
Claude (reference) 67.88 73.71 70.67 78.62 94.21 85.71

Table 11: The comparison results of type recognition
tasks on different LLMs. All LLMs use the same task
instructions and are based on 5-shot context setting.

tion is more important than others. Even though 2117

prompt design is not as straightforward as other 2118

factors to influence the performance, we take it into 2119

consideration in view of the property of LLM. 2120

D.4 Generality of Type Recognition Ability 2121

In this part, we explore the generality of type recog- 2122

nition ability on some prevalent LLMs other than 2123

Claude. In specific, we choose GPT-3.5-turbo 2, 2124

Gemini-pro 3 and Mixtral-MoE 4 as test objects to 2125

perform type recognition on different IE datasets. 2126

For efficient evaluation, we randomly select 650 2127

samples as test sample collection from the devel- 2128

opment set of each dataset. From the results of Ta- 2129

ble 11, GPT-3.5-turbo and Gemini-pro achieve the 2130

similar performance with Claude on both CASIE 2131

and ACE05-Rel, while Mixtral get the poor per- 2132

2https://openai.com/chatgpt
3https://gemini.google.com/
4https://huggingface.co/mistralai/Mixtral-8x7B-Instruct-

v0.1
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formance. We observe that Other than the lower2133

performance, Mixtral does not output the correct2134

schemas format demonstrated by few-shot exam-2135

ples on a lot of test samples of CASIE. This implies2136

Mixtral is not able to perform type recognition on2137

event extraction task. In addition, recall is more2138

important than other metrics to our approach.2139

E Schema Format2140

The output formats utilized by both Recognizer and2141

Expert adhere to the structure depicted in Figure2142

6. It is important to highlight that the outputs gen-2143

erated by the LLM do not aim to provide accurate2144

schemas. Instead, it aims to discern the relevant in-2145

formation outlined within the given sentence. But2146

Presenting a comprehensive response, incorporat-2147

ing complete schemas as interpretable evidences,2148

can facilitate LLM to think step by step.2149
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