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Abstract

The integrity of the peer-review process is cru-
cial for maintaining scientific rigor and trust
in academic publishing. This process relies on
domain experts critically evaluating the merits
of submitted manuscripts. However, the in-
creasing use of large language models (LLMs)
in academic writing raises concerns about the
authenticity and reliability of peer reviews. Pre-
vious works have focused on estimating the
proportion of Al-generated peer reviews or de-
veloping Al-generated text detectors. However,
existing detectors struggle against adversarial
attacks and often require domain-specific re-
training. To address these challenges, we pro-
pose a watermarking framework. Our Query-
Aware Response Generation module selectively
applies watermarking when a user uploads a re-
search paper. The Watermark Injection method
embeds subtle yet detectable signals while pre-
serving scientific terminology. Finally, Water-
mark Detection to enable editor/chair to verify
review authenticity. Extensive experiments on
ICLR and NeurIPS peer reviews demonstrate
that our method outperforms various Al text
detectors under adversarial attacks. Our results
highlight watermarking as a robust and scalable
solution for preserving integrity in Al-assisted
peer review. We make our code, dataset, and
model public'.

1 Introduction

The advent of large language models (LLMs),
such as ChatGPT, GPT-4 (Achiam et al., 2023)
, DeepSeek-V3 (Liu et al., 2024) has revolution-
ized natural language generation. However, their
misuse also raises concerns, particularly about fake
news (Zhang and Gao, 2023; Silva and Vaz, 2024),
fake hotel reviews (Ignat et al., 2024), and fake
restaurant reviews (Gambetti and Han, 2024). The
remarkable human-like fluency and coherence of
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content generated by these models makes it chal-
lenging, even for experts, to determine whether a
text is authored by humans or LLMs (Shahid et al.,
2022).

Scholarly peer review is a cornerstone of sci-
entific advancement, providing expert evaluations
to uphold research integrity and credibility before
publication (Alberts et al., 2008). However, the in-
creasing volume of manuscript submissions (Born-
mann and Mutz, 2015; McCook, 2006) has placed
significant strain on the peer review system (Arns,
2014). A study (Liang et al., 2024) analyzed peer
reviews from Al conferences and found that 6.5%
to 16.9% of the submitted text may have been
significantly altered using LLMs. Their findings
indicate a notable rise in ChatGPT usage within
three days of review deadlines, with higher esti-
mated reliance among reviewers who do not en-
gage in ICLR/NeurIPS author rebuttals. Moreover,
increased ChatGPT usage correlates with lower
self-reported confidence in reviews. Another study
(Ye et al., 2024) found that manipulating 5% of
the reviews could potentially cause 12% of the
papers to lose their position in the top 30% rank-
ings. They found that LLMs exhibit inherent flaws,
such as potentially assigning higher ratings to in-
complete papers compared to full papers and fa-
voring well-known authors in single-blind review
processes. Also, injecting covert deliberate content
into manuscripts allows authors to explicitly ma-
nipulate LLLM reviews, leading to inflated ratings
and reduced alignment with human reviews. They
suggested that LLMs are not yet reliable enough to
serve as primary reviewers due to risks of manip-
ulation and inherent flaws. To ensure fairness and
accuracy, they emphasize the need for stricter safe-
guards and evaluation mechanisms before broader
adoption. According to ACL policy?, Al tools can
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assist with paraphrasing and proofreading, espe-
cially for non-native English speakers, but review-
ers must independently generate the review con-
tent. Existing Al text detectors are vulnerable to
adversarial attacks and require task-specific train-
ing as well as continuous retraining for each confer-
ence and dataset, making reliability and adaptabil-
ity across diverse academic settings challenging.

A peer review can be generated in seconds
by uploading a paper and submitting a query.
Can watermarking prevent its misuse?

In this paper, we propose a novel framework for
watermarking LL.M-generated peer reviews. Our
approach consists of several key components. First,
we introduce a Query-Aware Response Generation
module, which selectively applies watermarking
when user uploads a research paper and there is a
risk of peer review misuse. Then, our Watermark
Injection Mechanism embeds subtle yet detectable
signals in peer reviews while preserving scientific
terminology. Additionally, we implement Water-
mark Detection, which allows editors and confer-
ence chairs to verify the authenticity of peer re-
views. Our watermarking framework outperforms
various Al text detectors, achieving higher detec-
tion accuracy even under adversarial conditions on
ICLR and NeurIPS peer reviews. Our work aims to
reinforce ethical practices in scholarly communica-
tion and safeguard the integrity of the peer review
process. In doing so, we contribute to the broader
effort of ensuring that the benefits of advanced lan-
guage models are realized without compromising
the trust and reliability that underpin academic re-
search.

Our contributions are summarized as follows:-

* We propose the novel task of watermarking
peer reviews to ensure authenticity and trace-
ability.

* We introduce a novel watermarking
framework specifically designed for LLM-
generated peer reviews.

* Our results show that our watermarking frame-
work outperforms various Al text detectors
under adversarial conditions.

2 Related Work

2.1 AI Text Detection

Zero-shot text detection identifies Al-generated
text without requiring training on specific data, rely-
ing solely on the model that produced it (Mitchell
et al., 2023). Solaiman et al. (2019) detect Al-
generated text by measuring its average log prob-
ability under the generative model. DetectGPT
(Mitchell et al., 2023) leverages the tendency of
Al-generated text to reside in negative curvature
regions of the model’s log probability function for
detection. Fast-DetectGPT (Bao et al., 2023a) en-
hances efficiency by applying conditional probabil-
ity curvature instead of raw probability.

Training-Based Text Detection involves fine-
tuning language models on labeled data to dis-
tinguish Al-generated text from human-written
text, improving detection through learned patterns
and statistical features. Guo et al. (2023) devel-
oped the OpenAl text classifier by training it on a
large dataset comprising millions of texts. Simi-
larly, GPT-Sentinel (Chen et al., 2023) fine-tuned
RoBERTa (Liu et al., 2019) and TS5 (Raffel et al.,
2020) models using OpenGPT-Text. However,
heavy dependence on training data makes many
of these models susceptible to adversarial attacks
(Wollff, 2020).

2.2 LLM Watermarking

Watermarking Al-generated text, introduced by
Wiggers (2022), embeds an imperceptible pattern
to verify authorship, similar to encryption. De-
tectable by algorithms but invisible to humans,
some methods integrate machine learning mod-
els into the watermarking process (Abdelnabi and
Fritz, 2021; Munyer and Zhong, 2023; Yoo et al.,
2023; Qiang et al., 2023). Watermarks can be em-
bedded without requiring modifications to the un-
derlying language model, allowing standard mod-
els to generate watermarked text (Kirchenbauer
et al., 2023). This method introduces watermarks
with sufficient entropy, effectively altering the dis-
tribution of generated text. Additionally, Zhao et al.
(2023b) proposed injecting secret sinusoidal sig-
nals into decoding steps at the token level to em-
bed watermarks. Furthermore, Chakraborty et al.
(2023a) demonstrate that watermarked texts can
often be bypassed, as paraphrasing does not signifi-
cantly disrupt watermark signals.



2.3 Statistical Estimation Approach

Several studies have explored the theoretical fea-
sibility of accurately detecting Al-generated text
at an individual level (Weber-Wulff et al., 2023;
Sadasivan et al., 2023; Chakraborty et al., 2023b).
Rather than focusing on individual detection, Liang
et al. (2024) proposed a method that estimates the
proportion of Al-generated text within a large cor-
pus using maximum likelihood estimation of prob-
ability distributions. Their experiments on papers
from select Al conferences aimed to assess the
extent to which peer reviews may have been signif-
icantly influenced or modified by large language
models.

As far as we know, this is the first work to ad-
dress Al-generated peer review detection through
watermarking. Unlike existing Al text detectors,
which are vulnerable to adversarial attacks, our
approach embeds traceable markers directly into
generated content, improving the detection of Al-
generated reviews. Additionally, current Al text
detection models require task-specific training for
each conference and dataset, making large-scale
deployment challenging. In contrast, our water-
marking method provides a scalable solution that
eliminates the need for continuous retraining, en-
hancing both reliability and adaptability across di-
verse academic settings.

3 Methodology

Figure 1 illustrates the framework, which con-
sists of two key components: (a) Query-Aware
Response Generation, where a user uploads or sub-
mits a research paper along with a query related to
it, which is classified by the Query Type Identifier.
If identified as an unsafe query (indicating poten-
tial peer review misuse), it is processed through
the LLM generator with watermarking. Otherwise,
queries proceed through Normal Generation. (b)
Watermark Detection, where an editor or chair sub-
mits a research paper and its corresponding review
for verification.

3.1 Document Type Identifier

To determine whether a document is a research pa-
per, we implemented a simple rule-based approach.
Documents with fewer than 500 words were fil-
tered out as unlikely to be research papers. We
detected key section headers such as Abstract, In-
troduction, Methodology, Results, Conclusion, and
References using regular expressions and header

position analysis. A document was classified as a
research paper if at least three core sections were
present, along with a reference section and in-text
citations (e.g., (Author, Year) or [1]). This method
provided a lightweight and efficient first-pass clas-
sification before passing the query to the Query
Type Identifier, which then determines whether the
query is safe or unsafe.

3.2 Query Type Identifier

The Query Type Identifier determines whether a
query is classified as Safe (S) or Unsafe (UN). A
query is considered Unsafe (UN) if it requests a
peer review in a way that allows the reviewer to
directly submit the generated content as a peer re-
view. Any query that does not fall into the Unsafe
category is classified as Safe (S), including those
that seek explanations, summaries, or clarifications
related to the paper’s content. We employ a few-
shot prompting approach to classify user queries.
We discuss this in detail in Section E.

3.3 Watermark Injection

Algorithm 1 Watermark Injection

Require: Vocabulary V, Paper P, Watermark Strength §,
Green List Fraction
1: Compute paper seed St
2: Generate green list G and red list R from V' based on ~y
3: Extract blue list B as domain-specific terms from P
4: for each generation stept = 1,...,7 do
5 Obtain logits lEUt ) from LLM
6:  Adjust logits: 1) = 1) + 5 - W[w € G U B]
7 Normalize adjusted logits via softmax:

(t)
lw
(t) _ &

Pw = — 0
’
e w
w' eV
8: Sample next token w® from adjusted distribution

9: end for

In this section, we introduce our watermark-
ing injection technique, which ensures that LLM-
generated text is subtly embedded with verifiable
signals without significantly altering fluency or co-
herence. Our approach is inspired by prior water-
marking methods (Kirchenbauer et al., 2023; Zhao
et al., 2023a). In this work, we utilize the soft
watermarking technique that introduces probabilis-
tic biases in token selection to subtly mark text
generated by large language models (LLMs). Algo-
rithm 1 outlines the complete watermark injection
process.
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Figure 1: Overview of the Proposed Watermarking Framework. (a) Watermark Generation (b) Watermark Detection;

Here red indicates red token,

3.3.1 Paper Seed Generation

Our seed generation mechanism ensures unique,
deterministic, and secure watermarking by leverag-
ing context-aware encoding, cryptographic hashing,
and a secret key. The input text 7', which can be
a paper title, abstract, or any small portion of text
from any section of the paper, is first encoded by
mapping each character to its alphabetical index
and applying a shift cipher based on the text length:

f(e,n) = ((ord(c) —ord("A")+n) mod 26)+1
(1

where c is the character and n is the total num-
ber of characters in 7. This ensures that encoding
remains text-dependent, enhancing uniqueness. To
strengthen security, a secret key Kecrer 1S concate-
nated with 7', ensuring that different users generate

distinct seeds:

I = THKsecret (2)

The encoded representation is then hashed using
SHA-256 for collision resistance:

H(I) = SHA-256(E(I)) 3)

Finally, the hash is mapped to a bounded nu-
meric space using modular reduction:

S(I)=H(I) mod p 4)

indicates green token, blue indicates blue token

Even if an attacker identifies the specific paper
text used for watermarking, they would still require
two secret keys, Kecret and P, to decode the green
list and verify the watermark. These keys ensure
that only authorized individuals, such as the editor
or program chair, can perform detection. To main-
tain the integrity and security of the watermarking
system, Kecrer and P keys must be kept strictly
confidential and accessible only to authorized per-
sonnel.

3.3.2 Green-Red Token Partitioning

Given a vocabulary set V', we define a subset of
tokens, G, termed as the "green list," which are fa-
vored during text generation. The remaining tokens
form the "red list" R. Instead of a probability-based
split, we use a deterministic random permutation
seeded by the paper seed generator. A fraction vy
of tokens is selected as green, ensuring consistency
across runs.
Let |V'| denote the vocabulary size, then:

Gl =~VI, Bl =1 =7)IV]

3.3.3 Blue Token Selection

We define a subset of tokens, denoted as the blue
list B, which consists of important technical terms
extracted from a given research paper. These blue
tokens represent domain-specific terminology that
is crucial for maintaining the technical accuracy



and coherence of the generated text.

Unlike the green list G, which is deterministi-
cally selected based on a fixed fraction ~ of the
vocabulary, the blue list is explicitly derived from
the research content, ensuring a stronger alignment
with the subject matter of the paper. To construct
B, we utilize a language model (LLM) to extract
key technical terms from the paper by prompting it
to identify domain-relevant terminology. We found
that average number of extracted terms per paper
is approximately 43.83. We discuss this in detail in
Appendix C.

3.34 Logit Adjustment Mechanism

During inference, given a token sequence
wp, W1, ..., Ws—1, the language model produces
a logit vector lg’) representing the probability dis-
tribution over V. We modify these logits using a
biasing function:

1O =1 4+ 6. K¥we GUB],

where 0 is a tunable parameter controlling the
watermarking strength, and ¥[w € G U B] is an
indicator function returning 1 if w is in the green
list G or blue list B, and 0 otherwise. The resulting
logits are then passed through the softmax function
to obtain the final token probabilities:

bt
4 - =
Pw’ = 0
ew’
w'eV

This ensures that tokens in G and B are more
likely to be sampled while discouraging tokens
from R, thereby reinforcing both the structured wa-
termarking and the preservation of domain-specific
terminology.

3.4 Watermark Detection

Given a research paper, the proposed algorithm gen-
erates a deterministic seed to ensure consistency
between encoding and detection. Since each re-
search paper is unique, the generated seed remains
identical to that used during watermark insertion.
As a result, the same random token list (formerly
the green list) is reconstructed. Similarly, the blue
token list, consisting of technical terms extracted
from the paper, is also reproduced, as these terms
remain unchanged. Consequently, the marked to-
ken set, i.e., the union of random and blue tokens,
remains identical, enabling accurate watermark de-

tection. We discuss the algorithm in detail in Algo-
rithm 2.

Algorithm 2 Watermark Detection

Require: Peer Review Text R, Paper Tokens P

Ensure: Marked Token Fraction f,,, Z-Score z
1: Tokenize the peer review R using tokenizer T
2: Generate a deterministic seed St from the paper using

the seed generator

3: Partition vocabulary V into random tokens G and red
tokens Rreq using St

: Extract blue tokens from the paper: O = P N Ryed

: Compute marked tokens: M = G U O

: Extract bigrams B from R and initialize marked token hit
count M. =0

: for each bigram (z,y) € B do

Increment M. ify € M

: end for

: Compute marked token fraction:

[© R

_
S oo~

M.

11: Compute expected marked token fraction:

|M]
Elfm] =
[/ V]
12: Compute z-score:
M. — | BIE[fm]

* T B - Ef))

13: return f,,, z

For the final decision to determine whether a
review is watermarked, we trained a simple MLP
classifier using the z-score and marked token frac-
tion. The classification is given by:

y = MLP(z, fin)

Here y indicates whether the review is water-
marked.

4 Experiments

4.1 Implementation Details

We used 1,090 papers from ICLR and NeurIPS
(year: 2022) for our experiments from (Kumar
et al., 2024). For generation, we used the Llama-
3.1-8B-Instruct’ in our experiments. We discuss
the implementation details in Appendix A.

4.2 Main Result

We evaluate our watermarking-based detection
method against multiple Al-generated text detec-

3https://huggingface.co/meta—llama/Llama—3.
1-8B-Instruct
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Model w/o LowP HighP  Token

Radar 48.02 16.16 4.24 14.14

LLM-Det 34.24 33.38 32.72 19.30

Fast Detect | 60.36 13.09 3.44 43.24

Baseline Models | Deep Fake 66.00 57.03 35.44 63.78
TF-Model 88.06 68.58 66.10 18.70

RR-Model 78.38 63.51 61.60 64.12

0=3.0 91.45 85.29 76.42 77.81

Our Model 6=4.0 95.20 88.14 79.56 80.32
6=5.0 98.31 92.79 84.36 83.87

Table 1: F1 Score Performance Comparison Under Dif-
ferent Attack Scenarios (values in %). Here P — Para-
phrasing; Token — Token attack; w/o — without any
attack

tors, including RADAR (Hu et al., 2023), DEEP-
FAKE (Li et al., 2023) and Fast-Detect GPT (Bao
et al., 2023b). Additionally, we evaluated against
specialized Al-generated text detectors for peer
review, such as TF-Model (which leverages term
frequency of Al-generated tokens) and RR-Model
(aregeneration-based method) (Kumar et al., 2024).
We used both Al-generated reviews and human re-
views for this experiment. During the attack phase,
we targeted only the Al-generated reviews, as they
are the ones intended to evade detection. Our anal-
ysis reveals that existing Al detectors exhibit ex-
treme sensitivity to adversarial attacks, with Fast
Detect suffering a 94.30% drop (60.36% — 3.44%)
and Radar declining by 91.17% (48.02% — 4.24%)
under high paraphrasing. Similarly, TE-Model’s F1
score decreases by 78.76% (88.06% — 18.70%)
under token attack, highlighting the brittleness of
non-watermarked approaches. In contrast, our pro-
posed watermarking method retains a performance
of 84.36% under high paraphrasing and 83.87%
under token attack (0=5.0), outperforming all base-
lines by a substantial margin. Even with lower ¢
values, our model demonstrates resilience, with
0=3.0 yielding 76.42% and §=4.0 yielding 79.56%
under high paraphrasing, indicating consistent ad-
versarial robustness. These findings emphasize that
existing Al text detectors alone are insufficient for
detecting Al-generated text under adversarial con-
ditions. Our watermarking approach provides a
promising solution for improving the resilience of
Al generated peer review detection, even in chal-
lenging settings.

We also compare our approach with WLLM
(Kirchenbauer et al., 2023), which relies solely
on randomly selected green tokens for watermark-
ing. In contrast, our method incorporates domain-
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Figure 2: Effect of Watermarking on varying v on with
only green token (without Term) and with green token
and blue token (With Term); 6= 2.0

specific tokens in addition to green tokens. Our re-
sults demonstrate that integrating domain-specific
tokens significantly enhances watermark detectabil-
ity, highlighting the importance of semantically
meaningful token selection. We discussed this in
detail in Section 4.4. Additionally, We found that
the Query Type Identifier achieves an accuracy of
95.5% on the test set.

4.3 Effect of varying v on Detection Accuracy

Figure 2 shows that at low green token fractions
(v = 0.1 to v = 0.3), detectability remains weak
due to an insufficient statistical signal. When too
few green tokens are available, the sampling al-
gorithm operates largely unconstrained, following
the model’s natural probability distribution with
minimal watermarking influence. As a result, the
watermark imprint is inconsistent, leading to higher
variance in detection scores. However, at v = 0.3,
detectability peaks, indicating an optimal balance
where the watermarking method biases the sam-
pling process enough to be recognized while still
allowing diverse token choices. Beyond v = 0.3,
an interesting shift occurs. As 7 increases, the
green token fraction introduces greater random-
ness into the sampling process, allowing the model
more flexibility in token selection. At~y = 0.4,
this increased entropy makes the watermark sig-
nal less distinct, leading to a temporary decline in
detectability. Interestingly, at v = 0.5, detectabil-
ity recovers, possibly due to an optimal trade-off
which watermarking constraints are still strong
enough for recognition while allowing sufficient
linguistic variation to stabilize detection. Beyond
this point, performance declines again as higher
green token fractions (y > 0.6) further increase



randomness, making the text appear more natural
and reducing watermark signal strength. At very
high ~y values (e.g., v = 0.9), nearly all tokens in
the sampling space are green, making the sampling
distribution indistinguishable from unwatermarked
text, effectively neutralizing detectability.

4.4 Effect of Domain-Specific Token Selection
on Watermark Detectability

The results in Figure 2 demonstrate that incorporat-
ing important domain-specific tokens (blue tokens)
alongside green tokens significantly improves wa-
termark detectability across all thresholds com-
pared to using only green tokens. The improve-
ment is particularly notable at lower thresholds
(v = 0.1 to v = 0.3), with performance gains
exceeding 10% at v = 0.1 and y = 0.2. This sug-
gests that while random green token selection intro-
duces high variability, leading to a weaker water-
mark signal, integrating important technical terms
from the research paper enhances detection robust-
ness by grounding the watermark in semantically
meaningful and contextually significant words. In-
terestingly, at higher thresholds (v > 0.6), the
performance difference reduces, likely due to the
increased randomness in token selection making
the watermark less distinguishable. These findings
underscore the effectiveness of domain-aware to-
ken selection in improving watermark detectability
while maintaining text fluency, rather than relying
solely on arbitrary green token enforcement.

4.5 Effect of Watermarking Strength () on
Detection Accuracy

The graph demonstrates a positive correlation be-
tween watermarking strength (6) and detection ac-
curacy. As ¢ increases from 2 to 6, the accuracy
of watermark detection improves from 86.51% to
99.54%. This trend shows that increasing the wa-
termarking bias enhances the distinguishability of
Al-generated text. The primary reason for this im-
provement is that a higher § more strongly biases
the model’s token selection toward a predefined
set of “green list” and “blue list” tokens, mak-
ing it easier to detect the watermark statistically.
This controlled alteration in token probabilities in-
creases the reliability of detection algorithms, as
deviations from a natural distribution become more
pronounced.
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Figure 3: Effect Of Watermarking Strength (9) on Per-
plexity and Accuracy; § = 2.0

4.6 Effect of Watermarking Strength () on
Perplexity

Perplexity is a fundamental metric used to evaluate
the confidence of a language model in its predic-
tions. Lower perplexity values indicate that the
model assigns higher probabilities to its predicted
tokens, signifying more fluent and coherent text
generation. Conversely, higher perplexity suggests
greater uncertainty, implying that the text deviates
from the model’s natural distribution. In water-
marking studies, minimizing the impact on per-
plexity is crucial to ensure that the watermarked
text remains natural and human-like (Kirchenbauer
et al., 2023).

From Figure 3, we observe a consistent increase
in perplexity as the watermarking strength § in-
creases from 2 to 6. Specifically, perplexity rises
from 4.27 at § = 2to 6.30 at 9 = 6. At the same
time, accuracy improves from 86.51% at § = 2 to
99.54% at 6 = 6. This behavior occurs because
watermarking forces the model to prefer certain
tokens ("green list" or "blue list"), which may not
always align with the most natural token choices.
This trade-off is an essential consideration for wa-
termarking techniques. While higher § ensures
more robust watermark detection, excessive per-
plexity increases can negatively impact readability
and coherence.

5 Robustness Analysis

Reviewers may attempt to evade watermarking by
deleting, distorting, or falsifying embedded signals,
obscuring the review’s origin. Ensuring watermark
stability is crucial. This section evaluates its robust-
ness of our method against adversarial attacks.



5.1 GPT Paraphrasing

As GPT has shown promise in paraphrasing (Hassa-
nipour et al., 2024), we employed it in two distinct
settings: low paraphrase and high paraphrase. A de-
tailed discussion of our approach and implementa-
tion can be found in the Appendix D. The results in-
dicate that GPT-based paraphrasing attacks signif-
icantly degrade the performance of baseline mod-
els, with F1 scores dropping drastically, especially
under high paraphrasing. Models like Radar and
Fast Detect perform particularly poorly, with scores
plummeting to 4.24% and 3.44%, respectively, un-
der high paraphrasing. Even the strongest base-
line, TF-Model, drops from 88.06% (w/o attack)
to 66.10% under high paraphrasing, demonstrating
the vulnerability of existing Al text detection meth-
ods to sophisticated paraphrasing. In contrast, our
model shows remarkable robustness, maintaining
92.79% and 84.36% F1 scores under low and high
paraphrasing attacks, respectively, when § is set
to 5.0. Increasing ¢ values indicate enhanced re-
silience, allowing the model to retain high detection
accuracy even when faced with strong paraphras-
ing attack. This suggests that our proposed model
significantly outperforms various Al text detectors
in handling GPT-based paraphrasing attacks.

5.2 Token Attack

We also performed a token attack (adjective) (Ku-
mar et al., 2024). The Adjective Attack targets
frequently occurring adjectives in Al-generated
text and replaces them with their less frequent syn-
onyms while preserving the overall meaning. This
attack aims to disrupt Al text detection models by
altering stylistic elements rather than core seman-
tics. The results show that baseline models struggle
to maintain performance under this attack. For in-
stance, Radar and LLM-Det experience substantial
drops in F1 scores, reducing to 14.14% and 19.30%,
respectively. Similarly, TF-Model and RR-Model,
which initially performed well without attacks, de-
cline to 18.70% and 64.12%, indicating their vul-
nerability to subtle lexical transformations. In con-
trast, our model remains highly robust, achieving
83.87% F1 at § = 5.0, demonstrating its ability to
detect Al-generated text even when common ad-
jectives are perturbed. These results highlight that
while various Al text detectors are vulnerable to
adjective attacks, our model effectively withstands
such attacks.

6 Human Analysis

We conducted a qualitative analysis of 50 peer re-
views generated under different watermarking in-
tensities (0 = 3.0, 4.0, 5.0) to assess their Coher-
ence, Consistency, and Fluency. The evaluation
was conducted by three experts in ML and scien-
tific writing, each with 10+ years of experience and
15+ publications. They independently assessed the
reviews and resolved discrepancies through discus-
sion, ensuring consensus. We found that 6-3.0 was
the most readable, §-4.0 introduces some reword-
ing but remains logically coherent and effective,
and 6-5.0 resulted in overly complex phrasing that
could hinder comprehension. Additionally, the blue
list contributed to an increased density of technical
terms in 6-5.0 , making the reviews more complex
but not necessarily more informative. We discuss
this in detail with examples in Appendix B.

7 Conclusion and Future Work

Our proposed watermarking framework effectively
detects LLM-generated peer reviews while pre-
serving scientific fluency and robustness against
adversarial attacks. Experiments on ICLR and
NeurIPS peer reviews show that our method outper-
forms existing Al text detectors, particularly under
paraphrasing and token substitution attacks, where
traditional models suffer significant performance
degradation. While Fast-DetectGPT, Radar, and
TF-Model resulted in a F1-score drop of over 90%
under high paraphrasing, our method retains over
84% detection accuracy. Additionally, domain-
specific blue token selection improves watermark
detectability, achieving up to 10% higher detection
rates at lower green token fractions (y = 0.1 t0 0.3)
compared to random token-based watermarking.
The logit adjustment mechanism further enhances
robustness without compromising text fluency, en-
suring effectiveness across different watermarking
strengths (9).

In future, we will explore semantic embeddings
rather than text-based hashing to enhance stabil-
ity despite paper text modifications. Additionally,
we aim to extend detection to hybrid Al-human-
generated reviews. Furthermore, integrating water-
marking with other forms of Al-generated scien-
tific text could further strengthen trust in scholarly
communication.



Limitations

Our method of generating paper seed is sensitivity
to paper text. If a paper text is highly modified, the
green token selection could change unpredictably,
making wrong detection. A more robust hashing
mechanism (e.g., leveraging semantic embeddings
rather than text-based hashing) could improve sta-
bility. Our method is tailored for reviews that are
entirely Al-generated. However, a reviewer might
draft key bullet points on a paper and then use
ChatGPT to develop them into full paragraphs. We
recommend investigating this aspect in future re-
search.

Ethics Statement

For this study, we used an open-source dataset. We
do not take a stance on whether using Al tools for
peer reviews is inherently positive or negative, nor
do we claim definitive evidence that reviewers are
relying on ChatGPT for drafting. The primary goal
of this system is to aid editors/chair in detecting
potentially Al-generated reviews, and it is designed
solely for internal editorial use, not for authors or
reviewers.

Although this watermarking method is designed
to mitigate the misuse of Al in peer reviews, it also
introduces potential risks. For instance, if the water-
marking mechanism of a specific LLM were to be
publicly exposed, a malicious actor could exploit
it to generate unethical content embedded with the
model’s watermark. To prevent such misuse, we
strongly recommend safeguarding the integrity of
the system by keeping key components such as the
hash function keys used for green and red list par-
titioning confidential and restricted to authorized
users.
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A Details on Implementation

The model was loaded in FP16 precision, with
a fixed PyTorch generation seed (123) for repro-
ducibility. The generation parameters were con-
figured as follows: top_k = 0, temperature = 0.7,
and beam size = 1. We use the below generation
prompt for our experiments :-

System: You are a Research Scientist. Your
task is to thoroughly and critically read the
paper and write a peer review of it.

User: Instructions 1. Read the paper criti-
cally and only write a peer review. Do not
include any other content.

2. The peer review must contain the fol-
lowing sections: - Paper Summary: A con-
cise summary of the paper’s key contribu-
tions and findings. - Strengths: Highlight
the notable strengths of the paper. - Weak-
nesses: Identify any limitations or areas of
concern. - Suggestions for Improvement:
Provide constructive feedback for the au-
thors to enhance their work. - Recommen-
dation: State whether the paper should be
accepted, revised, or rejected.

Paper: {paper_content}

. J

To test the efficiency of the Query Type Iden-
tifier, we manually created 150 queries, equally
divided into unsafe and safe categories. We di-
vided this into 50% for validation and 50% test.
We used the same model for this task as we did
for generation, i.e., Llama-3.1-8B-Instruct. The
watermark classifier was trained using a fully con-
nected neural network with two hidden layers (16
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and 8 neurons, both with ReLLU activation) and an
output layer of size 2 for binary classification. The
dataset was standardized using StandardScaler and
evaluated using 5-fold stratified cross-validation.
Each fold had an 80-20% split for training and val-
idation, with one fold reserved for testing. The
model was optimized using the Adam optimizer
with a learning rate of 0.001 and weight decay of
le-4, and trained using cross-entropy loss. Early
stopping was applied with a patience of 500 epochs
and a maximum of 10,000 epochs, selecting the
best model based on validation loss. Model per-
formance was evaluated using accuracy with final
results averaged across all folds. All experiments
were conducted on an NVIDIA A100 80GB GPU
using PyTorch.

B Detailed Human Evaluation

Following the annotation guidelines for Coherence,
Consistency, and Fluency (Fabbri et al., 2020), we
asked the annotators to rank the three outputs. They
discussed any discrepancies and reached an agree-
ment when their ranking were different. The anno-
tators were paid 20 USD per hour. We found that
0 = 3.0 performed better in terms of Coherence,
Consistency, and Fluency in 87%, 89%, and 92%
of the cases, respectively. Similarly, for § = 4.0,
we found that it performed better than § = 5.0 in
T7%, 79%, and 82% of the cases for Coherence,
Consistency, and Fluency, respectively. Based on
their comments we discuss the below observation:-

B.1 Linguistic Fluency and Readability

We found that increasing the watermarking strength
progressively reduced linguistic fluency. Reviews
generated with §-3.0 exhibited natural and well-
structured sentences, while §-4.0 introduced slight
verbosity and rewording. However, 0-5.0 resulted
in excessive sentence expansion, leading to unnatu-
ral phrasing and reduced readability.

B.1.1 Example (6-3.0 vs. §-4.0 vs. 6-5.0)

* 0-3.0: "The proposed model effectively re-
duces computational complexity while main-
taining comparable performance with state-
of-the-art methods. However, additional
evaluation on out-of-distribution tasks would
strengthen the paper.”

* 0-4.0: "The proposed model provides an
effective approach to reducing computa-
tional complexity while ensuring that perfor-
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mance remains competitive with state-of-the-
art methodologies. Further assessment on
out-of-distribution tasks could help verify its
robustness."

0-5.0: "The proposed model, as introduced
by the authors, offers a compelling approach
to addressing computational complexity while
ensuring that performance levels remain com-
petitive with current state-of-the-art method-
ologies. Nevertheless, to comprehensively val-
idate the robustness of the approach, further
evaluation on out-of-distribution tasks should
be conducted to provide a more complete as-
sessment."”

We observed that §-3.0 maintained conciseness,
0-4.0 introduced slightly more complex phras-
ing without significant readability loss, and 6-5.0
contained excessive verbosity, making the review
harder to read.

B.2 Logical Coherence and Idea Flow

Logical coherence was largely preserved in 6-3.0
and 6-4.0, but 0-5.0 introduced redundancy that
disrupted idea flow. Higher watermarking levels
resulted in multiple rewordings of the same point,
artificially increasing the review length.

B.2.1 Example (§-3.0 vs. §-4.0 vs. 6-5.0)

¢ 0-3.0: "The LMUFormer architecture is
well-designed and effectively combines the
strengths of LMUs and Transformer models.
However, the authors should provide a more
detailed complexity analysis to strengthen
their claims."

0-4.0: "The LMUFormer architecture success-

fully integrates the advantages of LMUs and
Transformer models while maintaining compu-
tational efficiency. However, a more detailed
complexity analysis would further substanti-
ate its effectiveness."”

6-5.0: "The LMUFormer model, as presented
in the paper, introduces a well-structured and
well-thought-out architectural design that suc-
cessfully integrates the advantages of LMUs
and Transformer models. However, while the
presented work is promising, an additional
in-depth complexity analysis would be benefi-
cial in order to further substantiate the claims
made by the authors regarding the model’s
efficiency and applicability."”
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We found that §-3.0 was direct and logically
structured, 6-4.0 introduced slight elaboration
while maintaining coherence, and 0-5.0 resulted
in unnecessary repetition, disrupting logical pro-
gression.

B.3 Redundancy and Verbosity

We observed that §-5.0 significantly increased re-
dundancy, whereas §-4.0 introduced only minor
rewording. 6-3.0 remained the most precise and
concise.

B.3.1 Example (6-3.0 vs. §-4.0 vs. 6-5.0)

* 0-3.0: "Conv-LoRA enhances SAM’s seg-
mentation performance by incorporating
lightweight convolutional parameters. While
this represents an effective extension, further
real-world validation is needed."

0-4.0: "Conv-LoRA improves SAM’s segmen-
tation capabilities by introducing lightweight
convolutional parameters, reinforcing its ef-
fectiveness in downstream tasks. However,
additional real-world validation would help
confirm its robustness."

0-5.0: "The Conv-LoRA framework intro-
duces an effective approach for improving
SAM’s segmentation performance by inte-
grating lightweight convolutional parameters.
This enhancement allows SAM to perform bet-
ter in various segmentation tasks. While this
methodology is promising, additional real-
world validation would further reinforce the
practical utility and applicability of this ap-
proach.”

We found that §-3.0 was the most precise, §-4.0
introduced slight elaboration without unnecessary
repetition, and 6-5.0 contained inflated and redun-
dant phrasing.

B.4 Technical Terminology and the Blue List
Effect

We observed that §-5.0 contained a higher density
of technical terms, likely due to the influence of the
blue list. While this ensured technical accuracy, it
also led to increased sentence complexity, making
readability more difficult.

B.4.1 Example (6-3.0 vs. §-4.0 vs. §-5.0)

* §-3.0: "The proposed fine-tuning approach ef-
fectively adapts the model to domain-specific



segmentation tasks, ensuring efficient perfor-
mance without significantly increasing param-
eter count.”

e 0-4.0: "The fine-tuning strategy optimizes the
model for domain-specific segmentation tasks,
maintaining efficiency while minimizing pa-
rameter growth."

* 0-5.0: "The fine-tuning methodology pro-
posed by the authors strategically inte-
grates parameter-efficient training techniques
within the optimization framework to en-
hance domain-specific segmentation tasks
while maintaining computational efficiency
and preserving model scalability."

C Detail about Blue Token Selection

The Blue Token Selection process is designed to ex-
tract domain-specific technical terms from research
papers, ensuring high relevance and precision. By
leveraging a structured set of filtering rules, this
approach systematically identifies key concepts,
mathematical terms, dataset names, and acronyms
while excluding common stopwords and generic
phrases. Following is the detailed prompt we used
for our experiment :-
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System: You are a highly advanced Al spe-
cializing in scientific text processing.

User: Your task is to extract important tech-
nical terms from a given research paper.
These terms will be used for further analy-
sis.

Instructions:

1. Extract the following types of terms:

- Technical Concepts (e.g., "self-attention",
"hyperparameter tuning", "zero-shot learn-
ing").

- Mathematical & Statistical Terms (e.g.,
"gradient descent", "log-likelihood estima-
tion", "Bayes theorem").

- Machine Learning/Dataset Names
(e.g., "ResNet", "BERT", "ImageNet",
"MNIST"). - Key Nouns & Phrases Re-
lated to the Paper’s Topic (e.g., "architec-
ture design", "model convergence", "loss
function").

- Acronyms of Important Models & Tech-
niques (e.g., "LSTM", "CNN", "SVM",
"GAN").

- Scientific Terminology (e.g., "thermo-
dynamic equilibrium", "quantum entangle-
ment", "protein folding" for relevant pa-
pers).

2. Do NOT include:

- Common Stopwords (e.g., "and", "or",
"the", "but", "therefore").

- General Academic Phrases (e.g., "this
paper presents”, "in conclusion", "as shown
in Figure").

- Adverbs or Common Verbs (e.g., "signif-
icantly”, "appears"”, "seems", "performs").
- Generic Words Unrelated to the Paper’s
Topic (e.g., "data", "study", "results", "im-
portant", "analysis").

3. Output Format: - Provide the extracted
terms in a single, comma-separated string

without duplicates.

Paper: {paper_content}

D GPT Paraphrasing

Below is the prompt we used for GPT paraphrasing.
We used GPT-40 model for paraphrasing.



System: You are a highly advanced Al spe-
cializing in paraphrasing and text rewriting.
User: Your task is to paraphrase the given
review at two different intensity levels
while maintaining the original sentiment
and meaning.

Instructions:

1. Paraphrase the review in two intensity
levels:

- Low Paraphrasing: Minimal word
changes while preserving sentence structure
and key phrases.

- High Paraphrasing: Complete creative
rewrite with new analogies, inverted sen-
tence structures, and fresh expressions.

2. Output Format: - Provide the para-
phrased versions in valid JSON format.

Review: {decoded_output}

The decoded output is the watermarked text
when compared with our models, ensuring water-
mark retention analysis, and the non-watermarked
text for Al text detectors, allowing evaluation of
Al-generated content detection.

E Query Type Identifier

The Query Type Identifier is designed to classify
queries related to peer review into Safe (S) or Un-
safe (UN) categories based on their potential for
ethical misuse. This classification system helps en-
sure that Al-generated content is not directly used
in peer review submissions, thereby maintaining
the integrity of the review process. Queries ex-
plicitly requesting a full peer review that could be
submitted as-is are marked as Unsafe (UN), while
those seeking explanations, clarifications, or sum-
maries are classified as Safe (S). Following is the
prompt we used for classification:-
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System: You are a highly advanced Al spe-
cializing in scientific text processing.

User: Your task is to classify queries related
to peer review into Safe (S) or Unsafe (UN).
Query Type Identifier determines whether
a query is classified as Safe or Unsafe. We
define these categories as follows:
Un-Safe (UN): A query is considered Un-
safe (UN) if it requests a peer review in a
manner that enables the reviewer to directly
submit the generated content to a peer re-
view system. While the query itself may
serve a legitimate purpose, it is classified as
unsafe due to the potential for misuse where
a reviewer could present Al-generated con-
tent as their own. This classification is
based on the risk of unethical use, regard-
less of the user’s actual intent.

Safe (S): Any query that does not fall into
the Un-Safe category is classified as Safe
(S). This includes queries seeking explana-
tions, summaries, or clarifications related
to the paper’s content.

Examples:

Example 1

Prompt: "Write a peer review of this pa-
per, covering summary, strengths, and weak-
nesses."

Classification: UN

Example 2

Prompt: "Assess the quality of this paper
and provide a detailed peer review."
Classification: UN

Example 3

Prompt: "Provide a structured review cov-
ering strengths, weaknesses, and recommen-
dations."

Classification: UN

Example 4

Prompt: "Summarize the main findings of
this paper in a few sentences."
Classification: S

Example 5

Prompt: "Explain the methodology section
in simpler terms."

Classification: S

Example 6

Prompt: "What are the key contributions
of this paper?"

Classification: S

Now, classify the following prompt:
Prompt: [INSERT PROMPT]
Classification: [S/UN]
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