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Abstract

We identify two crucial limitations in the eval-001
uation of recent parallel-integrated method Par-002
allel Context Windows (PCW) (Ratner et al.,003
2023), which extends the maximum context004
lengths of language models, e.g., 2048 for005
LLaMA, by harnessing window-wise atten-006
tion and positional embedding techniques. We007
first show that a simple yet strong baseline,008
weighted sum ensemble, is missing for the in-009
context few-shot classification. Moreover, on010
more challenging Chain-of-Thought (CoT) rea-011
soning (e.g., HotpotQA), PCW would present012
unexpected deterioration regarding question013
miscomprehension and false inference. Based014
on our findings, we suggest that the existing015
PCW design may not guarantee sufficient im-016
provement and practicality in handling lengthy017
documents in real-world applications. More018
community efforts on enabling language mod-019
els’ long context understanding ability should020
be paid.021

1 Introduction022

Over the past few months, the field of Large023

Language Models (LLMs) (Brown et al., 2020;024

Chowdhery et al., 2022; Zhang et al., 2022; Scao025

et al., 2022; Zeng et al., 2022) has undergone a026

remarkable resurgence, primarily GPT-4, which027

has proved reasoning abilities akin to human, span-028

ning a variety of professional fields from law to029

mathematics and physics (OpenAI, 2023). LLMs030

experience a paradigm shift, from individual tasks031

such as machine translation (Lopez, 2008), text032

summarization (Allahyari et al., 2017), and infor-033

mation extraction (Sarawagi et al., 2008), and grav-034

itate toward a unified solution where users engage035

and interact in dialogues with chatbots to query036

anything.037

Codes are available at https://anonymous.
4open.science/r/RevisitPCW-8C93/.

(b)

(a)

Figure 1: (a) PCW is comparable with Parallel Ensem-
ble (PE) on both coarse-grained and fine-grained classi-
fication benchmarks; (b) PCW deteriorates closed-book
HotpotQA. The red dashed line illustrates degradation
in this challenging multi-hop reasoning task, despite
doubling or tripling the number of demonstrations. An
increased number of parallel windows (higher #PW)
leads to sparser attention but worse accuracy, while a
single window indicates the sequential baseline.

Still, a major challenge remains in LLMs — their 038

abilities are constrained by their maximum con- 039

text lengths. For example, GPT-3 (Brown et al., 040

2020) mentions its few demonstration samples in 041

in-context learning (ICL) due to length limit. Re- 042

cent Auto-GPT (Significant-Gravitas, 2023) is also 043

observed to suffer from lengthy histories induced 044

by CoT (Wei et al., 2022), which shepherds the 045

LMs to mirror human cognition through a step-by- 046

step progression of thinking and reflection to solve 047

challenging reasoning missions. Hence it is vital to 048

develop techniques to extend the context length of 049

existing LLMs for reasoning. 050

A recent related attempt is PCW (Ratner et al., 051

2023), which brings the idea of parallel contexts 052
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Error Type Sequential Parallel

Reasoning Error 16.28% 34.09%
- False Reasoning 2.33% 10.23%
- Question Misinterpretation 10.47% 19.32%
- No CoT Reasoning 3.49% 4.55%

Non-reasoning Error 81.40% 59.09%

Other 2.33% 6.82%

Table 1: Analysis on closed-book HotpotQA errors. We
classify them into five sub-categories and record their
frequencies. PCW diminishes reasoning by more false
reasoning, misinterpretation of the question, and even a
complete lack of CoT reasoning.

to mitigate the length limitation problem in GPTs.053

PCW segments the text sequence into windows,054

constraining the attention to be visible within each055

window while all windows share the same posi-056

tional embeddings. It reports improvements in057

few-shot ICL classification and generation tasks058

over the conventional sequential baseline, espe-059

cially on fine-grained classification tasks with large060

label space such as BANKING77 (Casanueva et al.,061

2020) and CLINIC150 (Larson et al., 2019). By062

introducing over-length number of demonstration063

samples in one sequence, LMs can access more064

labels from context and thus outperform the se-065

quential ICL where fewer samples could be seen.066

However, in this work we identify limitations in067

PCW’s evaluation, especially from two aspects:068

• Unequal Comparison: As PCW sees more069

demonstrations, it is better to compare sequen-070

tial methods receiving equal number of samples071

(e.g., ensembling multiple sequences) instead072

of a single sequence with fewer samples.073

• Unchallenging Tasks: PCW evaluates on tradi-074

tional classification and generation tasks only,075

but leaves untouched more challenging and076

practical problems in current LLMs concerning077

lengthy context of CoT reasoning.078

Contributions. In light of the current limitations,079

we re-examine PCW’s effectiveness in few-shot080

text classification against a fairer baseline and in081

more challenging CoT problems.082

For text classification, we introduce a simple yet083

strong alternative—Parallel Ensemble (PE), which084

directly ensembles predictions from each context085

window as individual sequences, to achieve the086

same improvement as PCW, without modifying087

transformers and adding computation complexity088

(Cf. Figure 1). Results show that PE achieves com-089

parable and even better average performance to090

PCW in evaluation. For more challenging missions, 091

we follow ReAct (Yao et al., 2023) setting to evalu- 092

ate pure CoT reasoning on closed-book HotpotQA. 093

Unfortunately, PCW makes no improvement, and 094

even deteriorates LMs CoT reasoning (Cf. Fig- 095

ure 1). Careful investigation unveils that PCW 096

might weaken LMs’ language reasoning, yielding 097

issues including false inference, question misunder- 098

standing, and absence of CoT (Cf. Figure 2). 099

In conclusion, our contributions are two-fold. 100

Firstly, we propose that Parallel Ensemble, a direct 101

weighted-sum ensemble on the logits of generated 102

labels, is comparable to PCW on most classification 103

benchmarks without any architecture modification. 104

Secondly, we examine that PCW unintentionally 105

results in a decline in LM’s reasoning ability, rais- 106

ing questions about its practical benefit to current 107

chat-based LLMs. We appeal to the community 108

for more comprehensive study on the problem of 109

LLMs’ length extension challenge. 110

2 Preliminary 111

2.1 In-Context Learning 112

A language model ϕ is pre-trained to predict the 113

conditional probability pϕ(ψ|C) where C repre- 114

sents the text input and ψ represents the word dis- 115

tribution over the given vocabulary. 116

In addition to the direct zero-shot inference, 117

LMs also exhibit in-context learning capabilities 118

where they tailor to corresponding tasks by see- 119

ing demonstrations(examples). In few-shot in- 120

ference, C is extended into two parts: N-shot 121

demonstrations D = {d1, d2, ..., dN} formatted as 122

di = {input : xi; output : yi}, and the test input 123

xtest. Conceptually, in-context learning equates to 124

the text generation of pϕ(ytest|D,xtest). 125

2.2 Sequential ICL 126

The language model reads context input I = 127

{T,A, P}, which includes text tokens T , attention 128

matrix A, and positional embedding P . 129

• Text tokens T : tokenized input text. 130

• Attention matrix A: a two-dimensional matrix 131

that determines the visibility between input and 132

output tokens—Ai,j = 1 suggests the j-th output 133

token relates to the i-th input token, and Ai,j = 0 134

suggests no attention between them. 135

• Positional Embedding P : a sequence of IDs indi- 136

cating the position for every text token. 137

Denote input token length l = len(C). The 138

standard sequential ICL input Iseq is formed as: 139
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Dataset #Labels
LLaMA 7B LLaMA 13B LLaMA 33B

Seq PCW PE Seq PCW PE Seq PCW PE

RTE 2 72.2 (3.5) 74.8 (2.1) 73.7 (2.7) 75.1 (2.2) 74.2 (1.5) 75.8 (0.8) 79.9 (2.2) 79.0 (2.1) 80.3 (1.6)

CB 3 82.6 (6.2) 84.6 (6.0) 85.4 (3.4) 72.9 (8.9) 75.3 (9.4) 76.4 (8.8) 87.8 (2.0) 87.3 (2.0) 88.9 (1.3)

AGNews 4 87.0 (1.7) 87.4 (1.7) 88.5 (1.0) 85.6 (2.6) 87.8 (1.6) 87.7 (1.5) 88.1 (4.6) 89.9 (0.8) 90.2 (0.6)

SST5 5 48.0 (3.8) 47.8 (4.9) 48.6 (2.1) 49.9 (1.2) 51.4 (0.9) 50.5 (1.2) 50.2 (1.6) 50.3 (1.3) 51.2 (1.2)

TREC 6 83.3 (5.9) 83.6 (2.1) 87.4 (1.2) 83.5 (2.3) 82.2 (3.7) 82.3 (2.8) 86.6 (2.2) 86.1 (1.8) 86.9 (1.2)

DBPedia 14 87.1 (6.4) 95.2 (2.8) 93.6 (3.6) 88.9 (4.8) 92.8 (4.2) 92.3 (4.6) 87.9 (7.1) 94.9 (2.7) 94.7 (2.6)

NLU Scenario 18 79.7 (2.8) 82.0 (1.5) 85.1 (1.3) 83.8 (2.1) 87.2 (1.1) 87.6 (1.2) 83.9 (2.5) 86.8 (1.3) 87.8 (0.9)

TREC Fine 50 53.9 (7.8) 53.8 (4.6) 65.6 (4.0) 56.0 (6.7) 63.6 (5.9) 63.6 (4.8) 61.8 (6.4) 68.9 (4.5) 68.6 (4.8)

NLU Intent 68 60.3 (3.5) 61.9 (2.9) 69.2 (2.5) 66.9 (3.4) 73.7 (1.8) 74.3 (2.1) 69.7 (4.0) 75.8 (2.3) 77.4 (2.0)

BANKING77 77 41.4 (3.4) 48.0 (2.1) 48.9 (1.4) 43.8 (2.9) 55.2 (2.2) 55.2 (2.2) 47.5 (3.1) 61.3 (2.1) 57.3 (2.1)

CLINIC150 150 62.9 (2.3) 64.6 (2.2) 66.0 (1.4) 66.9 (3.5) 73.1 (1.3) 71.5 (1.9) 67.6 (3.1) 75.0 (2.0) 72.4 (2.1)

AVG Gain - +2.30 +4.89 - +3.90 +3.96 - +4.01 +4.06

Table 2: Results on coarse-grained (#Labels ≤ 15) and fine-grained (#Labels >15) classification tasks utilizing three
ICL methods: Sequential baseline, Parallel Context Window (PCW) (Ratner et al., 2023), and Parallel Ensemble
(PE). We set the number of parallel windows to 3 as it is the best selection according to (Ratner et al., 2023).

Tseq = {T (xtest ) , T (d1) , · · · , T (dN )} ,

Aseq = [aij ]l×l =

{
0 for 0 ≤ j < i < l

1 otherwise
,

Pseq = {0, 1, · · · , l − 1}.

(1)140

2.3 Parallel ICL141

Parallel ICL reconfigures two fundamental inputs142

of LMs: the attention matrix A and positional em-143

bedding P . All demonstrations D are segmented144

into separate windows {W1,W2, ...,Wϕ} (Ratner145

et al., 2023), denoting the number of windows as146

ϕ, where ϕ = N is the most fine-grained division.147

The straightforward parallel approach is to block148

attention between demonstration windows, but al-149

low the test input xtest to attend to every window.150

For positional embedding, we modify the test input151

to begin after the longest window’s position pmax.152

The input of Parallel ICL Iprl is formulated as:153

Tprl = Tseq = {T (xtest ) , T (d1) , · · · , T (dN )} ,
Aprl = [aij ]l×l

=


0 for 0 ≤ j < i < l,

0 between Wm and Wk,m ̸= k ∈ [1, ϕ]

1 otherwise
,

Pprl = {0, 1, · · · , pmax}, · · · , {0, 1, · · · , pmax}︸ ︷︷ ︸
ϕ times

,

{pmax + 1, · · · , l − 1}.
(2)154

3 Experiments155

3.1 Experiment Setup156

Classification. We perform ICL evaluation on157

11 classification datasets spread among diverse do-158

mains — SST5 (Socher et al., 2013), CB (Wang 159

et al., 2019), RTE (Bentivogli et al., 2009), BANK- 160

ING77 (Casanueva et al., 2020), NLU & NLU 161

Scenario (Liu et al., 2019), CLINIC150 (Larson 162

et al., 2019), AGNews (Zhang et al., 2015), DBPe- 163

dia (Zhang et al., 2015), TREC & TREC Fine(Li 164

and Roth, 2002). The selection of datasets follows 165

PCW (Ratner et al., 2023). For prompt engineering, 166

we follow PCW (Ratner et al., 2023) setting. See 167

more details in Appendix A.2. 168

Reasoning. HotpotQA (Yang et al., 2018) is a 169

challenging knowledge-intensive multi-hop reason- 170

ing task designed for complex reasoning scenarios. 171

Unlike traditional QA tasks, HotpotQA requires 172

LMs to not only locate relevant information from 173

multiple Wikipedia documents but also to under- 174

stand and connect these pieces of information in 175

a logical and meaningful way. For instance, to 176

answer the question “What movie starring Nicole 177

Kidman won her an Academy Award”, we will ex- 178

ecute Hop 1: Identify the movies in which Nicole 179

Kidman has acted, and then Hop 2: Determine 180

which of these films led to Nicole Kidman winning 181

an Academy Award. By synthesizing these two 182

pieces of information from separate sources, we 183

obtain the final answer “The Hour”. 184

We aim for a more advanced setting to evalu- 185

ate both the knowledge level and reasoning abil- 186

ity leveraging CoT as in ReAct (Yao et al., 2023), 187

given that current LLaMAs have already achieved 188

performance comparable to PLMs(ranging from 189

20% to 30%) even when they have no access to 190

golden supporting paragraphs(Ratner et al., 2023). 191
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#Shots
LLaMA 7B Vicuna 13B LLaMA 33B

#PW = 1
(Sequential)

#PW = 2 #PW = 3 #PW = 1
(Sequential)

#PW = 2 #PW = 3 #PW = 1
(Sequential)

#PW = 2 #PW = 3

2 14.5 (2.7) 0.1 (0.1) - 16.9 (3.8) 0.2 (0.2) - 28.6 (0.9) 0.3 (0.2) -
3 18.6 (1.5) - 0.7 (0.8) 23.0 (1.4) - 3.3 (3.2) 32.1 (1.2) - 0.7 (0.3)

6 20.1 (1.1) 19.1 (1.0) 16.3 (0.6) 23.6 (0.5) 23.4 (1.6) 22.5 (0.8) 33.2 (0.3) 32.1 (0.7) 30.5 (1.2)

12 19.9 (0.3) 19.1 (0.7) 18.3 (0.7) 24.1 (0.8) 23.1 (0.3) 22.8 (0.0) 33.7 (0.4) 33.7 (0.4) 32.9 (0.8)

18 20.3 (0.8) 19.5 (1.3) 18.3 (0.3) 24.6 (1.3) 24.1 (0.8) 22.8 (1.1) 35.8 (0.4) 35.0 (0.3) 32.5 (0.3)

Table 3: CoT results on HotpotQA evaluated in Exact Match score. #PW denotes the number of parallel windows,
higher PW means finer-grained windows, and #PW = 1 demonstrates the sequential baseline.

Adhering to the popular CoT evaluation (Yao192

et al., 2023; Wei et al., 2022), we manually193

crafted 18 multi-step thinking trajectories, as cre-194

ating hundreds of high-quality demonstrations to195

reach the maximum token length of the language196

model(2048) is too expensive. See more details in197

Appendix A.2.198

3.2 Result Analysis199

PCW is Weighted Sum Ensemble for classifi-200

cation. As indicated in Table 2 (with complete201

results provided in Table 4), the strength of parallel-202

integrated methods is significant mostly in classifi-203

cation tasks featuring many labels, e.g., BANK-204

ING77, CLINIC150. To identify the underly-205

ing cause, we introduce another parallel method,206

Parallel Ensemble (PE), which directly applies a207

weighted sum after the test instance’s label is pre-208

dicted using each context window. The weights for209

each label candidate are determined by the logits210

of the newly generated tokens, averaged among the211

sequence.212

We find PCW and PE have similar performances213

across most tasks, and sometimes PE even outper-214

forms PCW, with a higher overall average gain215

among all LMs. This might suggest that PCW216

is simply doing a weighted sum ensemble among217

all the windows. But in larger models such as218

LLaMA 33B, we notice that PE slightly under-219

performs PCW in BANKING77 and CLINIC150,220

which hints at the potential strength of PCW in221

larger LMs with massive labels.222

PCW deteriorates CoT Reasoning. We con-223

ducted experiments to explore how parallel win-224

dows influence the reasoning chain. HotpotQA,225

a knowledge-intensive multi-hop reasoning task226

known for its difficulty, even for models like227

GPT3.5 and PaLM 540B, merely achieves around228

30% EM accuracy (Yao et al., 2023; Shinn et al.,229

2023). This makes it an ideal task to detect if lan- 230

guage models’ performance degrades throughout 231

the reasoning chain. Here we encourage LMs to 232

progressively solve problems utilizing their inher- 233

ent knowledge through CoT, following (Yao et al., 234

2023) to minimize the noises induced by the ac- 235

curacy and authenticity of provided or retrieved 236

supporting paragraphs. 237

As illustrated in Table 3, we notice a significant 238

gap between the Sequential baseline(# PW = 1) and 239

PCW. When exposed to the same number of demon- 240

strations, the raised number of windows implies 241

sparser attention, resulting in worse performance 242

because the repetitive positional embeddings might 243

confuse the LM. Even when comparing 6-shots 244

with 12- or 18-shots that offer double or triple the 245

examples, the parallel method still falls short. 246

Further error analysis depicted in Figure 2 re- 247

veals that PCW easily misinterprets the basic logi- 248

cal relation between contexts, sometimes even dis- 249

regards the question, and provides unrelated an- 250

swers. None-reasoning error is mainly caused by 251

hallucination, which is less relevant to the rational- 252

ity of CoT reasoning. Other includes the generation 253

of repetitive sentences or meaningless symbols. 254

4 Conclusion 255

We raise concerns about the use of parallel- 256

integrated methods to address context length re- 257

striction: (1) PCW is functionally equal with a 258

simple weighted sum ensemble on label distribu- 259

tion among context windows; (2) PCW degrades 260

the multi-step reasoning capabilities of LLMs in 261

complex tasks requiring knowledge understanding. 262

Despite the fact that parallel-integrated methods 263

show better classification performance when the la- 264

bel space is large, they merely brute-force ensemble 265

each window’s context, consequently weakening 266

logical reasoning and knowledge comprehension. 267
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Limitations268

The limitations of our experimental considerations269

are as follows:270

Firstly, we currently only evaluate language mod-271

els under 50B parameters due to our computational272

constraints. A more comprehensive analysis should273

extend to larger models, such as LLaMA 65B,274

known for powerful understanding and CoT reason-275

ing capabilities, and potentially some bidirectional276

language models (Du et al., 2022; Raffel et al.,277

2020).278

Secondly, since LLaMA models employ rotary279

positional embedding, differing from the absolute280

positional embedding used by GPT2 in (Ratner281

et al., 2023), the enhancement brought by PCW282

may vary.283

Thirdly, our experimental scope was restricted284

to knowledge-intensive tasks like HotpotQA and285

did not extend to mathematical tasks such as286

GSM8K (Cobbe et al., 2021), which necessitates287

multi-step reasoning to solve grade-school math288

word problems. We will include more CoT tasks289

in the next version of the evaluation.290

Lastly, in our CoT experimental configuration,291

a limited number of examples are employed, due292

to the tedious efforts required to construct numer-293

ous demonstrations. This does not quite accord294

with the original PCW (Ratner et al., 2023) setting,295

where every window is populated with examples.296

Consequently, our observation might differ from297

theirs.298

Therefore, the degradation phenomenon on rea-299

soning tasks caused by parallel windows still re-300

quires further exploration and validation.301
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A Appendix450

A.1 Prompts451

A.1.1 Reasoning452

We manually write 18 Chain-of-Thoughts demon-453

strations for the HotpotQA task including two sub-454

categories — comparison and bridge. In bridge455

reasoning, the answer to the question requires mak-456

ing a connection between two or more pieces of457

information that are not directly related. The model458

needs to “bridge” the gap between these pieces of459

information in order to arrive at the correct answer.460

Comparison reasoning involves comparing two or461

more entities based on their attributes or related462

facts. This requires the model to understand and463

compare information from different facts. They464

are selected from the distractor test set while ensur-465

ing no overlap with the evaluation data pool. See466

Table 9 for details.467

A.1.2 Classification468

We strictly follow the prompting from (Ratner469

et al., 2023) in order to make a fair comparison.470

Therefore, we encourage a read of the original pa-471

per for details.472

A.2 Experiment Details473

Language Models. We choose the LLaMA mod-474

els including 7B, 13B, and 33B (Touvron et al.,475

2023) for evaluation due to their alignment with476

human preferences and strong ability to reason.477

Furthermore, we also test Vicuna 13B for reason-478

ing. It is fine-tuned upon LLaMA 13B on user-479

shared conversations, which achieves nearly 90%480

quality of ChatGPT. While LLaMAs employ ro-481

tational positional embedding, they still accom-482

modate parallel modifications and can potentially483

benefit from them, as handling longer texts results484

in degradation in models with relative positional485

embeddings (Press et al., 2022). We use LLaMAs486

and Vicuna 13B v1.1 checkpoint from Hugging-487

Face for evaluation. Figure 1 shows Vicuna 13B488

results.489

Classification. We sample 10 times from the490

training set for classification tasks, limiting the491

maximum test samples to 1000. In the absence of492

a validation set, the test set is used. Our evalua-493

tion metric is multi-choice accuracy. We record494

the mean and variance for each seed run across all495

experimental results.496

Question: Which is published in France, Avantages or InStyle?

Let's think step by step. Avantages is published in France. 
InStyle is published in the United States. So Avantages is 

published in France.✅

Let's think step by step. Avantages is published in France. 
InStyle is published in the United States. So InStyle is 

published in France.❌

Sequential Parallelvs.

Question: In which year was the King who made the 1925 
Birthday Honours born?

Let's think step by step. King George V made the 1925 
Birthday Honours. The 1925 Birthday Honours was made in 

1925. King George V was born in 1865, 
so the answer is 1865.

✅

Let's think step by step. King George V made the 1925 
Birthday Honours. The 1925 Birthday Honours

was made in 1925. So the answer is 1925.❌

Question: What american singer, had Warren Fu as one of 
their video directors, and also had to face allegation of illegal 
marriage with R. Kelly?

Let's think step by step. The answer is R. Kelly.

Let's think step by step. American singer R. Kelly had to face 
allegation of illegal marriage with Aaliyah. Aaliyah was 

directed by Warren Fu in her music video "Try Again". So the 
answer is Aaliyah.✅

❌

False 
Reasoning

Question 
Misinterpretation

No CoT
Reasoning

Figure 2: Case study on closed-book HotpotQA CoT
reasoning, where the sequential method succeeds but
PCW fails in the reasoning due to reasons above.

Reasoning. For the reasoning task, we sample 497

from the manually designed demonstration pool 498

with 3 seeds, restricting the size of the test samples 499

to 500. The predictions are generated using greedy 500

decoding at 0 temperature for reproducibility. We 501

randomly select 100 samples to derive Table 1. 502

A.3 Supplementary Results 503

A.3.1 Ablation Study 504

We have observed that the Parallel ICL is signif- 505

icantly impacted by specific evaluation configu- 506

rations. Consequently, we conducted an ablation 507

study to gain a comprehensive understanding of 508

these influences. 509

Firstly, we discovered that whether or not a blank 510

space is added before the label text in LLaMA clas- 511

sification tasks significantly influences the perfor- 512

mance of the parallel methods due to the use of Sen- 513

tencePiece tokenizer. As shown in Table 5, while 514

sequential ICL does not degrade much(-0.54%), 515

notable declines are observed in the PCW and PE 516

methods, with decreases of 4.46% and 7.18%, re- 517

spectively. Therefore, we choose to delete the blank 518

space for LLaMA classification. 519

Additionally, we also explored whether the quan- 520
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Dataset LLaMA 7B LLaMA 13B Vicuna 13B LLaMA 33B

Seq PCW PE Seq PCW PE Seq PCW PE Seq PCW PE

RTE 72.2 (3.5) 74.8 (2.1) 73.7 (2.7) 75.1 (2.2) 74.2 (1.5) 75.8 (0.8) 80.7 (1.4) 78.1 (1.2) 79.3 (1.5) 79.9 (2.2) 79.0 (2.1) 80.3 (1.6)

CB 82.6 (6.2) 84.6 (6.0) 85.4 (3.4) 72.9 (8.9) 75.3 (9.4) 76.4 (8.8) 82.6 (2.2) 83.3 (3.0) 85.3 (3.3) 87.8 (2.0) 87.3 (2.0) 88.9 (1.3)

AGNews 87.0 (1.7) 87.4 (1.7) 88.5 (1.0) 85.6 (2.6) 87.8 (1.6) 87.7 (1.5) 84.8 (1.7) 86.2 (2.4) 86.5 (1.5) 88.1 (4.6) 89.9 (0.8) 90.2 (0.6)

SST5 48.0 (3.8) 47.8 (4.9) 48.6 (2.1) 49.9 (1.2) 51.4 (0.9) 50.5 (1.2) 48.1 (1.6) 50.7 (1.5) 50.7 (1.5) 50.2 (1.6) 50.3 (1.3) 51.2 (1.2)

TREC 83.3 (5.9) 83.6 (2.1) 87.4 (1.2) 83.5 (2.3) 82.2 (3.7) 82.3 (2.8) 83.6 (3.0) 82.5 (4.0) 84.6 (3.3) 86.6 (2.2) 86.1 (1.8) 86.9 (1.2)

DBPedia 87.1 (6.4) 95.2 (2.8) 93.6 (3.6) 88.9 (4.8) 92.8 (4.2) 92.3 (4.6) 95.2 (2.0) 97.2 (2.4) 96.6 (1.5) 87.9 (7.1) 94.9 (2.7) 94.7 (2.6)

NLU Scenario 79.7 (2.8) 82.0 (1.5) 85.1 (1.3) 83.8 (2.1) 87.2 (1.1) 87.6 (1.2) 80.5 (2.5) 85.6 (1.1) 83.9 (1.7) 83.9 (2.5) 86.8 (1.3) 87.8 (0.9)

TREC Fine 53.9 (7.8) 53.8 (4.6) 65.6 (4.0) 56.0 (6.7) 63.6 (5.9) 63.6 (4.8) 60.0 (5.3) 65.0 (3.9) 67.6 (3.5) 61.8 (6.4) 68.9 (4.5) 68.6 (4.8)

NLU Intent 60.3 (3.5) 61.9 (2.9) 69.2 (2.5) 66.9 (3.4) 73.7 (1.8) 74.3 (2.1) 69.2 (2.8) 74.6 (1.5) 75.1 (1.7) 69.7 (4.0) 75.8 (2.3) 77.4 (2.0)

BANKING77 41.4 (3.4) 48.0 (2.1) 48.9 (1.4) 43.8 (2.9) 55.2 (2.2) 55.2 (2.2) 47.4 (2.5) 56.4 (1.6) 56.9 (1.6) 47.5 (3.2) 61.3 (2.1) 57.3 (2.1)

CLINIC150 62.9 (2.3) 64.6 (2.2) 66.0 (1.4) 66.9 (3.5) 73.1 (1.3) 71.5 (1.9) 66.1 (2.3) 72.5 (1.9) 70.8 (2.0) 67.6 (3.1) 75.0 (2.0) 72.4 (2.1)

AVG Gain - +2.30 +4.89 - +3.90 +3.96 - +3.09 +3.56 - +4.01 +4.06

Table 4: Complete results on classification tasks utilizing three ICL methods: Sequential baseline, Parallel Context
Window (PCW) (Ratner et al., 2023), and Parallel Ensemble (PE).

Seq PCW PE

w/o blank w/ blank w/o blank w/ blank w/o blank w/ blank

RTE 72.2 (±3.5) 72.5 (±3.3) 74.8 (±2.1) 70.0 (±4.5) 73.7 (±2.7) 69.8 (±4.6)
CB 82.6 (±6.2) 75.6 (±10.8) 84.6 (±6.0) 70.7 (±14.1) 85.4 (±3.4) 70.9 (±13.8)
AGNews 87.0 (±1.7) 86.9 (±1.8) 87.4 (±1.7) 88.0 (±0.7) 88.5 (±1.0) 88.0 (±0.7)
SST5 48.0 (±3.8) 47.8 (±1.0) 47.8 (±4.9) 47.6 (±2.0) 48.6 (±2.1) 47.6 (±1.9)
TREC 83.3 (±5.9) 82.5 (±2.6) 83.6 (±2.1) 73.7 (±6.1) 87.4 (±1.2) 73.4 (±5.9)
DBPedia 87.1 (±6.4) 90.4 (±4.7) 95.2 (±2.8) 93.8 (±1.9) 93.6 (±3.6) 93.8 (±1.8)
NLU Scenario 79.7 (±2.8) 79.9 (±2.8) 82.0 (±1.5) 82.5 (±1.8) 85.1 (±1.3) 82.5 (±1.8)
TREC Fine 53.9 (±7.8) 52.6 (±10.4) 53.8 (±4.6) 44.5 (±8.6) 65.6 (±4.0) 43.4 (±8.4)
NLU Intent 60.3 (±3.5) 60.3 (±2.9) 61.9 (±2.9) 59.0 (±3.6) 69.2 (±2.5) 59.0 (±3.6)
BANKING77 41.4 (±3.4) 41.8 (±2.4) 48.0 (±2.1) 46.7 (±2.2) 48.9 (±1.4) 46.6 (±2.1)
CLINIC150 62.9 (±2.3) 62.0 (±1.6) 64.6 (±2.2) 58.0 (±1.9) 66.0 (±1.4) 58.0 (±1.9)
AVG ∆ -0.54 -4.46 -7.18

Table 5: Ablation study on the existence of blank space in front of the label text. The experiments are performed
using LLaMA 7B.

Seq PCW PE

INT8 FP16 INT8 FP16 INT8 FP16

RTE 72.2 (±3.5) 73.8 (±1.7) 74.8 (±2.1) 74.6 (±1.9) 73.7 (±2.7) 74.6 (±1.9)
CB 82.6 (±6.2) 82.4 (±5.6) 84.6 (±6.0) 84.0 (±6.3) 85.4 (±3.4) 84.0 (±2.9)
AGNews 87.0 (±1.7) 87.0 (±1.6) 87.4 (±1.7) 87.6 (±1.5) 88.5 (±1.0) 88.3 (±0.9)
SST5 48.0 (±3.8) 47.6 (±4.0) 47.8 (±4.9) 47.2 (±5.6) 48.6 (±2.1) 48.8 (±2.0)
TREC 83.3 (±5.9) 83.8 (±6.8) 83.6 (±2.1) 83.1 (±2.9) 87.4 (±1.2) 86.8 (±1.9)
DBPedia 87.1 (±6.4) 87.0 (±6.1) 95.2 (±2.8) 95.5 (±2.6) 93.6 (±3.6) 93.9 (±3.4)
NLU Scenario 79.7 (±2.8) 80.1 (±2.6) 82.0 (±1.5) 82.6 (±1.5) 85.1 (±1.3) 85.7 (±1.4)
TREC Fine 53.9 (±7.8) 55.5 (±8.1) 53.8 (±4.6) 57.2 (±5.2) 65.6 (±4.0) 66.7 (±4.1)
NLU Intent 60.3 (±3.5) 61.4 (±3.2) 61.9 (±2.9) 63.4 (±3.4) 69.2 (±2.5) 69.8 (±2.6)
BANKING77 41.4 (±3.4) 42.0 (±3.2) 48.0 (±2.1) 49.6 (±2.0) 48.9 (±1.4) 50.0 (±1.4)
CLINIC150 62.9 (±2.3) 62.8 (±2.1) 64.6 (±2.2) 64.9 (±2.8) 66.0 (±1.4) 66.5 (±1.3)
AVG ∆ 0.45 0.56 0.29

Table 6: Ablation study on the quantization of LM, i.e., INT8 or FP16 precision. The experiments are performed
using LLaMA 7B.
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Method Seq PCW PCW Single

# shots nmax 3 ∗ nmax nmax

RTE 72.2 (±3.5) 74.8 (±2.1) 56.2 (±2.1)
CB 82.6 (±6.2) 84.6 (±6.0) 61.8 (±8.3)
AGNews 87.0 (±1.7) 87.4 (±1.7) 66.1 (±18.0)
SST5 48.0 (±3.8) 47.8 (±4.9) 26.0 (±3.2)
TREC 83.3 (±5.9) 83.6 (±2.1) 12.6 (±0.6)
DBPedia 87.1 (±6.4) 95.2 (±2.8) 82.2 (±15.1)
NLU Scenario 79.7 (±2.8) 82.0 (±1.5) 4.8 (±0.0)
TREC Fine 53.9 (±7.8) 53.8 (±4.6) 10.8 (±0.4)
NLU Intent 60.3 (±3.5) 61.9 (±2.9) 0.4 (±0.2)
BANKING77 41.4 (±3.4) 48.0 (±2.1) 2.2 (±0.7)
CLINIC150 62.9 (±2.3) 64.6 (±2.2) 0.6 (±0.0)

Table 7: Supplementary PCW results on ICL classifica-
tion tasks for LLaMA 7B.

tization of the LM would impact the performance521

of the parallel methods. Comparisons were made522

between results derived from FP16 and INT8 quan-523

tization, as shown in Table 6. The results suggest524

that the discrepancy is relatively insignificant, con-525

fined within a range of 0.6%. Hence, to reduce the526

budget, we conduct our experiments using INT8527

quantization for LLaMA 7B. Yet, for a precise eval-528

uation of larger models, i.e., LLaMA 13B and 33B,529

we opt for FP16 quantization.530

A.3.2 PCW Single531

We evaluate the most fine-grained parallel window532

method, i.e., PCW Single, where the window span533

is 1. We find that under such conditions, the par-534

allel method drastically declines due to excessive535

repetition of positional embeddings in context win-536

dows, as shown in Table 7. We choose nmax for537

each dataset to be the shot number that fills in the538

maximum token length of LMs, i.e., 2048 for Vi-539

cuna. We set the window size as 3 to align with the540

main results in Section 3.541

It is evident that as the number of parallel win-542

dows increases, there is a dramatic drop in In-543

Context Learning performance. This decline is544

especially notable in datasets such as BANKING77545

and CLINIC150, which contain more than 50 la-546

bels. This is because of a prediction bias favoring547

one certain label. Above results demonstrate the548

negative effects of repeated positional embeddings549

for language models.550

A.3.3 Bi-directional Models551

We test the efficacy of parallel ICL on ChatGLM552

6B, a bi-directional language model developed553

Method Seq PCW

RTE 64.2 (±6.2) 54.0 (±3.0)
CB 75.4 (±7.9) 64.7 (±12.0)
AGNews 62.2 (±9.2) 56.2 (±8.2)
SST5 43.1 (±1.8) 45.9 (±1.1)
TREC 44.3 (±3.2) 48.5 (±5.0)
DBPedia 82.0 (±3.5) 81.9 (±2.9)
NLU Scenario 55.4 (±4.4) 66.4 (±2.8)
TREC Fine 35.5 (±6.8) 37.2 (±4.5)
NLU Intent 49.8 (±3.9) 57.1 (±2.7)
BANKING77 14.4 (±2.3) 13.6 (±2.4)
CLINIC150 27.3 (±3.1) 28.8 (±5.2)

Table 8: PCW results on ICL classification tasks for
ChatGLM 6B.

within GLM (Zeng et al., 2022) framework. Chat- 554

GLM 6B has been trained in Chinese and English 555

contexts, demonstrating proficiency in both lan- 556

guages. 557

As illustrated in Table 8, we have noted that the 558

few-shot performance of ChatGLM is less profi- 559

cient when compared to LLaMA. This trend indi- 560

cates a decline when a substantially larger number 561

of examples are included in the sequential ICL. 562

Also, it is reasonable to find out that the PCW 563

method maintains its improvement in most of the 564

fine-grained classification tasks. 565
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Table 9: CoT demonstrations for HotpotQA

Question What is the elevation range for the area that the
eastern sector of the Colorado orogeny extends into?

Thought The eastern sector of Colorado orogeny extends into the
High Plains. High Plains rise in elevation from around
1,800 to 7,000 ft, so the answer is 1,800 to 7,000 ft.

Answer 1,800 to 7,000 ft
Question Musician and satirist Allie Goertz wrote a song about

the "The Simpsons" character Milhouse, who Matt Groening
named after who?

Thought The character Milhouse was named after U.S. president
Richard Nixon, so the answer is Richard Nixon.

Answer Richard Nixon
Question Which documentary is about Finnish rock groups, Adam

Clayton Powell or The Saimaa Gesture?
Thought Clayton Powell (film) is a documentary about an

African-American politician, not Finnish rock groups.
So the documentary about Finnish rock groups must
instead be The Saimaa Gesture.

Answer The Saimaa Gesture
Question What profession does Nicholas Ray and Elia Kazan have in

common?
Thought Professions of Nicholas Ray are director, screenwriter,

and actor. Professions of Elia Kazan are director,
producer, screenwriter, and actor. So profession
Nicholas Ray and Elia Kazan have in common is director,
screenwriter, and actor.

Answer director, screenwriter, actor
Question Which magazine was started first Arthur’s Magazine or

First for Women?
Thought Arthur’s Magazine was started in 1844. First for Women

was started in 1989. 1844 (Arthur’s Magazine) < 1989
(First for Women), so Arthur’s Magazine was started
first.

Answer Arthur’s Magazine
Question Were Pavel Urysohn and Leonid Levin known for the same

type of work?
Thought Pavel Urysohn is a mathematician. Leonid Levin is a

mathematician and computer scientist. So Pavel Urysohn
and Leonid Levin have the same type of work.

Answer Yes
Question Which of Jonny Craig and Pete Doherty has been a member

of more bands?
Thought Jonny Craig has been a member of four bands, Dance

Gavin Dance, Emarosa, Rain City Drive, Isles, and
Glacierswhile. Pete Doherty has been a member of three
bands, Babyshambles, Peter Doherty and the Puta Madres.
So Jonny Craig has been a member of more bands.

Answer Jonny Craig
Question If You Ever Get Lonely was covered by what Lyric Street

Records-affiliated band?
Thought If You Ever Get Lonely was covered by American country

music duo Love and Theft, which is a Lyric Street
Records-affiliated band, so the answer is Love and
Theft.

Answer Love and Theft
Question Jaclyn Stapp is married to the former frontman of a band

that disbanded in what year?
Thought Jaclyn Stapp is married to Scott Stapp, the voice of

the band Creed. Creed was an American rock band from
Tallahassee, Florida, active from 1994 to 2004. So
Creed disbanded in 2004.

Answer 2004
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Question The W. H. Shipman House is in what Hawaii county?
Thought W. H. Shipman House is located at 141 Kaiulani Street,

Hilo. Hawaii County, Hawaii is the county that Hilo is
in, so the answer is Hawaii County.

Answer Hawaii County
Question The trophy given to the winner of the college football

game between University of Idaho Vandals and University
of Montana Grizzlies is derived from which European
culture?

Thought The trophy given to the winner of the college football
game between University of Idaho Vandals and University
of Montana Grizzlies is the Little Brown Stein. The
Little Brown Stein is a large stein mug, which is
derived from German culture.

Answer German
Question In what year was the singer who popularized "I’ll Keep

the Lovelight Burning" born?
Thought "I’ll Keep the Lovelight Burning (In My Heart)" is a

popular song written by Bennie Benjamin and George David
Weiss, popularized by Patti Page in 1949. Patti Page
was born in 1927, so the answer is 1927.

Answer 1927
Question Stronger Together was used for the campaign comprised of

the Vice Presidential candidate who was a Senator from
what state?

Thought Tim Kaine was a Senator from Virginia who used Stronger
Together for the campaign, so the answer is Virginia.

Answer Virginia
Question Which facility was founded in Missouri, Discovery Zone

or Valentino’s?
Thought Valentino’s was founded in Lincoln, Nebraska in 1957.

1989 (Discovery Zone) < 1957 (Valentino’s), so Discovery
Zone was founded in Missouri first.

Answer Discovery Zone
Question Kam Heskin plays Paige Morgan in a 2004 film directed by

who?
Thought Kam Heskin played Paige Morgan in The Prince and Me

film franchise. The Prince and Me film franchise was
directed by Martha Coolidge in 2004. So the answer is
Martha Coolidge.

Answer Martha Coolidge
Question Otterington railway station was on a 393 mi major

railway that linked Edinburgh to what city?
Thought Otterington railway station was on the East Coast Main

Line. The East Coast Main Line linked Edinburgh to
London King’s Cross station. So the answer is London.

Answer London
Question Who wrote the book that inspired the name of the CD/DVD

"Here at the End of All Things"?
Thought The title comes from a quote from the book The Lord of

the Rings: The Return of the King. The Lord of the
Rings was written by J. R. R. Tolkien, so the answer is
J. R. R. Tolkien.

Answer J. R. R. Tolkien
Question Are both Lygodium or Maxillaria a genus of orchids?
Thought Maxillaria is a genus of orchids. Lygodium is not a

genus of orchids. So the answer is No.
Answer No
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