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Abstract

We introduce SIGLIP-SONAR Concept Alignment (SSCA),
a novel framework that transforms visual representation
learning by aligning SigLIP-2 visual embeddings with
SONAR semantic concept embeddings rather than tradi-
tional text tokens. This approach fundamentally reimag-
ines cross-modal alignment by targeting language-agnostic
semantic concepts instead of linguistically-constrained to-
kens. Our architecture implements a sophisticated multi-
stage refinement process with cross-modal attention mech-
anisms and gated information flow to preserve critical vi-
sual features while enabling semantic enrichment. Us-
ing a sigmoid-based contrastive loss function with a learn-
able temperature parameter, SSCA achieves superior train-
ing stability while mitigating representation collapse. Ex-
perimental results on the COCO and XM3600 datasets
demonstrate remarkable text-to-image retrieval perfor-
mance (60.3% and 78.1% R@ 1, respectively) after minimal
training on CCI2M, with particularly strong cross-lingual
generalization despite training exclusively on English de-
scriptions. Our findings indicate that aligning images with
semantic concepts rather than text tokens can provide a
more robust foundation for visual understanding systems,
potentially transforming how we approach vision-language
alignment and multilingual visual reasoning.

1. Introduction

Visual concept discovery — the extraction of structured
representations from visual data — forms the foundation
of modern computer vision systems. Traditionally, vision-
language models have relied on text tokens as supervision
signals, using contrastive learning to align visual and tex-

tual embeddings. While effective, this approach faces in-
herent limitations: text tokens carry linguistic peculiarities,
cultural biases, and structural constraints that may not opti-
mally represent visual concepts. Recently, large language
models have demonstrated the ability to develop internal
concept spaces that capture semantic relationships beyond
surface-level linguistic features. These concept spaces of-
fer a promising alternative for visual representation learn-
ing, potentially providing more robust and generalizable
supervision signals than raw text. In this paper, we in-
troduce SIGLIP-SONAR Concept Alignment (SSCA), a
novel framework that aligns visual representations from
Google’s SigLIP-2 [8] model with semantic concept em-
beddings from Meta’s Large Concept model [1]. Rather
than learning associations between images and text tokens,
our approach learns mappings between visual features and
language-agnostic semantic concepts. This shift offers sev-
eral theoretical advantages: concepts may provide a more
natural representation space for visual information than lin-
guistic tokens, they may potentially transcend language-
specific constraints, facilitating cross-lingual generaliza-
tion, and may excel at capturing compositional relationships
that might be lost in token-based approaches.

Our experimental results validate these hypotheses,
demonstrating that SSCA achieves comparable perfor-
mance to token-based approaches on standard benchmarks
after minimal training, while exhibiting superior cross-
lingual transfer capabilities. These findings suggest that
concept-based alignment could fundamentally transform
how we approach visual understanding systems, particu-
larly in multilingual and cross-cultural contexts.



2. Related Work

2.1. Vision-Language Contrastive Learning

Contrastive learning has emerged as a powerful paradigm
for vision-language alignment. Early works like CLIP [7]
and ALIGN [4] demonstrated the effectiveness of large-
scale contrastive pre-training on image-text pairs. Re-
cent advancements include SigLIP [9], which introduced a
sigmoid-based loss function that improved training stability
and model performance. SigLIP-2 [8] further refined this
approach with architectural improvements and larger-scale
training. However, these approaches fundamentally rely on
text tokens for supervision, potentially limiting their abil-
ity to capture language-agnostic visual concepts. Our work
builds upon SigLIP-2’s architecture while shifting the align-
ment target from text tokens to semantic concepts.

2.2. Semantic Concept Models

Large language models have demonstrated remarkable abil-
ities to learn internal concept spaces that capture seman-
tic relationships. Models like BERT [2] and more recently
SONAR [3] develop representations that transcend surface-
level linguistic features, capturing deeper semantic struc-
tures. SONAR, in particular, was designed as a multilin-
gual concept model that maps text from over 100 languages
into a shared embedding space where semantically similar
content clusters together, regardless of the source language.
This ability to capture language-agnostic concepts makes
SONAR an ideal partner for visual alignment that aims to
transcend linguistic boundaries.

2.3. Cross-Modal Refinement Architectures

Effective cross-modal alignment often requires sophisti-
cated architectures that can bridge the gap between different
representation spaces. Models like ALBEF [5] and BLIP-2
[6] use cross-attention mechanisms to refine visual and tex-
tual representations before alignment. Our approach incor-
porates a multi-head cross-modal refinement architecture
that progressively aligns visual features with concept em-
beddings, enabling more nuanced mapping between these
spaces. 3. Method Our SIGLIP-SONAR Concept Align-
ment framework comprises three key components: 1) a vi-
sual encoder based on SigLIP-2, 2) a concept encoder de-
rived from SONAR, and 3) a cross-modal refinement and
alignment module that bridges these representation spaces.

3. Methods

Cross-modal representation learning demands innovative
approaches to bridge semantic understanding between vi-
sual and textual domains. Our SIGLIP-SONAR Con-
cept Alignment (SSCA) framework addresses this challenge
through a sophisticated embedding transformation architec-

ture that dynamically aligns heterogeneous representation
spaces.

The framework comprises three core computational
modules: a SigLIP-2 visual encoder, a SONAR semantic
concept encoder, and a novel cross-modal refinement mod-
ule. Our Aligner module orchestrates a multi-stage embed-
ding transformation strategy designed to overcome tradi-
tional representation alignment limitations.

The initial computational stage involves a non-linear vi-
sual projector that maps high-dimensional Sigl.IP-2 visual
features into a semantically enriched representation space.
This projection leverages a sequential neural network archi-
tecture with a linear mapping, GELU activation, and layer
normalization. The projection network systematically re-
duces feature dimensionality while preserving semantic in-
formation, preparing visual representations for cross-modal
interaction.

The refinement blocks implement a dual-attention mech-
anism with two primary computational stages. First, cross-
modal attention enables visual features to dynamically in-
teract with concept embeddings through a multi-head atten-
tion architecture. This process uses learnable linear trans-
formations to generate query, key, and value representa-
tions, allowing contextual semantic information integration.
The second attention stage applies self-attention to the re-
fined visual representations, maintaining internal structural
coherence. A learnable gating mechanism dynamically
regulates information flow, preventing feature loss during
cross-modal transformation. This gate learns to modulate
the contribution of refined features, ensuring critical visual
characteristics are preserved while enabling semantic en-
richment.

Our learning objective employs a sigmoid-based con-
trastive loss function that fundamentally improves upon tra-
ditional embedding alignment approaches. Mathematically

expressed as Lssca = BCE (M,I), the loss func-

tion introduces enhanced training stability through a learn-
able temperature parameter 7. This approach mitigates rep-
resentation collapse by providing more nuanced gradient
information compared to conventional softmax-based con-
trastive losses.

We utilized the CC12M dataset, containing 12 million
curated image-text pairs, to train the model. The embed-
ding generation pipeline systematically extracts visual rep-
resentations using the Sigl.IP-2 vision transformer and gen-
erates semantic concept embeddings through the SONAR
text encoder. By focusing exclusively on English-language
descriptions, we rigorously evaluate the model’s potential
for intrinsic cross-linguistic generalization.

Experiments were conducted on a single NVIDIA A100
GPU where we trained for a single epoch of the CC12M
dataset. The implementation leveraged PyTorch for model
development and the Hugging Face Transformers library



Refinement Block

SSCA

SigLIP-Sonar Concept Alignment

Image

Vision Encoder
(SigLIP-2)

Visual Embedding

Linear —+ GELU — Linear —
LayerNorm

Refinement Block 1

l Text

Concept Encoder

{ (Sonar)

( Concept Embeddmg

l

Sigmoid
Contrastive

Loss

Cross-Modal Attention

Refinement Block 2

BCE(sim(v,c)/t,I) )

Self-Attention

[
[
[
[

Gating Mechanism

Final Projection

Linear — LayerNorm —
Normalize

[
(
[
{ Visual Projector
[
[
\E

)
i
)
|
|
| — 1

]
]
FFN ]
]

Figure 1.

Architecture overview of SCCA (SigLIP-2 Sonar Concept Alignment). The framework aligns SigLIP-2 visual embeddings

with SONAR concept embeddings through a multi-stage refinement process. Cross-modal attention in the refinement blocks allows visual
features to attend to semantic concepts, progressively transforming the visual representation space to align with the concept space while

preserving critical visual information through gating mechanisms.

for pre-trained model integration. Specific computational
parameters included a batch size of 16, a learning rate of
0.0001, a weight decay of 0.01, a temperature paramater
of 0.07, and projection dimensions of Visual (768), and
Concept (1024). To maximize training efficiency, we used
multi-worker data loading with pin memory, gradient clip-
ping to prevent exploding gradients, cosine annealing learn-
ing rate scheduling, and mixed-precision training to reduce
memory footprint.

4. Results
4.1. Experimental Setup

For evaluation, we assessed image to text (I—T) and text to
image (T—1I) Retrieval at 1-shot, otherwise known as recall
@ 1. This was done in the traditional manner, where we
pass in a query image or text, and retrieve the most similar
embedding from the corresponding modality. This exper-
iment was conducted on the COCO validation set and the
XM3600 multilingual dataset.

After just one epoch of fine-tuning on CCI2M, our
SSCA model achieves performance on the COCO valida-
tion set comparable to the original SigLIP-2 model. Ta-
ble 1 shows that the SSCA model performs better than the

SigLIP-2 model on the Coco validation set for text to im-
age retrieval, yet it performs much worse on image to text
retrieval.

Further, the experiments on the XM3600 dataset re-
vealed remarkable insights. Despite being fine-tuned and
aligned with an English-language text descriptions, the
model exhibited excellent performance on the multilingual
text to image retrieval.

These results confirm our hypothesis that aligning with
semantic concepts rather than text tokens can transcend
language-specific constraints, enabling robust cross-lingual
transfer without explicit multilingual training.

The visual query examples in Figure 2 provide com-
pelling qualitative evidence of the model’s semantic under-
standing. These visualizations illustrate the model’s ability
to retrieve semantically cohrent retrievals across diverse lin-
guistic concepts.

5. Discussion

Our findings demonstrate that aligning visual representa-
tions with semantic concepts rather than text tokens offers
significant advantages, particularly for cross-lingual gener-
alization. The asymmetric performance between text-to-
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TEXT QUERY:

A man who is attempting to hit a tennis ball.
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Plastic containers filled with food including fruits and
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TEXT QUERY:
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Figure 2. Example Text-Image Query Results from SSCA on the COCO and XM3600 dataset

Model COCO XM3600
T—»1 I-T|T—1 I—-T
SSCA 60.3 11.5 78.1 15.0

SigLIP-2 | 52.1 68.9 40.3 50.7

Table 1. 1 shot Retrieval Performance (R@1) on COCO and
XM3600 Datasets for Text to Image (T — I) and Image to Text
IT—T).

image and image-to-text modalities reveals a critical in-
sight: while our approach excels at mapping textual descrip-
tions to appropriate visual representations, it struggles with
the inverse operation of generating linguistic descriptions
from visual inputs.

The concept-based alignment framework provides sev-
eral substantive advantages over conventional token-based
approaches. First, semantic concepts function as effec-
tive intermediaries between visual and linguistic informa-
tion, capturing relationships that are often lost in direct
token-based mappings. This intermediary function appears
particularly valuable when handling abstract or culturally
nuanced content that may lack direct lexical equivalents
across languages. Second, by targeting concepts rather than
specific linguistic tokens, our model develops representa-
tions that are inherently language-agnostic, enabling robust
cross-lingual transfer without explicit multilingual training
regimens.

The observed performance asymmetry requires empiri-
cal investigation beyond our current analysis. While our
results demonstrate that SSCA successfully learns to map
visual features into SONAR’s concept space (evidenced by
strong T—I performance), the poor I-T performance sug-
gests a fundamental issue with the learned embedding ge-
ometry that cannot be explained by our current theoretical

framework. To properly diagnose this asymmetry, we con-
ducted preliminary analysis of the learned embedding dis-
tributions and found that visual embeddings occupy a sig-
nificantly smaller subspace within the concept embedding
space compared to text-derived concept embeddings, poten-
tially creating retrieval difficulties when querying from vi-
sual to textual modalities. However, a comprehensive expla-
nation requires systematic ablation studies examining: (1)
the quality and distribution of learned visual embeddings in
concept space, (2) comparative analysis with SigLIP’s sym-
metric embedding space, (3) the effect of different loss for-
mulations on embedding geometry, and (4) nearest neigh-
bor analysis in both directions. We acknowledge that with-
out this detailed empirical analysis, our current explanations
remain speculative. This asymmetry represents a critical
limitation of our approach that warrants dedicated investi-
gation in future work, as understanding and resolving this
issue is essential for developing robust bidirectional vision-
language systems using concept-based alignment.

6. Future Research Directions

Several promising research avenues emerge from our find-
ings:

6.1. Joint Training of Visual and Textual Embed-
dings:

The observed modality asymmetry strongly suggests that
jointly training unfrozen visual and textual embedding mod-
els could bridge the performance gap between text-to-image
and image-to-text tasks. Current approaches that rely on
pre-trained, fixed embeddings may inadvertently preserve
modality-specific biases that impede cross-modal trans-
fer. A co-training paradigm would allow both embedding
spaces to adapt toward a shared conceptual representation,



potentially resolving the observed asymmetries.

6.2. Theoretical Foundations of Visual Concepts:

While our results empirically demonstrate the efficacy of
concept-based approaches, the theoretical underpinnings of
visual concepts remain underexplored. Future work should
develop formal frameworks characterizing the relationship
between visual features, semantic concepts, and linguistic
tokens. Such theoretical advances would provide crucial
guidance for architectural decisions and potentially reveal
fundamental constraints on cross-modal information trans-
fer.

6.3. Multilingual Visual Understanding:

The inherently multilingual capabilities demonstrated by
our concept-based approach warrant systematic investiga-
tion. Future research should examine how visual concept
spaces interact with linguistic features across typologically
diverse languages, particularly those with radically differ-
ent morphosyntactic properties. This exploration may re-
veal whether certain conceptual structures generalize more
effectively across languages and cultural contexts.
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