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ABSTRACT

In-context learning (ICL) enables LLMs to better complete complex tasks, but the
key to success relies on selecting the right exemplars. Prior work often selects
exemplars based on similarity to the test input, but this can fail when no close
match exists—especially for challenging or out-of-distribution examples. In such
cases, generic exemplars that broadly represent the task may be more helpful.
This raises two key questions: (1) Which exemplars best represent the overall
task distribution? (2) Which test examples are too far from available exemplars?
We propose Pivot-ICL, a method that adaptively selects either dynamic, input-
specific exemplars or static, generic exemplars. We model this decision using a
bipartite graph between test examples and candidate exemplars, applying well-
established graph mining algorithms such as Hyperlink-Induced Topic Search
(HITS) to enable weighted, iterative, and bidirectional scoring. This graph-based
voting identifies both representative exemplars and which test inputs require them.
Experiments show Pivot-ICL consistently improves performance across tasks,
achieving a +8.8% relative gain over the best baseline. Further analysis attributes
the improvement to effective adaptive treatment of both in-distribution and out-of-
distribution examples.

1 INTRODUCTION

Large language models (LLMs) show great performance with in-context learning (ICL), on various
complex tasks, e.g., commonsense reasoning (Zhang et al.,[2023)), math (Agarwal et al., |2024), and
planning (Zhao et al.|2025). Compared to fine-tuning task-specific models, ICL reduces the need
for extra training and potentially makes LLMs more versatile. However, one key to successfully
deploying ICL is the selection of the exemplars (Nie et al., 2022; Zhang et al., [2022).

Previous work explores various ways of selecting exemplars to conduct successful ICL, from manual
selection (Zhao et al.,|2021; [Lu et al., 2022b; |Chang & Jial, |2022), to automatically decide specific
exemplars for each test example (Rubin et al.,2022; Zhang et al.| 2022} |Ye et al.,|2023a). Besides
such dynamic selection on similar questions, recently, researchers have explored the effectiveness of
automatically selecting a generic set of static exemplars for each task (Li & Qiul 2023} [Purohit et al.}
2024])). Despite the significant performance on various tasks, however, given a specific set of exemplar
candidates, there is no guarantee that these candidates can cover all kinds of test examples in the
same task. As a result, some test examples can benefit less when we use certain exemplar selection
methods with a unified treatment.

Specifically, some test examples may have similar exemplars, where an effective dynamic selection
method can potentially benefit the model reasoning by providing a curated set. Meanwhile, some other
test examples can diverge from the collected exemplar candidates, where a static set of exemplars
eliciting the general task format and understanding can be better than providing potentially misleading
dynamic exemplars. Above cases depict our intuition - besides the uni-directional evaluation of
exemplars with each test example, the opposite is also important for the strategic deployment of ICL,
which constitutes bidirectional relations, so that we can (1) reflect the exemplar importance based on
how they are used; and (2) decide which test examples are considered distant.

To capture such bilateral interactions between exemplar and test example sets, we propose to model
them from a bipartite graph view, as shown in Figure[T] The edges between exemplar or test example
nodes will be weighed via the relevance among them. In this way, with grap mining algorithms
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Figure 1: An example of our Pivot-ICL pipeline on questions adapted from SQA (Geva et al.,|[2021). With the
bipartite graph edges as similarities across exemplars and questions, we compute their corresponding exemplar
and question scores with HITS. With Pivot-concat, we concatenate the static exemplars and the top dynamic
exemplars. With Pivot-adapt, based on thresholding the question (hub) scores, we choose either dynamic (closest)
or static (generic) exemplars for the questions.

such as Hyperlink-Induced Topic Search (HITS, Kleinberg, |1999), when scoring the test examples,
beyond simply averaging similarity from all exemplars, their importance and characteristics in the
exemplar communities can also be taken into consideration in a weighted, bidirectional, and iterative
importance computation across the two sets. On the one hand, we score the test examples that can
reflect their relations towards a specific set of exemplars. On the other hand, the importance of the
exemplars are also based on how frequently they support the test cases. From the graph view, we
introduce Pivot-ICL, which offers adaptive treatment to different test examples. For questions with
high scores, we utilize their closely relevant exemplars in a dyanmic exemplar selection manner. For
low score questions that are potentially distant from the exemplars, we use a task-level generic and
static set of high-score exemplars to show models how to approach this task in general. As shown in
Figure[I] for test examples in different situations, variants of Pivot-ICL strategically conduct different
treatments. In Pivot-ICL, we aim to build zero-shot signals to decide which method to use for each
specific test example.

We conduct extensive experiments on four complex tasks covering planning (Bohnet et al.,[2024),
mathematical reasoning (Mathematical Association of America, |2024), commonsense reason-
ing (Geva et al.}|2021)), and PhD-level scientific question answering (Rein et al.l [2024). We show
that Pivot-ICL achieves robust and consistent performance improvement (on average +8.8 percent,
relatively) over baselines and can show better overall performance than solely using static/dynamic
exemplar selection methods for all the queries .

We also validate the consistent gain across various closed- and open-sourced backbones. Analyses
further show that the gain comes from this bilateral graph automatically recognizing which examples
are more out of distribution and need to benefit from generic exemplars.

In summary, our main contributions are:

*  We propose to model the bilateral interactions between exemplars and test examples to allow
adaptive treatment on different questions in ICL exemplar selection.

*  We design the bilateral weighted graph and Pivot-ICL to allow score assignment for both the
exemplars and test examples, which serves as an effective zero-shot adaptive treatment and shows
good performance.

* Further analysis shows how the performance gain of Pivot-ICL comes from the different treatment
of in-distribution and out-of-distribution test examples.

2 RELATED WORK

LLM In-Context Learning. Prompting and in-context learning (ICL) have been considered as the
prominent ways to interact with LLMs, which achieve significant performance on various tasks (Wei
et al. 2022; Brown et al., 2020). Recent work also discovers the extendability of ICL on tasks
requiring complex reasoning, such as math (Agarwal et al.,|2024), planning (Zhao et al.| [2025), and
agent interactions (Lutz et al., 2024), where one key to the success of ICL is exemplar selection.
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Previous work studies how perturbation (Zhang et al.,2022)) and learned models (Rubin et al., 2022}
Ye et al.l 2023a)) helps assign good exemplars for each example. Ye et al.| (2023b); [Zhang et al.
(2023)) further highlights the importance of diversity among the selected exemplars. Besides the
dynamic exemplar selection that assigns question-specific exemplars, LENS (Li & Qiu} [2023)) and
EXPLORA (Purohit et al., [2024) further explore the potential to use a static set of exemplars across
the whole task. More recently, ConE (Peng et al.| |2024)) studies the impact of model conditional
entropy, which leads to good ICL performance if open-weight models are available.

In our work, we propose to leverage the bilateral relations among exemplars and test examples to
allow zero-shot adaptive treatment on different questions based on their scores from the perspective
of the exemplar set. We utilize the embedding-based similarity scores that do not rely on computing
the entropy of the question/answer given exemplars.

Example Selection in General. Selecting the crucial examples has been a long-lasting topic in
the machine learning community. Support Vector Machine (SVM) (Cortes & Vapnik, |1995) mines
a few support vectors to conduct classification. Corset Selection (Guo et al., 2022} [Mirzasoleiman
et al., [2020) aims to select a set of training examples to improve the end tasks, in a data-efficient
manner (Adadi, [2021). With similar motivations, a set of few-shot adaptation methods is proposed to
improve LLM performance on various textual reasoning tasks (Houlsby et al., 2019;|Gao et al.| [2020;
Tam et al.| 20215 [Li & Liang}[2021;|Logan IV et al.,[2022).

Our work is based on a similar motivation for selecting important examples in the ICL pipeline.
Compared to these previous works, we do not monitor the gradients of the large language models and
focus on using semantic similarity to model the relations among exemplars and test examples in a
zero-shot manner.

3 Pivor-ICL

3.1 THE ICL TASK AND THE STATUS-QUO

In this paper, we investigate how to improve the in-context learning (ICL) performance on various
complex reasoning tasks with large language models (LLMs). Specifically, given sets of exemplar
candidates (¢ € C') and test examples (¢ € Q). Our goal is to find a list of good exemplars (i.e., shots,
{¢c1, ¢, ...}) to be put in the context with prompts. The LLMs will then solve the test examples with
the demonstrative context. We note that, as shown in (Zhang et al.,|2023)), to allow successful ICL on
complex reasoning tasks, the exemplar decoration may further include the rationales of task solving,
besides questions and corresponding answers that are typically used in general ICL (Min et al., [2022).
In this sense, the exemplars can provide context beyond the simple format of the tasks, e.g., how to
approach certain questions.

Following the notation of (Purohit et al., 2024)), as introduced in Section E], previous work explores
different kinds of exemplar selection methods: (1) dynamic selection in a question-specific manner,
e.g., k-nearest neighbors (KNN) selection (Rubin et al.,2022) - for each test example g;, there are
specific {c’i, cé, ...} used; (2) static selection for the whole task, e.g., Auto-CoT (Zhang et al., 2023)
selects diverse exemplars from different clusters - for the whole task, there are specific {c1, ¢a, ... }.

3.2 CORNER STONE: WEIGHTED BIPARTITE GRAPH

In realistic scenarios, there is often no perfect set of exemplar candidates that can cover all the
categories of distribution of certain tasks. In response, we propose to capture the bilateral interactions
between the exemplar and test examples from the point of view of the graph.

Our method is motivated by the mutual-reinforcement nature of the classic Hyperlink-Induced Topic
Search (HITS, Kleinberg), [1999)) algorithm. Originally, applying HITS to a website graph helps
identify authorities (websites that contain valuable, trustworthy information on a topic) and hubs
(websites that serve as curators of the information sources). The corresponding authority and hub
scores are computed iteratively, i.e., previously identified authorities have higher weights on deciding
next round hubs, vice versa. In our ICL context, exemplars are akin to authorities that potentially
contain valuable information for the tasks. test examples can be hubs linked to the exemplars.
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We formalize the graph construction of building a bipartite graph G = (C' U Q, E, W), where C
represents the exemplars, () represents test examples, and each edge e;; € E carry a weight w(q, ¢)
computes the normalized similarity between g, c.

Extending HITS, we can compute the authority and hub scores for exemplars and test examples,
respectively. The scores capture two key dynamics: (1) exemplars serving as authoritative sources of
problem-solving patterns, and (2) test examples functioning as hubs that aggregate knowledge from
multiple exemplars. The iterative computation follows:

authority(c) = Z w(gq, ¢) x hub(q) (1

hub(q) = Z w(q, ¢) x authority(c) )

This process models the adaptive in-context learning paradigm we propose: exemplars demonstrating
broadly applicable patterns gain higher authority scores, while test examples capable of utilizing high-
quality exemplars achieve higher hub scores. Convergence identifies the most influential exemplars
and test examples most likely to benefit from the current combinations, optimizing selection and
weighting for in-context learning.

With the framework above, to construct the node and edges, we utilize the direct way to construct the
node of exemplars and test examples: the inputs of them to extract the representation as the nodes.
Besides the surface-level semantic relevance among inputs, as shown in (Zhao et al.| [2025), strong
representation models (Lee et al., 2024} |Muennighoff et al.| 2025a; Weller et al., 2025} |Cai et al.,
2025) can potentially contain information about how to solve the task.

We link the nodes with weighted edges computed by embedding-based textual similarity (Reimers &
Gurevychl 2019). Specifically, in our experiments, we use the cosine similarity of embeddings from
Gecko (Lee et al.|2024), a lightweight and general-purpose strong representation model. For each
query-exemplar pair, the edge weight is written as w(g, c¢). To allow efficiency and reduce noise, we
only keep the top-100 weighted edges for each test example node. Since we build a bipartite graph
across exemplars and test examples, the relations among exemplars are modeled implicitly with test
examples as proxies. We compare alternative design choices of node construction and edge building
in Section

3.3 EXEMPLAR SELECTION PER TEST EXAMPLE

With the weighted bipartite graph, we can achieve both dynamic and static selection per test example:

Selecting Dynamic Sets. From the graph view, selecting the most similar exemplars for each test
example is the same as selecting the nodes linked with the highest weighted edges. Our current
implementation is the same as similarity-based KNN selection (Rubin et al., 2022)). We compare
various edge weight assignments in Section [4.3]

Selecting Static Sets. Previous approaches to selecting static exemplar sets often rely on clustering
in embedding space, such as KMeans (Zhang et al.| [2023)), which can be sensitive to outliers and may
overlook nuanced task structures. Under the graph view, we instead treat static exemplar selection as
a process of identifying structurally important nodes among exemplars, using classical graph mining
techniques (Newman), 2005}, |Cook & Holder, [2006; (Chakrabarti & Faloutsos, [2006).

As an interesting byproduct, the graph we built in Section allows us to model exemplar-test
interactions. This enables us to apply node scoring functions—such as degree centrality (Shawl,
1954)), authority scores (Kleinberg, [1999)), and PageRank (Page et al.,|1999)—to rank exemplar nodes
by their global influence within the graph. Formally, given a scoring function ¢ and graph G, each
exemplar c; receives a score s = ¢(G, ¢;). The top-ranked exemplars form the static set.

3.4 PIVOT BETWEEN DYNAMIC AND STATIC

Once both dynamic and static exemplar sets are constructed, we introduce two strategies to adaptively
or jointly leverage them for each test example: Pivot-concat and Pivot-adapt. We first introduce
Pivot-concat as a novel dynamic exemplar selection method that augments the original ICL pipeline
with static exemplars, with extra consideration on interactions between exemplars and test examples.
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Then, we introduce Pivot-adapt as a new ICL paradigm to automatically switch between dynamic
and static exemplars.

Pivot-concat maintains the original ICL pipeline and fuses the most relevant dynamic exemplars
with the most representative static exemplars. This method allows static examples to complement the
dynamic ones, particularly when dynamic matches are sparse or shallow.

Pivot-concat uses edge-weight thresholds for filtering. For a given test example ¢, let C¢ =
{cf,cd, ..., ¢} be its dynamic exemplars sorted by edge weight, and C* = {c!,c},...,ct} the
static exemplars ranked by node score s§'. We filter the dynamic set using a threshold ¢,, keeping
only those with w(q,c?,) > t,, where t, = tq + 2 * o4 of the edge weights for g to keep the
statistically significant dynamic exemplars.

The final exemplar set for g is the concatenation C¢ 4+ C*. This method avoids explicit scoring of test
examples and instead augments strong local matches with task-level exemplars for added robustness.
Compared to the adaptive version, Pivot-concat is essentially a dynamic way to select the exemplars
without scoring the exemplars explicitly, e.g., with hub scores.

Pivot-adapt dynamically chooses between the dynamic and static sets on a per-example basis,
based on how well a test example is connected to exemplar nodes in the graph. Well-connected
examples receive tailored, input-specific dynamic exemplars; less connected or outlier examples are
paired with static exemplars that broadly capture task-level patterns.

Specifically, for each test example ¢;, we compute a graph-based score sZ.Q = ¢(G, g;) using a chosen

graph-based scoring function ¢, which we compare against a threshold ¢v . If s? > ty, we assign
the dynamic exemplar set to ¢;; otherwise, we use the static set. We set tv = a/(|C||Q|), where «
isa hyperparametelﬂ and |C| and |@Q| normalize the score with the sizes of the exemplar and test
sets, respectively. This method provides a principled way to decide whether local or global context is
more beneficial for a given input.

We also note that the test example scores here can work with any pairs of dynamic and static exemplar
selection methods, which is not limited by the specific method we used to compute the scores. We
further validate our design of the thresholding mechanism for both variants in Appendix

4 EXPERIMENTS AND ANALYSIS

4.1 CHALLENGING TASKS AND SETUP

Motivated by |Agarwal et al.|(2024), we focus on evaluating Pivot-ICL on complex tasks that require
extensive reasoning and planning for problem solving. The tasks and ICL setups are as follows:

* AIME24. AIME24 (Mathematical Association of America, 2024) has 30 problems that were
used in the 2024 American Invitational Mathematics Examination, which tests the mathematical
problem-solving capability on topics ranging from arithmetic, algebra, counting, geometry, and
etc. We adapt the 877 math reasoning questions in s1K-1.1 (Muennighoff et al., | 2025b)) to serve
as the candidate exemplars, where each question contains a reasoning trace and a solution.

* PDDL. PDDL (Aeronautiques et al., [1998) is a standardized programming language used in
various communities to represent planning problems, with problems defined with an initial state
and an environment. The tasks require models to generate a sequence of actions that will satisfy the
final goals. Following the PDDL benchmarks (Bohnet et al., [2024), we test the LLM performance
with Blocksworld and use the 28,000 exemplars (3-7 blocks). The test examples are the in-
distribution (PDDL-ID, 3-7 blocks) and out-of-distribution (PDDL-OQOD, 8-20 blocks) splits, with
300 questions each. ID split is used in our main experiment.

* StrategyQA. SQA (Geva et al.|2021)) is a challenging commonsense reasoning task with questions
that typically require models to know specific factual knowledge and utilize it to answer multiple
multi-hop sub-questions beforehand. We follow (Purohit et al.l 2024) to split the original training
set to 1,800 exemplars and 490 test examples. We test a challenging setting where we do not
provide models with the gold facts or sub-questions for the test examples.

'empirically, we set o to 2000 across tasks, which can be optimized with a development set.
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Table 1: Performance comparison with 10 exemplars. dynamic and static denote the corresponding exemplar
selection methods. Standard and CoT use no exemplar. Average denotes the macro-average among the four
tasks. Bold denotes the best-performing entry per column.

Mode \ Methods| PDDL AIME24 SQA GPQA Average
BM25 (Trotman et al.|[2014)| 58.7 10.0 82.7 62.1 53.4

Dunamic onl SimCSE (Gao et al.| 2021)| 573 133 820 61.1 534
ynamic onty Gecko (Cee etal.|2024)| 61.3 200 80.8 60.6  55.7

MMR (Ye et al.|[2023b)| 57.6 10.0 79.8  60.6 52.0

Standard 2.3 13.3 71.0 237 27.6

CoT (Kojima et al.|[2022) 0.0 10.0 642 384 28.2
Random| 43.0 10.0 79.1 57.1 473

Static only Auto-CoT (Zhang et al.|2023)| 46.3 133 832 535 49.1
Degree Centrality| 49.0 16.7 814 66.7 53.5

Authority (Kleinberg{|{1999)| 47.3 20.0 81.0 62.6 52.7
PageRank (Page et al.|[1999)| 52.0 16.7 80.6 64.1 53.4

Pivot-concat| 60.3 200 822 62.1 56.2
Pivot-adapt| 69.3 234 839 656 60.6

Pivot (ours)

* GPQA. GPQA (Rein et al.,|2024)) is a challenging dataset with 448 multi-choice questions that
require expert knowledge in the domains of biology, physics, and chemistry. We use 198 PhD-level
science questions in GPQA Diamond as the test examples, and the rest 250 questions and the
exemplar candidates.

Setup. Unless otherwise specified, we use Gemini 1.5 Pro (Gemini Team et al.,[2024) as the default
backbone to generate answers. We evaluate with a temperature of 1 and a max number of 4,096 output
tokens. We use the standard metrics of the tasks, i.e., exact match (EM) for AIME24 and GPQA,
cover-EM (Press et al., 2023)) for SQA, and planning accuracy (Bohnet et al., [2024) for PDDL.

4.2 BASELINES

We set various dynamic and static exemplar selection methods as our baselines. We focus on
comparing with similar approaches that rely solely on the representation of the exemplar candidates
and test examples, and are without the need for computing losses from the LL.Ms.

For dynamic methods, we consider the KNN-alike methods (Rubin et al.,2022) with different ways
to compute the similarity between each pair of exemplars and test examples:

* BM25 (Trotman et al.,|2014), with weighted token-level match;
* SimCSE (Gao et al.} 2021)), with cosine similarity of unsupervised sentence embeddings;
* Gecko (Lee et al.l 2024)), with cosine similarity of distilled embeddings from LLMs.

We also include MMR (Ye et al.,[2023b) that considers the diversity among selected exemplars. We
implement MMR with Gecko similarity.

For static methods, we first compare with random exemplar selection and clustering-based Auto-
CoT (Zhang et al,2023)). With the graph view of the relations among exemplars and test examples
we introduced, we are further allowed to use classic graph mining methods to choose a set of static
exemplars based on the ranks, e.g., the degrees of exemplar nodes (Degree), Authority scores (Klein-
berg, |1999), and PageRank (Page et al., |1999). We also compare with non-ICL methods: directly
promoting the model in a QA format (Standard) or with zero-shot COT (Kojima et al., [2022).

4.3 MAIN RESULT: EFFECTIVENESS OF P1voT-ICL

We present the performance of our Pivot-ICL and various baselines in Table[I] Pivot-adaptive here
denotes the combination of Gecko and Authority for exemplar selection with hubs scores. Pivot-concat.
here denotes the fused exemplars from Gecko and Authority through statistical thresholds ¢, instead
of thresholding on hub scores with ty.

Graphs help effective static exemplar selection. Table|l|shows that, through our graph view of
the relations among exemplar candidates and test examples, simple and classic graph mining methods,
i.e., Degree Centrality, Authority, and PageRank, can all achieve better overall performance compared
to Auto-CoT, which demonstrates the importance of considering the bilateral relations.
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Variants of Pivot-ICL achieve a consistently good performance. Table [l| presents that the
proposed Pivot-adapt achieves the best performance on average through automatically selecting
whether to use the dynamic or static sets of exemplars based on the graph-based scores assigned
to the test examples. On tasks such as PDDL, AIME24, and SQA, we can observe that our query-
level adaptive treatment achieves better overall performance than each individual method, which
demonstrates the benefit of Pivot-ICL. As for Pivot-concat, we can observe that, this new dynamic
exemplar selection method shows good overall performance that surpasses Gecko on SQA and GPQA.
The only gap comes from PDDL, where an abundant set of exemplars is designed to be in the same
distribution as the test examples.

On the other hand, comparing these two variants, Pivot-adapt still offers significantly better perfor-
mance than Pivot-concat with the additional step of scoring the test examples with the graph view,
instead of relying solely on the distribution of the similarity between test examples and the top-ranked
exemplars. Such observations further highlight the importance of proposing adaptive treatment in the
Pivot-ICL paradigm beyond the existing dynamic and static exemplar selection methods.

Pivot-ICL generalizes to different backbones.
We further examine the generalization of Pivot-
ICL with different backbone language models. Table 2: Performance on SQA and GPQA with
To allow meaningful performance comparison for different backbone large language models. dy-
different-sized models, we conduct the backbone namic, static, and pivot denote Gecko, Author-
ablation on SQA and GPQA, which are Boolean ity, and Pivot-adapt in the main experiments,
True or False QA and multiple-choice QA, respec- respectively. The best-performing entry on each
tively. For static and dynamic baselines, we use  column is marked in bold.

the best-performing ones in the main experiments

on these two tasks, i.e., Gecko and Degree. Backbone Method \ SQA  GPQA
. . dynamic | 82.2 62.1
We extend our experiments with other back- - yn
bones including Gemini 2.0 Flash, Llama Gemini 2.0 Flash Stiit(l)f ;gg ggi
3.3 (L1lama-3.3-70B-Instruct, Grattafiori et al.| P _ : :
2024)f] and Qwen 2.5 (Qwen-2.5-7B-Instruct, dynamic | 77.8 419
Qwen et al.|[2023). Llama 3.3 70B static 76.5 42.4
’ pivot 78.6 44.4
From Table [2] we can observe that, across dif- dvnamic | 706 208
ferent tasks and backbone LLMs, our proposed Qwen 2.5 7B St};l tic 696 313
Pivot-ICL consistency outperforms using dynamic ' pivot 12 354

exemplars per question or a set of static exemplars
per task, which demonstrates the generalizability
of our method.

Pivot-ICL is comparable with loss-based meth-
ods in a zero-shot manner. Our method focuses
on pivoting between exemplar sets in a zero-shot Table 3: Performance comparison with 5 exem-
manner purely based on the data representations. plars following the original settings. Results of
Here, we further compare with other state-of-the- LENS and EXPLORA are extracted from the
art static exemplar selection methods that require  original paper (Purohit et al.,[2024).

more training or inference time computations: (1)

LENS (Li & Qiul, [2023) that utilizes the LLM Method | GSM8K TabMWP  SQA*
output probabilities; and (2) EXPLORA (Purohit LENS 76.2 6.3 92.9
et al.}[2024) that proposes a sampling-based bandit EXPLORA 93.6 90.1 95.1
algorithm that learns a scoring function from the Pivot-adapt 03.1 94.0 92.0

exemplar subset losses.

We follow the original settings of (Purohit et al.}
2024) to test on GSM8K (Cobbe et al.,[2021), TabMWP (Lu et al.,[2022al), and SQA* E]with GPT-
4o0-mini as the backbone and 5 exemplars. Pivot-adapt here denotes the combination of Gecko and

2All authors with industry affiliation only advised on the project and did not participate in the use of Llama
models nor conducted any experimentation.

3 denotes an easier setting of SQA compared to our main experiments, where the oracle facts and sub-
questions are given for the test examples
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Figure 2: ICL performance with different numbers of blocks. Best Performing denotes the best micro-average
performance for PDDL and PDDL-ood tasks — Gecko for Dynamic and Auto-CoT for Static, respectively. Since
all the exemplar candidates are with 3-7 blocks, we denote test examples with 3-7 blocks as in-distribution (ID)
and 8-20 blocks as out-of-distribution (OOD).

Authority for exemplar selection with hub scores. Table [3]shows that Pivot-ICL achieves comparable
performance with these loss-based exemplar selection methods. However, loss-based methods are
expensive to adapt to each task, and can potentially be limited by insufficient exemplar candidates
as the development set. In contrast, Pivot-ICL provides efficiency and easy adaptation. We further
discuss the difference in Appendix [A.6]

4.4 1D vs. OOD: AN IN-DEPTH ANALYSIS ON WHY THE METHOD WORKS

Our method builds upon the intuition that, given a fixed set of exemplars, the test examples shall be
treated differently since they may or may not be covered by the exemplars. In this section, we further
quantitatively verify this intuition with a controlled experiment. As described in Section[4.1] with the
original splits of the PDDL task, we can clearly define an in-distribution set and an out-of-distribution
set based on the numbers of blocks in the problem, where all the demonstrative exemplars have 3-7
blocks. Following the original setting (Bohnet et al., 2024), we set the split line to ﬁand compare
the dynamic and static exemplar selection methods that has the best overall performance on PDDL
plus PDDL-OQOD, i.e., Gecko and Auto-CoT.

From Figure 2} we can observe that, for the in-distribution questions, the dynamic method (blue bars)
shows consistently better performance than the static method (green bars) across different numbers
of blocks. However, when the questions are out-of-distribution, where it is less likely to find similar
exemplars, we can observe that the static exemplars perform better than the dynamic ones. The above
observation motivates how our Pivot-ICL work: for tasks without a clear boundary of in-distribution
or out-of-distribution, we utilize the interactions of the exemplars and test examples to build a graph
to automatically decide between which set to rely on.

4.5 ABLATION STUDIES ON GRAPH CONSTRUCTION

In this section, we further explore the extendability of Pivot-ICL with the ablation of different design
choices for each component. The results are presented in Table ]

Alternative node construction. Beyond direct node construction with inputs (examplar, test),
we further consider variants with more contextual information. Specifically, following
(2023)), we include additional rationales to the examplars, so as to better demonstrate the task
completion principles. In this case (we denote ex+r), each examplar node is represented as {
examplar input, rationales, and examplar output }. Moreover, to facilitate better mappings between
the examplars and the test cases, we further adapt generative resampling — We
randomly select some examplars, use them to prompt the LLM to generate some initial answers and
rationales, and then concatenate LLM-generated rationales to test case nodes as well. We denote this
construction as t+r. Table ] shows different pairings between node constructions.

From the table, we see that both (ex, t) and (ex+r, t+r) show good performances, highlighting
the importance of uniform construction methods for both examplars and test cases. Although the
exemplar prompts can provide additional rationales, the heterogeneous approach (ex+r, t) does
not always improve performance.

“This is not necessarily a hard split but an indicator of the distributional differences. Problems with smaller
block sizes are often straightforward, while more blocks can lead to the need for paralleled working threads.
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Alternative edge construction. For edge building, besides the default version with a bipartite
graph (bi) we can also use the edges among exemplars (exampler), or include edges both between
examplars and test cases as well as among exemplars (bi+ex). From Table[d] we can observe that our
default method with the bipartite graph achieves similar performance with the exemplar-only variant
(ex), but our bipartite graph would rely on way fewer edges, improving efficiency.

The good performance from the exemplar-only variant also validates the extendability of our method
to the no-test-example scenarios, where we can still extract a good set of static exemplars with the
candidates alone, despite the additional cost. Similar to our findings for node construction, we can
also observe that the hybrid method bi+ex degrades the performance, which indicates the potential
noise introduced by the distributional differences.

Alternative weighing method. In
Section [3.2] given a specific set of
exemplar candidates and test exam- Table 4: Ablation study on SQA and GPQA with different design
ples, there is a fixed bilateral weighted choices. Node and Edge denote the ablation study for node con-
graph. However, with generative struction and edge building, respectively. -pg denotes the use of
resampling mentioned above, every ~€xemplar prompt aI}d generated outputs for test examples. Details
time we attempt to generate a hypo- of the methods are in Section 3]

thetical rationale/answer for a test ex-

Type Method | SQA  GPQA

ample £, we can reconstruct a new ver-

sion of t+r’, replacing the previous Gecko (ex, t) 80.8  60.6
attempt — which can form an itera- Node Gecko (ex+r, t) 810 57.1
tive loop between generative resam- Gecko (extr, t+r) 810 591
pling and examplar selection, with the Authority (bipartite) 81.0 62.6
node scores and edge weights chang- Edge Authority (exemplar) 82.4 62.6
ing every iteration. We further test out Authority (bi+ex) 802 63.1
this alternative dynamic weighing, by Herat Gecko (ex+r, t+r) 81.0 59.1
doing one iteration after the default teration - 4o (ex+r, t+r)-iter | 81.0  61.1

(extr, t+r).

From Table [4] as expected, we can

identify that utilizing the model attempts can improve the performance, which is a good characteristic
of generative resampling. However, iteration will cost additional calls of LLMs. We leave the
exploration on the iterative methods or Self-Refine-alike methods (Madaan et al., |2023)) with Pivot-
ICL for future research.

5 CONCLUSION AND DISCUSSION

Finding a good context for the model to conduct efficient and effective problem-solving on complex
tasks is crucial. This paper introduces a new perspective to view the exemplar selection process of
in-context learning (ICL). Beyond previously proposed per-question and per-task exemplar selection
methods, we propose to utilize the bilateral relations among exemplar candidates and test examples to
allow adaptive treatment over the questions. Upon building the weighted bipartite graph, we design
Pivot-ICL, a new paradigm that automatically decides whether to use question-specific exemplars or
generic task-specific exemplars when the question is not likely covered, given the current exemplar
candidates. Extensive experiments on four challenging tasks show the great performance of Pivot-ICL
across backbone LL.Ms and settings. A closer look at the performance difference between in-
distribution and out-of-distribution questions sheds light on the importance of the adaptive treatment
strategy when there is less guarantee of good exemplars in real deployment.

We design Pivot-ICL based on a bipartite graph. In reality, sometimes, there is no observed full
set of test examples. In these cases, we can use exemplars to perform k-fold validation to find the
significant exemplars and thresholds for distant test examples. In the future, we plan to explore
(1) self-evolving exemplar selection methods, e.g., extending the iterative node construction; (2)
generative exemplar selection, e.g., when Pivot-ICL detects that a question is not sufficiently covered
by current candidates, we can generate specific exemplars on the fly or based on the candidates,
extending (Chen et al.|[2023)). We will open source our code at [url redacted for review].
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A APPENDIX

A.1 LIMITATIONS

Advanced Graph Mining Techniques. In this work, we propose to study the bilateral relations
among exemplars and candidates. For node construction, we treat the whole exemplar or test example
as an atomic unit. However, motivated by (Huang et al., 2023 [Fu et al.l 2025}, each exemplar
itself can be viewed as a subgraph as well. Considering the hierarchical relations among the overall
graph and the subgraphs can be an interesting direction. On the other hand, our work focuses on
proposing the bilateral weighted graph to conduct Pivot-ICL, so that we start with the classic node
scoring methods like PageRank to avoid blurred contribution. Advanced graph mining methods, e.g.,
GraphSage (Hamilton et al., 2018)), can be explored in the future to unlock advanced performance.

Limited Exemplar Sets. Our current ICL settings for AIME24 and GPQA are with limited sizes
of the exemplar sets, i.e., 877 and 250 questions, respective. We conduct this pilot study to show
the robustness of our proposed methods with limited exemplars. We anticipate potential improved
performance on these challenging tasks with extended exemplars, e.g., through adding problems
such as NumiaMATH (Li et al.| 2024)) or AGIEval (Zhong et al., 2023)). Besides the sizes, another
dimension to build an improved exemplar set is to add external knowledge that is associated with the
questions, e.g., further provide summarization of the provided relevant web pages for GPQA.

A.2 IMPLEMENTATION DETAILS

For Gemini and GPT models, we use the official API service. For Llama 3.3 and other open-sourced
models, we use the instruct-turbo version provided by Together Al (Together Al Team, [2024)) or a
locally served model on a machine with 8 Nvidia A6000 (40G) GPUs with CUDA 12 installed with
inference structure built upon vLLM (Kwon et al., 2023)). If applicable, we set the max output token
to be 4,096, temperature to be 1.0, top p to be 0.7, and top k to be 50. For the graph construction, we
used networkx 3.4.2.

A.3 THE USE OF LARGE LANGUAGE MODELS (LLMS).

In this work, LLMs are used for correcting grammatical errors in writing and coding. We do not use
LLMs to write papers or construct the logic of the whole code base.

A.4 DATASET EXAMPLES

We present the examples of the data we used as follows. We omit some details to save space. For full
details, please refer to the original work.

PDDL (Blocksworld)

Input: (define (problem BW-rand-4) (:domain blocksworld-4ops) (:objects b3 b2 bl b4) (:init (on b4 bl)
(clear b4) (clear b2) (on b2 b3) (handempty) (ontable b3) (ontable bl) )

Goal:(:goal (and (on b2 b3) (on bl b2) (on b4 bl) )))

Plan: (unstack b4 bl) (put-down b4) (pick-up b1l) (stack b1l b2) (pick-up b4) (stack b4 bl)
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Standard Deviation | 1 | 1.5 | 2(current) | 2.5
GPQA 530 [ 621 | 621 | 596

Table 5: Performance results for different standard deviation thresholds on GPQA for Pivot-concat

Method AIME 24 SQA GPQA
Mean Threshold 20 79.4 63.1
Ours 234 83.9 65.6

Table 6: Comparison of mean threshold vs. our method across different tasks for Pivot-concat

GPQA

Question: Methylcyclopentadiene (which exists as a fluxional mixture of isomers) was allowed to
react with methyl isoamyl ketone and a catalytic amount of pyrrolidine. A bright yellow, cross-
conjugated polyalkenyl hydrocarbon product formed (as a mixture of isomers), with water as a side
product. These products are derivatives of fulvene. This product was then allowed to react with ethyl
acrylate in a 1:1 ratio. Upon completion of the reaction, the bright yellow color had disappeared.
How many chemically distinct isomers make up the final product (not counting stereoisomers)?
Explanation: Methylcyclopentadiene exists as an interconverting mixture of 3 isomers ... Cyclopen-
tadienes will react with ketones in the presence of amine base to dehydrate and form fulvenes. The
CH2 group of the cyclopentadiene will lose 2 hydrogens over the course of the reaction to form the
C=C bond, so the Methylcyclopentadiene will not react in the 5-methyl-1,3-cyclopentadiene form.
Choices: (A) 2; (B) 16; (C) 8; (D) 4

SQA

Question: Are more people today related to Genghis Khan than Julius Caesar?

Facts: Julius Caesar had three children; Genghis Khan had sixteen children; Modern geneti-
cists have determined that out of every 200 men today has DNA that can be traced to Genghis
Khan.

Decompositions: How many kids did Julius Caesar have? How many kids did Genghis Khan
have? Is #2 greater than #1?

Answer: True

AIME24

Question: Every morning Aya goes for a 9-kilometer-long walk and stops at a coffee shop afterwards. When
she walks at a constant speed of s kilometers per hour, the walk takes her 4 hours, including ¢ minutes spent
in the coffee shop. When she walks s + 2 kilometers per hour, the walk takes her 2 hours and 24 minutes,
including ¢ minutes spent in the coffee shop. Suppose Aya walks at s + % kilometers per hour. Find the
number of minutes the walk takes her, including the ¢ minutes spent in the coffee shop.

Solution: Let W be the time Aya spends walking, in hours. We are given that when Aya walks at s kilometers
per hour, the total time is 4 hours, so W + & = 4. Since the distance is 9 kilometers, we have % =W.
Substituting this into the first equation gives % + % = 4... The total time is 3 hours plus ¢ = 24 minutes,
which is 3 hours and 24 minutes. 3 X 60 4+ 24 = 180 4 24 = 204 minutes. Final Answer: The final
answer is

Answer: 204

A.5 DIFFERENT THRESHOLD FOR PIVOT-CONCAT AND PIVOT-ADAPT

In this section, we conduct further ablations on the thresholding mechanism of Pivot-concat and
Pivot-adapt as follows:

For Pivot-concat, currently, we use mean + 2 standard deviations (o). Additionally, we test different
standard deviation choices on GPQA with our current experiment setting in Table[5} The results show
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that there is a sweet spot for the threshold, which can be optimized for each task. We use 20 across
tasks. Practitioners can choose either better performance (Pivot-Aaapt) or easier adaptation of the
pipeline (Pivot-concat).

For Pivot-adapt, the current threshold is set with o and normalization from the data sizes, which
already shows good performance across various datasets. In practice, we can use k-fold cross-
validation over the exemplar sets to find an optimal « for Pivot-adapt to achieve improved performance.
We further validate the thresholding design with mean thresholds.

The consistent performance gain in Table [6] suggests the importance of setting a threshold that is
relevant to the dataset statistics, as in our current practice.

A.6 COMPUTATION OVERHEAD

In this section, we further discuss the computational complexity of our methods. The extra computa-
tional overhead for Pivot-ICL, compared to current embedding-based exemplar selection methods, is
computing the graph-based scores and visiting the scores (O(1) on average with a hash table) to de-
cide which strategy of exemplar selection to use. For HITS, the time complexity is O(k x (|V|+|E])),
where k is the number of iterations (typically 10-50), |V| is the number of nodes, and | F| is the
number of edges (in our design, |E| < 100|V|). The extraction of the graph-based scores can be
done on CPU and in parallel, which creates little overhead compared to the inference of LLMs. In
our experiments, it typically takes less than 10 minutes, depending on the size of the graph.

For loss-based exemplar selection, for example, EXPLORA (Purohit et al.,2024) typically requires
1000+ LLM calls and 2-5 hours as the overhead.

A.7 PROMPT EXAMPLES

In our work, we use generic prompts without heavy engineering. The keywords in {} are the same as
what we presented in the examples in Section[A.4] The prompts are as follows.

For PDDL exemplars, we use (‘“Please solve the problem:{Input}; You plan as plain text without
formatting: {Plan}; done.”).

For AIME24 exemplars, we use (‘“Please solve the problem:{question}; Answer:{Solution}”).

For SQA exemplars, we use (“Question:{question};  Facts:{facts};  Decomposi-
tion: {decomposition}”).

For GPQA exemplars, we use (“Question: { question}; Choices:{choices}; Explanation: {explanation};
The correct answer is {answer}”).

For test examples, in our main experiment, we remove everything after the inputs or questions.

A.8 EXTENDED FUTURE WORK DISCUSSION

Edge weights. The edge weights are limited to cosine similarity explored in our current scope.
From the cosine similarity perspective, one future work is to use prompt to adjust the embeddings, as
discussed in [Weller et al.| (2025). Non-representation-based scores, e.g., influence scores (Koh &
Liang, [2017), losses (Purohit et al., [2024), action sequence similarity for planning in (Zhao et al.,
2025) can also be included. Beyond the relations among nodes, the instance-level hardness (Cook
et al., [2025) can also be leveraged to adjust the weights based on the complexity of specific nodes.
We leave the investigation on this line for future research in the community.

A.9 ETHICAL STATEMENTS

We foresee no ethical concerns or potential risks in our work. All of the retrieval models and datasets
are open-sourced, as shown in Section[d] The LLMs we applied in the experiments are also publicly
available. Given our context, the outputs of LLMs are unlikely to contain harmful and dangerous
information. The experiments in our paper are mainly on English.
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Artifacts/Packages Citation Link License

AIME24 (Mathematical Association of America2024) |https://huggingface.co/datasets/HuggingFaceH4/aime_2024 cc-by-sa-4.0
PDDL (Bohnet et al.|[2024} https://arxiv.org/pdf/2406.13094 cc-by-sa-4.0

SQA (Geva et al.|2021 https://huggingtace.co/datasets/voidful/StrategyQA MIT License
GPQA (Remn et al.||2024] https://github.com/idavidrein/gpqa MIT License
PyTorch (Paszke et al.|2019] https://pytorch.org/ BSD-3 License
numpy (Harris et al.|[2020} https://numpy.org/ BSD License
matplotlib (Hunter 2007y https://matplotlib.org/ BSD compatible License
vlim (Kwon et al.][2023) https://github.com/vlIm-project/v1llm Apache License 2.0
Llama-3 (Grattafiori et al.|[2024] https://huggingface.co/meta-1lama/Meta-Llama-3-8B-Instruct, LICENSE

Qwen 2.5 (Qwen et al.{|2025) https://huggingtace.co/Qwen/Qwen2.5-7B apache-2.0

Table 7: Details of datasets, major packages, and existing models we use. The datasets we recon-
structed or revised and the code/software we provide are under the MIT License.

A.10 LICENSES OF SCIENTIFIC ARTIFACTS

We conclude the licenses of the scientific artifacts we used in Table[7] All of our usage for scientific
discovery follows the original purpose of the artifacts.
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