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ABSTRACT

In settings where both spurious and causal predictors are available, standard neural
networks trained under the objective of empirical risk minimization (ERM) with
no additional inductive biases tend to have a dependence on a spurious feature. As
a result, it is necessary to integrate additional inductive biases in order to guide the
network toward generalizable hypotheses. Often these spurious features are shared
across related tasks, such as estimating disease prognoses from image scans coming
from different hospitals, making the challenge of generalization more difficult. In
these settings, it is important that methods are able to integrate the proper inductive
biases to generalize across both nuisance-varying families as well as task families.
Motivated by this setting, we present RIME (Robustly Informed Meta lEarning),
a new method for meta learning under the presence of both positive and negative
inductive biases (what to learn and what not to learn). We first develop a theoretical
causal framework showing why existing approaches at knowledge integration can
lead to worse performance on distributionally robust objectives. We then show
that RIME is able to simultaneously integrate both biases, reaching state of the art
performance under distributionally robust objectives in informed meta-learning
settings under nuisance-varying families1.

1 INTRODUCTION

Consider one of the central problems of radiology: identifying disease progression from medical
image data. It is often the case that both the disease status and the image are associated with
environment-dependent predictive factors such as the presence of medical devices that are predictive
of the site chosen. Explainability studies of COVID-19 X-ray scan models have shown significant
activation outside of the lung region (Antony et al. (2023)), and age has been shown as a common
nuisance in the prediction of disease prognosis (Zhang et al. (2019), Sanderman et al. (2006b)).

Identifying solutions for these issues is a challenging technical problem due to the heterogeneity of
data, tasks, and environments. Although it is possible to filter by differences such as site and disease,
this approach does not leverage the common patterns and structure shared across tasks and suffers
from an inability to generalize to low data settings such as rare disease progression estimation.

These problem settings are dominated by two different types of heterogeneities. The first type of
heterogeneity results from spurious relationships in which the distribution between a nuisance feature
and the causal factor changes in different environments. The second type of heterogeneity is task
variability, in which the relationship between causal factors and our outcome is different in the
aggregated dataset (such as in the case of predicting the statuses of different diseases). We should
leverage approaches that consider each of these complications in order to model heterogeneous
objectives and environments.

1Code available here.
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Figure 1: Causal structure of informed meta-learning under nuisance-varying families. Dark gray
nodes represent latent variables, white nodes are observed variables, and light gray nodes are available
only at training time. Dashed lines represent unstable (environment specific) relationships.

Environmental variability can be addressed by methods from the out of distribtion (OOD) literature
such as aggregation of risks from multiple environments or learning environment-invariant repre-
sentations. Task variability can be addressed by approaches from meta learning, a field of research
seeking to identify learning frameworks that optimize over the space of strategies for training machine
learning models. In order to model both variabilities, a hybrid approach capable of integrating
inductive biases about environments into a meta learning framework is needed.

Integrating prior knowledge in a meta learning context has been explored by Kobalczyk & Schaar
(2024) 2. They show that positive inductive biases (i.e. functional parameters) can inform the posterior
over hypothesis classes and improve the sample efficiency of meta learning approaches. However,
when negative inductive biases (i.e. invariances) constrain the space of functions with information
that is not in the training data in the infinite data regime, improvements in sample efficiency can come
from increased dependence on a spurious variable, resulting in worse OOD performance.

In this work, we investigate this setting of meta learning over a nuisance-varying family of tasks in the
presence of positive and negative inductive biases. Our contributions are as follows: 1) We provide
a causal formalism of the data generating process for robustly informed meta learning, explicitly
outlining the assumptions of our method and explaining why positively informed meta learning
frameworks are not only insufficient but worsen OOD performance under nuisance-varying families.
2) Under this setting, we present RIME, a method for integrating both positive and negative biases
simultaneously. We establish a new synthetic benchmark for the objective of informed meta learning
under nuisance-varying task families. We then test our method on this benchmark under combinations
of positive and negative inductive biases in a nuisance-varying family and show its effectiveness over
both traditional/informed meta learning under distributionally robust risk objectives.

2 BACKGROUND: PROBLEM FORMULATION AND MOTIVATION

In this section we formally define the problem setting for RIME. This will lay the groundwork for our
method and provide some theoretical insight into why vectorized knowledge representations cannot
address negative inductive biases and can worsen OOD performance.

We are interested in learning over a distribution of related tasks {T ∼ p(T )}, environments {e ∼
p(e)}, and knowledge representations {K = f(T )}, where f : Rc → Rk is some deterministic
knowledge extraction function of the task3. Recall that there are two kinds of variability we are
interested in: task variability and environment variability. We capture task variability in our causal
model by a latent representation of the task C ∈ Rc which encodes all information about the
task; similarly, we capture environmental variability in our model by a latent representation of
the environment e ∈ E which encodes all information about the environment. Each task induces
a distribution p(x|y, z, C)p(y|C), and each environment induces a distribution over the nuisance
variable p(z|y, e). The data in each task {(xi, yi)}ni=1 will be divided into two sets: a context set
{(xi, yi)}mi=1 and a target set {(xi, yi)}ni=m+1. Our goal will be to develop an estimator that is able

2Connections between informing of prior knowledge and the OOD literature can be found here.
3We will use the symbol T to represent the task itself and C to represent the latent representation of the task.
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Figure 2: Causal structures for the encoding and decoding processes for RIME. In the encoding stage,
information from the context set (rγ(xc), yc) and the prior knowledge representation K is mapped to
the context, a latent representation for the task function f . During decoding, the underlying causal
factor yt is probabilistically inferred from the context and target x variables rγ(xt).

to predict the target factors yt of target outcomes xt from a small set of context points {(xi, yi)}mi=1
and a knowledge representations kt in unseen tasks and unknown environment.

In addressing this problem we will make some key assumptions. Although we assume that we will
see a diversity of tasks during the meta-learning process, we do not assume that we will see a diversity
of environments. We also do not assume that we will have the nuisance variable at test time. Finally,
we assume statistical independence between the task and the environment.

The causal graph in Figure 1 details our specific assumptions about the data generating process
and the influence of task and environmental variability on the joint distribution. Causal factors (y)
are generated under a task-specific prior distribution, p(y|C). Causal factors have an environment
dependent relationship with the nuisance variable z, inducing an environment-specific nuisance
distribution p(z|y, e). Both z and y have a stable causal effect on the outcome variable x ∼
p(x|y, z, C); that is, x ⊥⊥ e|y, z. We assume that the knowledge k we observe is an environment-
independent projection of our task representation. We also assume that C has a causal effect on the
task-specific causal distribution p(y|C) and the task-specific outcome distribution p(y|x,C).

We define Fe = {pe := p(·|e)} to be the nuisance-varying family that we seek to optimize over.
The RIME objective is to learn a hypothesis p̂θ(y|x,C) to minimize the maximum KL divergence
between p̂θ(y|x,C) and the true conditional p(y|x,C) in any environment in the nuisance-varying
family. Formally, we define the following risk objective:

R(p̂) = sup
e∈E

−Ep(C)Epe(x|C)DKL(pe(y|x,C)∥p̂(y|x,C)) (1)

Under this causal data generating structure and set of assumptions, knowledge about the context
can worsen performance in OOD environments. This is because the observation of x during the
inference procedure induces a conditional dependence between the knowledge k and the spurious
variable z, resulting in a lower-variance estimate of the spurious variable z. As a result, vectorized
knowledge representations as in Kobalczyk & Schaar (2024) are insufficient to minimize risk under
nuisance-varying families for two reasons. First, although knowledge representations are able to
provide a better posterior over the context variables p(C|k), they also increase the weight that the
model p(y|x,C) has on the nuisance variable z compared to p(y|x), leading to worse performance
on distributionally robust objectives than in the uninformed setting. In addition, even under fixed
C, knowledge k is not able to adjust estimates of p(y|x,C) to mitigate the environment-specific
mediating path between x and y through the nuisance z. This effect is verified experimentally.

3 ROBUSTLY INFORMED META LEARNING (RIME)

We now present our main contribution, Robustly Informed Meta Learning (RIME), by building
off of previous work in Kobalczyk & Schaar (2024) and Puli et al. (2021) to meta-learn under
nuisance-varying families and prior knowledge. To do so, we extend the work of Puli et al. (2021)
to the informed meta-learning setting induced under our causal structure. Details about this work
in the context of RIME are available in Appendix A.4 and provide important background for this
section. Informally, RIME seeks to isolate z from the rest of the causal DAG by (1) applying inverse
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probability weighting to break the relationship between y and z and (2) removing the influence of z
on x so that the nuisance does not affect the prediction of y.

Under our causal structure, we have the following estimation of the nuisance-randomized density:

p⊥⊥(x, y, z, C, k) =
pe(y)

pe(y|z)
· p(x, y, z, C, k, e) = p(y|C)pe(z)p(x|y, z, C)p(k|C)p(C) (2)

which follows from the assumption of the posterior nuisance distribution being context independent,
z ⊥⊥ C|y. This task-independent nuisance assumption allows us to apply reweighting across tasks
without estimating task-specific weights for all contexts.

To control for the influence of our nuisance in x, we enforce that z provides no information beyond
what is inferred from the context and the representation of x, or that y ⊥⊥p⊥⊥ z|(rγ(x), C). As in
the single-task case in Puli et al. (2021), we would also like to enforce that no information about
spurious representations are encoded in the data (z ⊥⊥p⊥⊥ rγ(x)) to avoid representations of x that
satisfy the conditional independence by encoding all information about the nuisance z. These two
conditions are met if Ip⊥⊥ [(C, rγ(x), y); z] is 0 (Lemma 1). We can decompose this loss into the
following components:

Ip⊥⊥ [(C, rγ(x), y); z] = Ip⊥⊥ [C; z|rγ(x), y] + Ip⊥⊥ [(y, rγ(x)); z] (3)

The second term in this expression is equal to the single-task loss from Puli et al. (2021). The first
term is unique to the RIME setting and is 0 if we have the case that distillation perfectly enforces the
independence relation z ⊥⊥p⊥⊥ rγ(x) and y ⊥⊥p⊥⊥ z|rγ(x), as these two constraints block all paths
between z and C in our DAG over p⊥⊥. However, if the distillation condition is not fully met (z
is not fully independent of some r̂γ(x)), then conditioning on r̂γ(x) will still induce a conditional
dependence between the spurious variable z and C because r̂γ(x) remains a collider in the causal
graph. As this distillation condition will not be perfectly satisfied in practical settings, we minimize
the mutual information loss Ip⊥⊥ [(C, r̂γ(x), y); z] to control for the first term as well. Details about
this problem and experimental validation of this effect are provided in Section 4.2.1.

We formulate the preliminary objective is as follows:

max
θ,γ

Ep̂⊥⊥(x,y,z,C,k) log pθ(yt|rγ(xt), rγ(xc), yc, k)− λIp̂⊥⊥ [k, yt, yc, rγ(xt), rγ(xc); (zt, zc)] (4)

In order to make our estimator pθ suitable for meta learning over this objective, we parameterize pθ
as an Informed Neural Process (Kobalczyk & Schaar (2024)). This method presents a natural way to
perform posterior inference over the latent context distribution p(C|xc, yc, k) and sample from an
evaluatable functional space, making it a natural fit for knowledge integration in meta learning. The
ELBO for their approach under our parameterized representation is as follows:

log p(yt|rγ(xt), rγ(xc), yc, k) ≥ Eq(C|rγ(xc),yc,k)[log p(yt|rγ(xt), C)] (5)

−DKL(q(C|rγ(xt), yt, k)∥q(C|rγ(xc), yc, k) (6)

Combining these two objectives, we have the final RIME objective:

L1 = −Eq(C|rγ(xc),yc,k)[log p(yt|rγ(xt), C)] (7)

L2 = DKL(q(C|rγ(xt), yt, k)∥q(C|rγ(xc), yc, k) (8)
L3 = Ip̂⊥⊥ [k, yt, yc, rγ(xt), rγ(xc); (zt, zc)] (9)

LRIME = L1 + βL2 + λL3 (10)

for scalar hyperparameter coefficients β, λ.
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Figure 2 illustrates the data flow for inference as well as training of θ, γ in the RIME method. During
the encoding stage, the task knowledge, outcome representation context variables rγ(xc), and causal
factor context variables yc are encoded into a latent representation of the task, C. During the decoding
stage, the context C and outcome representation target variables rγ(xt) are decoded and mapped
to a distribution over yt. Details for training RIME regarding specific implementations of mutual
information enforcement and inverse probability weighting can be found in Appendix C.

4 EXPERIMENTS

4.1 EXPERIMENT 1: NO TASK VARIABILITY

In both experiments, we adopt the setting in Puli et al. (2021) and construct nuisance-varying class
conditional Gaussians. The nuisance and causal factor are mixed with varying amounts of noise in the
outcomes x, making it easier to learn a biased shortcut via the lower-noise mixture. Our hypothesis is
that RIME will remove this shortcut and result in higher OOD performance.

In the first experiment, we validate that neural reweighing and distillation are able to improve existing
informed meta-learning approaches in the single task nuisance-varying family setting. These variables
are distributed over nuisance-varying family Fe as follows:

y ∼ B(0.5), z ∼ N (e(2y − 1)), x = [x1 ∼ N (3y − z, 9), x2 ∼ N (3y + z, 0.01)] (11)

where the optimal decorrelating representation is x∗ = x1 + x2. In this experiment, we tested 3
setups. The first is a vanilla neural process trained with x and y. The second is an architecture in
which the optimal representation for this problem was fixed. In the final setup, we use a discriminator
model to estimate the mutual information and learned the representation during training.

We see a dramatic improvement in the OOD performance of both the learned and the optimal
representation compared to the vanilla neural process. We observe a small difference in performance
between the ground truth optimal representation and the learned representation, with the non-optimal
representation performing slightly better in-distribution but equally well out of distribution. Data and
figures for this experiment, as well as additional experimental details, are available in Appendix D)

4.2 EXPERIMENT 2: TASK VARIABILITY

The second experiment extends the first experiment to a meta learning setting by adding in an
additional knowledge parameter and shows the effectiveness of RIME in integrating additional
knowledge, both in distribution and out of distribution. We have the following setting:

y ∼ B(0.5), z ∼ N (e(2y − 1)), x = [x1 ∼ N (b+ 3y − z, 9), x2 ∼ N (b+ 3y + z, 0.01)] (12)

where b ∼ U [−2, 2]. We find that without RIME, although the knowledge helps the performance in
distribution, it severely worsens the performance in the few-shot out of distribution setting. How-
ever, we also find that under RIME (knowledge-informed critic), positive knowledge improves
performance both in distribution and out of distribution relative to the uninformed setting, at
every k-shot metric. This shows that RIME is able to improve the quality of integration of causal
knowledge about the task under the presence of nuisance-varying families. Data, figures, and details
for this experiment are available in Appendix D.

In the following sections, we will dive more deeply into two key observations from the experiments.

4.2.1 INFORMED CRITICS IMPROVE ROBUSTNESS UNDER NOISY Ip⊥⊥ ENFORCEMENT

As discussed in Section 3, a task-independent critic is theoretically valid given perfect enforcement
of our mutual information criteria. In practice we find that due to errors in both critic loss and
mutual information enforcement, the distilled representation retains some mixing of z in the final
representation. We hypothesize that in the multitask setting, this results in knowledge being leveraged
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Figure 3: k-shot evaluation cross entropy loss from experiment 2 (lower is better; risk evaluated
by lowest line). Dotted lines do not use reweighting / distillation, solid lines do. Bottom plot is a
zoomed-in plot of different RIME variants and illustrates the effect of knowledge integration / critic
setups as well as experiments using the optimal representation as baselines. Best-performing methods
with learned representations are in grey (k-informed critic, knowledge of b) and lime (C-informed
critic, knowledge of b).

to identify a shortcut through the spurious feature and consequently worse generalization. We can
see this effect in Figure 3 in the zoomed plot. In the setting in which we use an uninformed critic in
RIME, we find that knowledge increases in distribution performance but decreases out of distribution
performance. However, this ID-OOD gap is no longer present when we set rγ(x) to the optimal
representation, indicating that an imperfect rγ(x) is the cause of poor knowledge integration over
our risk objective. Adding the additional constraint of Ip⊥⊥ [C; z|y, rγ(x)] improves the quality of our
representation, leading to effective knowledge integration both in distribution and out of distribution.

4.2.2 RIME INCREASES MULTITASK SAMPLE EFFICIENCY UNDER SPURIOUS CORRELATIONS

In the zoomed out plots in Figure 3, we can see that in the OOD setting, models that do not use
RIME see performance increases as a function of context set size. However, under RIME, the sample
efficiency is significantly higher with no significant performance differences between the 3-shot and
100-shot settings except with the context-informed critic. We hypothesize that this dependence is due
to the fact that the low-shot regime compromises the quality of context representation, resulting in
higher variance estimates in low-shot regimes. However, in the knowledge-informed critic setting,
this instability is not present, resulting in superior sample efficiency.
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5 DISCUSSION, LIMITATIONS AND FUTURE WORK

Neural Processes frequently underfit the data provided, suggesting that the architecture is not well
suited for data with high intrinsic dimension or noisy samples. Attention-based mixing functions
suggested in Kim et al. (2019) and the noise-robust loss suggested in Shapira & Rosenbaum (2024)
could potentially alleviate this problem and would be an interesting addition. Adapting this par-
ticular model to real world data with complex relationships would be a valuable extension. In our
experiments, we chose settings in which there was an optimal representation. It would be interesting
to characterize the conditions under which this optimal representation exists and characterize the
evaluation tradeoffs that we see as a function of the significance of the nuisance on the outcome.
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A RELATED WORK

A.1 META LEARNING

The key objective in meta learning is to optimize the learning process over a set of learning tasks.
The tasks are divided into training/validation/test partitions, and meta learning models are evaluated
by how efficiently they are able to learn new tasks. For some input x, output y, and task C distributed
under p(x, y, C), the objective in meta learning is to maximize the likelihood pθ(y|x,C) over the
joint distribution p(x, y, C). In optimizing this objective, there are three primary classes of meta
learning methods used.

Metric-based Approaches. These approaches in general try to learn a distance metric kθ(x, x
′)

between any two input points in the dataset and then use this distance to weigh the labels of the
support set. Koch et al. (2015) uses Siamese networks to learn embeddings and use a kernel to do one
shot per class image classification. Snell et al. (2017) explicitly develops "prototype representations"
of each class and performs classification by computing nearest neighbors over the prototypical
representations. Vinyals et al. (2017) explicitly learns a kernel k(x, x′) and performs prediction by
weighing the labels of a support set by this kernel function.

Gradient-based Approaches. The goal behind these methods is to discover an optimal initial set of
parameters θ̂ for pθ(y|x,C) such that all tasks only require a few gradient steps to have competitive
performance (Finn et al. (2017), Nichol & Schulman (2018), Li et al. (2017)).

Model-based Approaches. These methods explicitly model pθ(y|x,C) = fθ(x,C) via inference
of C and include methods such as Neural Processes (Garnelo et al. (2018b), Garnelo et al. (2018a))
which learn to build a latent representation of a function from a few context points in the task family
and learn a process to sample from the task representation given a new input point. These types of
models are the most natural fit for RIME as they can consider additional knowledge via the context
variable and explicitly model a representation of the task being learned, allowing for a rigorous
theoretical analysis of the relationships between environment shifts and task shifts.

A.2 INFORMED MACHINE LEARNING

Informed machine learning is a field of machine learning research that seeks to integrate prior
knowledge and inductive biases into machine learning algorithms. Prior knowledge is referred to as
any knowledge representation outside of the dataset that limits the hypothesis class fθ.

von Rueden et al. (2023) have a comprehensive taxonomy of informed machine learning and discusses
in depth the various types of knowledge that can be integrated and the way that they have been
integrated into existing machine learning methods, an overview of which will be summarized here.
Prior works have integrated knowledge in a variety of different forms, including logic rules (Diligenti
et al. (2017), Xu et al. (2018)), algebraic equations (Daw et al. (2021), Stewart & Ermon (2016)),
differential equations (Raissi et al. (2017)), knowledge graphs (Marino et al. (2017), Jiang et al.
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(2018)), object relational knowledge (Battaglia et al. (2016)), vector knowledge representations
(Kobalczyk & Schaar (2024)), and statistical / causal knowledge (Pawlowski et al. (2020)). In
the aforementioned papers the most common method of integration is via adding an auxiliary
loss objective to the optimization function (Diligenti et al. (2017), Xu et al. (2018), Daw et al.
(2021), Stewart & Ermon (2016)). Other methods of integration vary by the type of knowledge
being leveraged. In Pawlowski et al. (2020), causal knowledge is integrated by factorizing the
representation of each node in a causal graph into a function of only its parents. The method for
integration for knowledge graphs and object-relational graphs is more intricate and crafted into
the underlying architecture of the method (Marino et al. (2017), Battaglia et al. (2016), Jiang et al.
(2018)). Kobalczyk & Schaar (2024) presents the only work to the authors’ knowledge concerning
the integration of meta-learning and informed machine learning, but knowledge integration is limited
to vector knowledge representations with no additional loss penalty. As we show, this will ultimately
limit the degree to which this approach is able to integrate knowledge that targets improvements over
distributionally robust objectives, such as causal or statistical knowledge.

A.3 OUT OF DISTRIBUTION (OOD) GENERALIZATION, SPURIOUS CORRELATIONS, AND
CONNECTIONS TO INFORMED ML

Out of Distribution Generalization in the presence of spurious correlations is a problem that is
intimately tied to informed machine learning. In both fields there is an underlying assumption that
additional inductive biases will improve a machine learning method’s performance. In the traditional
supervised setting under ERM, it is not possible to do any better in shifted environments without
additional inductive biases in the form of prior knowledge or a different risk objective (Arjovsky
et al. (2020), Chen et al. (2023)). In settings with multiple predictive factors for a label and no
further inductive biases, it has been shown by previous work that the two factors that influence which
hypothesis a model learns in the hypothesis set under ERM are the inductive biases of the model class
(Atanov et al. (2022), Battaglia et al. (2016)) as well as the simplicity of learning the task from the
predictor (Shah et al. (2020)). As a result, additional inductive biases are needed in order to improve
performance (Xu et al. (2021), Naseer et al. (2021)).

There are two high level approaches to providing inductive biases to achieve OOD generalization
under spurious correlations. The first approach, Distributionally Robust Optimization (DRO), focuses
on the modification of the statistical risk objective by considering a set of risks over multiple
distributions that we are looking to optimize over (Sagawa et al. (2020), Kuhn et al. (2024), Rahimian
& Mehrotra (2022), Krueger et al. (2021)). The second approach focuses on enforcing invariance over
noncausal factors in order to provide the model with only causal predictors (Arjovsky et al. (2020),
Kamath et al. (2021), Nguyen et al. (2022), Chen et al. (2022)). These invariances can be adversarially
enforced (Ganin et al. (2016)), enforced through both traditional and counterfactual augmentations
on the data (Sachdeva et al. (2024), Deng et al. (2023), Simard et al. (2003)), or enforced over the
representation space of the input data (Arjovsky et al. (2020), Long et al. (2015)). The goal in both
approaches is the same: either by changing the risk objective or by enforcing invariances, they seek
to mitigate the degree to which a model weights spurious features by integrating prior knowledge
of invariances or group labels. In this paper, we establish an approach that is able to combine the
types of prior knowledge integration in informed machine learning and OOD generalization, reaching
better performance than either method is capable of individually on distributionally robust statistical
risks.

A.4 NUISANCE RANDOMIZATION AND UNCORRELATING REPRESENTATIONS

In this section we explore one approach to dealing with the induced conditional dependence between
z and C and the environment-specific mediating path in a simplified setting. Puli et al. (2021)
addresses this simplified problem of learning under nuisance-varying families in our particular causal
substructure given a fixed context and no knowledge integration in a traditional supervised setting. If
there is no causal relationship between the nuisance and the outcome, it is sufficient to effectively
break the nuisance-label relationship by performing inverse probability weighting. This enforces
statistical independence in the reweighted joint distribution between the label and the nuisance,
blocking the effect of purely spurious correlations.

In this case, the joint probability distribution factorizes into the following:
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p⊥⊥(x, y, z) =
pe(y)

pe(y|z)
· p(x, y, z, e) = p(y)pe(z)p(x|y, z) (13)

Weighting our original joint density by a factor of pe(y)
pe(y|z) randomizes the relationship between y

and z, making them statistically independent. However, under these settings, two problems remain.
Although this approach works well by itself in cases where there is no causal relationship between
the nuisance and the outcome, estimators p⊥⊥(y|x) can perform even worse than randomly sampling
over the prior p(y) in some contexts (Puli et al. (2021)). In these settings, the distribution over the
nuisance and causal factor changes between environments, but the nuisance and label are environment-
independently mixed in our outcome x. For example, age is a common nuisance for prognostic
modeling, but it is often also the case that age is a biologically relevant feature as well (Sanderman
et al. (2006a)). In these settings, optimizing over the adjusted joint distribution will still perform
poorly under nuisance shifts due to the model effectively inferring the nuisance from the outcome
variable and context and using it accordingly.

In order to prevent our model from inferring z to predict the label, we can learn an uncorrelating
representation rγ(x) over the adjusted joint density such that z no longer improves the prediction of
y from rγ(x) alone, formalized as y ⊥⊥ z|rγ(x). This constraint is still not enough, as it is satisfied
under functions that contain low-variance predictors of the nuisance, such as f(x) = z, as these
functions do not improve the posterior of y when conditioned on z as well. To alleviate this problem
we can also enforce z ⊥⊥p⊥⊥ rγ(x), yielding the joint objective of minimizing Ip⊥⊥ [(y, rγ(x)); z] by
the chain rule.

B PROOFS

B.1 PROOF OF LEMMA 1

By the chain rule of mutual information, we have

Ip⊥⊥ [(C, rγ(x), y); z] = Ip⊥⊥ [y; z|(rγ(x), C)] + Ip⊥⊥ [(rγ(x), C); z] (14)

The first term is 0 given the independence relation y ⊥⊥p⊥⊥ z|(rγ(x), C). The second term can be
further decomposed as follows:

Ip⊥⊥ [(rγ(x), C); z] = Ip⊥⊥ [(rγ(x); z)|C] + Ip⊥⊥ [z;C] (15)

The first term is 0 by the independence relation rγ(x) ⊥⊥p⊥⊥ z, which in the causal graph also implies
rγ(x) ⊥⊥p⊥⊥ z|C. The second term is 0 by z ⊥⊥p⊥⊥ C implied in the causal graph under the balanced
distribution with the induced statistical independence z ⊥⊥p⊥⊥ y.

C TRAINING DETAILS FOR RIME

The training of RIME is divided into two stages. In the first stage of training, a probability weight is
computed for each point in each training task. During the second stage of training, RIME learns the
representation for outcomes x and the context-dependent target estimator p(yt|rγ(xt), rγ(xc), yc, k).

During the first stage, estimators for p(y|C) as well as p(z|y) are both learned by k-fold cross
validation. The weights for each data point are computed from the validation sets to avoid overfitting.
We parameterized these weighting models with an MLP.

In addition to learning the representations of x and our target estimator, the second stage of training
requires an estimation of the mutual information Ip⊥⊥ [k, rγ(x), y; z]. We use the density ratio trick
for mutual information estimation as introduced in Suzuki et al. (2008) and train a discriminator
Dϕ(k, rγ(x), y, z) on "fake" points sampled from the marginal density product p(k, rγ(x), y)p(z)
and "real" points sampled from the joint density p(k, rγ(x), y, z). We can then estimate the mutual
information as
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Ip⊥⊥ [k, rγ(x), y; z] = Ep⊥⊥(k,x,y,z)
Dϕ(k, x, y, z)

1−Dϕ(k, x, y, z)
(16)

and optimize over this estimate while training pθ.

We tested informing the critic with either (a) the knowledge k or (b) the task latent representation
C in Experiment 2. We find that performance is more stable when conditioning on the knowledge
representation, as seen in Figure 4. We hypothesize that the dynamic relationship between the context
representation, outcome representation, and critic model may contribute to training instability. In spite
of this, context-informed critics may outperform knowledge-informed critics under more complex
functions where prior knowledge does not effectively capture the full latent context.

The second stage of training alternates between optimizing the discriminator model for mutual
information estimation and optimizing the representation / likelihood estimation model via a two-step
process. In the first step, training is carried out episodically, with each task divided into target sets and
context sets. Before the context sets are sampled from the target sets, the target sets are upsampled
according to the probability weights computed in stage 1. A batch of training tasks is then sampled
from the training distribution, the x values are mapped to rγ(x), and the causal factors yt are inferred
for the target and the loss over the rγ and pθ is backpropagated. The relative frequency of each step
is a hyperparameter (we did 8 critic updates per predictive update).

For more details about the training procedure, see the code released here.

D COMPLETE EXPERIMENTAL DETAILS, RESULTS, AND PLOTS

D.1 ADDITIONAL EXPERIMENTAL DETAILS

In RIME experiments, we estimate the reweighing coefficients over the training set by 5-fold cross
validation. Once these weights are computed the training set is upsampled by a factor of 10, and
these upsampled points make up the target set.

In all experiments, we used tasks of 100 target points each that were upsampled into 1000 target
points. In the standard setting they are upsampled uniformly, while in the RIME setting they are
upsampled by the estimated weights. We use an upsampling approach instead of a gradient-based
approach as Li et al. (2024) shows lower loss variance due to optimizational stochasticity. The context
points are sampled from the target points; the number of context points is sampled uniformly on
U [0, 100].
All experimental results are averaged over 10 seeds. For each seed, all metrics were computed on
the evaluation step with the minimum in-distribution (ID) validation loss, as the out of distribution
(OOD) environments will not be visible at evaluation in train or test data. In order to avoid biasing
any particular k-shot metric in the step selection, the context size for in-distribution evaluation loss for
step selection is a Monte-Carlo estimate of the average evaluation loss over the uniform distribution
of all context sizes between the minimum and maximum context size.

D.2 TABLES AND PLOTS
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Figure 4: K-shot evaluation cross entropy loss from experiment 1 (lower is better). Dotted lines do
not use reweighting / distillation; dashed lines do.

Table 1: Target Cross Entropy Loss for Experiment 1: Single Task
In-Distribution (e = 0.5)

Context set size (# shots) 3 5 10 20 50 100

Neural Process -122 -122 -122 -122 -122 -122
RIME (opt. rep) 14.1 14.2 14.1 14.1 14.1 14.1
RIME -0.905 -0.871 -0.890 -0.892 -0.898 -0.910

Out-of-Distribution (e = −0.9)

Context set size (# shots) 3 5 10 20 50 100

Neural Process 126 126 126 126 126 126

RIME (opt. rep) 18.2 18.2 18.2 18.2 18.2 18.2
RIME 17.9 18.0 18.0 18.0 17.9 18.0
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Table 2: Target Cross Entropy Loss for Experiment 2: Multitask
In-Distribution (e = 0.5)

Context set size (# shots) 3 5 10 20 50 100

Neural Process (no knowledge) -64.8 -67.9 -69.0 -69.9 -70.1 -70.4
Informed Neural Process (knowledge of b) -104 -108 -110 -113 -114 -114
RIME (opt. rep, no knowledge, uninformed critic) 33.4 33.5 33.3 33.2 33.3 33.4
RIME (opt. rep, knowledge of b, uninformed critic) 34.5 34.7 34,7 34.6 34.5 34.6
RIME (opt. rep, knowledge of b, c-informed critic) 36.5 34.7 33.7 34.1 33.9 33.7

RIME (no knowledge, uninformed critic) 32.1 31.9 31.9 31.8 31.8 32.9
RIME (knowledge of b, uninformed critic) 20.7 21.3 21.4 20.8 21.2 20.9
RIME (knowledge of b, k-informed critic) 16.9 16.4 16.1 16.7 15.7 15.9
RIME (knowledge of b, c-informed critic) 20.7 13.2 10.3 14.8 10.2 9.3

Out-of-Distribution (e = −0.9)

Context set size (# shots) 3 5 10 20 50 100

Neural Process (no knowledge) 205 194 162 155 148 143
Informed Neural Process (knowledge of b) 288 216 154 128 111 105

RIME (opt. rep, no knowledge, uninformed critic) 32.9 32.8 33.0 32.9 32.8 32.9
RIME (opt. rep, knowledge of b, uninformed critic) 34.2 34.1 34.0 34.2 34.0 34.0
RIME (opt. rep, knowledge of b, C-informed critic) 34.5 33.1 32.9 32.7 32.5 32.3

RIME (no knowledge, uninformed critic) 43.8 44.1 43.9 43.9 43.8 43.9
RIME (knowledge of b, uninformed critic) 51.5 51.3 51.1 51.3 51.4 51.6
RIME (knowledge of b, k-informed critic) 40.8 41.6 41.2 41.3 41.1 41.2
RIME (knowledge of b, C-informed critic) 58.2 57.3 39.0 43.2 40.4 39.3

15


	Introduction
	Background: Problem Formulation and Motivation
	Robustly Informed Meta Learning (RIME)
	Experiments
	Experiment 1: No Task Variability
	Experiment 2: Task Variability
	Informed Critics Improve Robustness under Noisy Ip1.07-10mu Enforcement
	RIME Increases Multitask Sample Efficiency under Spurious Correlations


	Discussion, Limitations and Future Work
	Related Work
	Meta Learning
	Informed Machine Learning
	Out of Distribution (OOD) Generalization, Spurious Correlations, and Connections to Informed ML
	Nuisance Randomization and Uncorrelating Representations

	Proofs
	Proof of Lemma 1

	Training Details for RIME
	Complete Experimental Details, Results, and Plots
	Additional Experimental Details
	Tables and Plots

	Acknowledgements

