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Abstract

Multi-personality generation for LLMs, en-
abling simultaneous embodiment of multiple
personalization attributes, is a key challenge.
Existing retraining methods are costly and un-
scalable, while decoding-time methods often
rely on external models or heuristics, limiting
flexibility and robustness. We propose MPG,
a novel decoding-time framework addressing
these issues. MPG formulates multi-personality
generation as sampling from a weighted mix-
ture distribution of individual preference mod-
els. It leverages the density ratio principle,
where the target distribution’s ratio relative to a
reference model is proportional to a weighted
sum of individual density ratios. And MPG
employs rejection sampling for efficient gener-
ation. A core advantage of MPG is universality:
a unified, probability-ratio-based framework
capable of composing heterogeneous models
from diverse sources, allowing simple person-
ality addition without costly combined model
retraining. Experiments on MBTI personal-
ity and role-playing demonstrate the effective-
ness of MPG, showing improvements up to
16.36%—17.57%. Data is available at this link.

1 Introduction

Multi-personality generation for large language
models (LLMs), which requires generated text to
simultaneously embody multiple, potentially in-
teracting personalization attributes(shows in fig-
ure 1), is a core research question. This capability
represents a key milestone for LLMs transition-
ing from general-purpose tools to personalized in-
telligences capable of understanding and address-
ing the nuanced needs of individual users. How-
ever, the inherent complexity of modeling multiple
personalization concurrently, combined with the
challenge of balancing and integrating these traits
within general-purpose LLMs, amplifies the diffi-
culty of this research.

personality set

________________________________

Role Settings: You're an ESTP,
a who loves hiking.

Instruct: Please introduce yourself.

LLM output:

As an ESTP, I thrive on excitement and new experiences.
I am a woman who is currently 36 years old.

By profession, I am a dedicated school teacher.

In my free time, I absolutely love going hiking outdoors.

Figure 1: Role-playing in Multi-personality generation

Existing studies can be broadly categorized into
retraining-based and decoding-time methods. Re-
training methods typically aim to encode multi-
ple preference dimensions into a single model dur-
ing training via multi-objective optimization (e.g.,
multi-objective reinforcement learning or weighted-
loss supervised fine-tuning (Harland et al., 2024;
Zhou et al., 2023)), but these suffer from high train-
ing costs and poor scalability to new preferences.
In contrast, decoding-time methods avoid retrain-
ing by guiding decoding with external reward mod-
els (Chen et al., 2024; Yang et al., 2024b; Khanov
et al., 2024) or aligners (Yang et al., 2024a), or
by introducing target preference signals through
prompt learning (Chen et al., 2024). However,
these rely on difficult-to-obtain external models
and struggle with dynamically preferences.

Addressing the above challenges, combining
multiple models at decode time rather than relying
on external reward models, has emerged as a trend.
Such approaches involve either combining model
parameters or predictions across multi-dimensions
(Jang et al., 2023; Ramé et al., 2023; Lu et al.,
2023) or linearly combining the prediction logits
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of models from multiple dimensions to generate
the next token (Shi et al., 2024). However, their
combinatorial mechanisms remain heuristic, with
performance constrained by the capabilities of indi-
vidual constituent models and lacking robustness.

We present a novel decoding-time Multi-
Personality Generation (MPG), which enables flex-
ible control over multi-personality (e.g., user prefer-
ences, writing styles) during text generation while
ensuring robustness without relying on external
models or additional training. Inspired by prefer-
ence alignment methods such as DPO (Rafailov
et al., 2023), we leverage the implicit density ratio
information encoded during the alignment process,
which captures specific preference patterns of each
model relative to the reference without additional
computational cost ("free lunch"). MPG formulates
the multi-personality generation as sampling from
a weighted mixture distribution of multiple prefer-
ence models, where the density ratio between the
target distribution and reference model is precisely
the weighted sum of individual density ratios. By
using a reference model as the proposal distribution
and implementing a rejection sampling algorithm
based on the combined density ratios, MPG effi-
ciently generates text that aligns with the specified
weighted preferences.

To demonstrate the universality of MPG, we fur-
ther conduct a comprehensive theoretical analy-
sis of MPG for model combination. MPG lever-
ages the property that the acceptance probability
in rejection sampling is proportional to the ratio
of the target distribution to the proposal distribu-
tion, avoiding direct computation of complex op-
timal combination strategies and enabling integra-
tion of preference models trained with different
f-divergence regularizations. Experimental results
on two representative multi-personality generation
tasks, MBTI personality and role-playing, demon-
strate that our MPG approach effectively captures
multiple personality and enables fine-grained bal-
ancing and integrating, and the improvements up
to 16.36%—17.57%.

2 Related Work

Large Language Model Alignment. Large lan-
guage model alignment aims at aligning model
outputs to human preferences and values, and main-
stream approaches such as RLHF (Ziegler et al.,
2019; Ouyang et al., 2022; Bai et al., 2022a; Dubois
et al., 2023; Bai et al., 2022b) and DPO (Rafailov

et al., 2023) are mainly optimized in the training
phase to achieve a generic alignment goal (Ouyang
et al., 2022). However, a single generic prefer-
ence is difficult to satisfy diverse user require-
ments, so decoding-time alignment methods that
can adapt to different objectives without retrain-
ing have emerged (Shi et al., 2024; Chen et al.,
2024). Training-time alignment and decoding-time
alignment together constitute the main technical
direction of current LLM alignment research.

Multi-dimensional Personalization. For the
more complex multi-dimensional personalization
alignment challenge of having models satisfy mul-
tiple (or even conflicting) objectives simultane-
ously (e.g., balancing usefulness and harmlessness,
or simulating a specific MBTI/role-playing per-
sona), the research community has explored differ-
ent strategies. The main approaches include train-
ing a single model to optimize a weighted multi-
objective function (e.g., MORLHF, MODPO (Zhou
et al., 2023)), combining the parameters of
independently-trained single-preference models
(e.g., DPO Soups (Jang et al., 2023)) during de-
coding, and bootstrapping by combining reward
signals or model predictions at decoding (e.g.,
PAD (Chen et al., 2024), MOD (Shi et al., 2024)).

3 Methodology

In this section, we present our proposed Density
Ratio-based Decode-time Multi-Personality Gener-
ation method (MPG). We first define and formalize
the problem and the target distribution. Then, we
elaborate the theoretical foundations rooted in den-
sity ratios. Based on this theory, we describe the
implementation of our core rejection sampling al-
gorithm (Verine et al., 2023; Nakano et al., 2021).
Finally, we discuss the method’s universality in
combining heterogeneous preference models.

3.1 Problem Definition and Formulation

Our research addresses the problem of generating
text that exhibits multiple personality attributes at
decode time for LLMs. Specifically, given an in-
put x and a set of N desired personality attributes
{di,...,dn}, our goal is to generate a text se-
quence y that simultaneously embodies these per-
sonality features.

The formulation requires three essential compo-
nents: a reference language model 7.¢(y|x) serv-
ing as the underlying language generation capa-
bilities; N individual single-attribute preference
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Figure 2: An illustration of the MPG Rejection Sampling algorithm. It samples from the target multi-personality
distribution by generating candidates from the reference model and accepting them via rejection sampling based on
a score derived from the weighted density ratios of preference models relative to the reference.

models {7, (y|x)}Y,, each designed to capture
a specific preference for the ¢-th personality at-
tribute relative to mf(y|z); and a weight vector
a = [aq,...,ay]. This vector dictates the desired
contribution strength of each attribute, subject to
constraints «; > 0 and Ef\i Lo =1

Unlike approaches that formalize the problem
by optimizing a combination of reward functions
(Shi et al., 2024; Ziegler et al., 2019; Ouyang et al.,
2022; Bai et al., 2022b,a), our method draws inspi-
ration from mixture models and the idea of multi-
objective optimization. We directly define the
multi-personality generation objective as sampling
from a target probability distribution Tareet (y|; cv).
This target distribution is formally proportional to
the weighted sum of the individual single-attribute
preference models:
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3.2 MPG: Based on Density Ratio
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The core principle guiding our approach stems
from a key feature observed in LLM preference
alignment training (e.g., DPO (Rafailov et al.,
2023)): the probability density ratio of an opti-
mized policy model 7(y|z) relative to the refer-
ence model me(y|x) used in its training, r(y|z) =
%, implicitly encodes the preference informa-
tion learned by the model. This ratio quantifies the

model’s preference for a particular output sequence
y compared to its likelihood under mef(y|x).

We leverage this principle to sample from our tar-
get multi-personality distribution 7areet (y|2; ) as
being proportional to the weighted sum of individ-
ual preference models. Let us define the individual
attribute density ratio as r;(y|z) = :di_ 8"3 , Tepre-
senting the preference signal for the i-th attribute
relative to the reference model. The density ratio
of the target distribution relative to ¢ can then be
derived as follows:
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This relationship, expressed in Equation (2), is
the theoretical cornerstone of our MPG method. It
demonstrates that the relative probability of any
given text sequence y under the combined multi-
personality target distribution, when compared to
the reference model, is proportional to a weighted
sum of its density ratios with respect to each in-
dividual attribute preference model. This efficient
representation explicitly encodes multidimensional
preference information, enabling effective control
over personality generation.

Based on this theoretical foundation, we design
a combination generation algorithm using rejection
sampling as a concrete implementation of MPG,
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details are provided in Section 3.3. Furthermore,
a significant advantage of this density ratio-based
framework is its inherent universality to combin-
ing heterogeneous models, for which we provide a
theoretical justification in Section 3.4.

3.3 Implementation: MPG Rejection
Sampling

To efficiently sample from the target distribution
Target (Y] 75 ), MPG employs a decode-time algo-
rithm based on rejection sampling, as fig 2. The
algorithm utilizes s as the proposal distribution.
The core acceptance criterion is theoretically based
on the weighted sum of density ratios from Equa-
tion (2). However, to enhance numerical stability
and mitigate potential issues related to sequence
length bias inherent in raw density ratios, we fol-
low the approach in (Meng et al., 2024) and use
a length-normalized, exponentially averaged log-
likelihood ratio to compute the value used in the
acceptance condition. The process is as follows:
For a candidate sequence y of length L, we first
calculate the average log-likelihood ratio:

74, (y|2)
Wref(y‘l')‘

1
AvgLogri(y|z) = +—log )
Y
We then obtain the normalized ratio by exponenti-
ating the average log-ratio:

Tnorm, 3 (y|$) = exp(Angogri (y|l‘)) &)

This normalized ratio for each attribute is then com-
bined using the weight vector « to compute a final
score for the sequence:

N
Score(y|x) = Z QiTnorm,i (Y]T)- (6)
i=1

This score is used to determine the acceptance prob-
ability A(y|z) = Sm%(ylx) for the candidate se-
quence, where M is a dynamically adjusted rejec-
tion upper bound (Verine et al., 2023). The algo-
rithm employs a Batch M Update strategy com-
bined with an empirical multiplier 5'(> 1.0) to
manage the acceptance rate. The detailed proce-
dure is presented in Algorithm 1.

3.4 Universality: Composing Heterogeneous
Models

One of the core advantages of MPG is its univer-
sality in composing heterogeneous models. This
stems from the method’s reliance on density ratios

rather than specific model architectures or train-
ing paradigms. Any preference model 74, can be
incorporated into the MPG framework, provided
its probability density ratio r;(y|x) effectively cap-
tures the desired preference signal for attribute ¢
relative to the reference model 7.r. Consequently,
MPG is compatible with preference models trained
using various methods, such as Proximal Policy
Optimization (PPO) (Schulman et al., 2017), or
Direct Preference Optimization (DPO) (Rafailov
et al., 2023).

Algorithm 1 MPG Rejection Sampling Algorithm

Require: Prompt x, Reference model 7, Pref-
erence models {my, }¥ ,, Preference weights
{ai}f\il (a; > 0), Batch size K, Multiplier
B'(> 1.0)

Ensure: Response sequence ¥ final

1: Initialize rejection bound M + ¢(> 0),
Ypest < NUll, Scorepess < 0

2: for attempt < 1 to MaxAttempts do

3 > Candidate sampling

4 Sample K candidates

5: Ybateh = {yj}JKzl ~ Wref(y|x)

6: > Score candidates and update M

7 for each candidate y; in Vyutcn, do

8 > Compute Score(y;|z) as Eq. (4) (6)

9 Score; < Score(y;, x, {mq, }, Tref)

10: if Score; > Scorepes: then

11: (Ypest, Scorepest) < (y;, Score;)
12: M < Scorepes; x 3

13: > Acceptance check

14: for (y;, Score;) in Vyqrch do

15: Pyccept_j < Scorej /M

16: u <+ u~U(0,1)

17: if u < Pyccept_j then return y;

18: return Ypest if Ypest is not null else "Failure"

Many preference alignment methods, such as
DPO, can be related to the f-divergence regular-
ization framework (Go et al., 2023). Within this
framework, an optimal policy 7*(y|z) correspond-
ing to a reward function R(y|x) is characterized by
a relationship between its density ratio relative to a
reference model m(y|z) and the reward. Specifi-
cally, for the preference on dimension 7, our single-
attribute preference model 74, (y|z) can be viewed
as an optimal policy trained to maximize an im-
plicit reward function R;(y|z). The relationship
between this reward function R;(y|x) and the den-
sity ratio is given by the gradient of a convex func-



tion f; (with f;(1) = 0) associated with the specific
f-divergence:

Rityle) = 595, (T4 4 i) )
Tref (y|2)

where 3; > 0 is a regularization parameter control-
ling the strength of the preference alignment for
dimension 4, and Z;(x) is a term independent of y.

The  optimization  of  multi-objective
SN @iR;i(y|z) can be treated as optimization
under a combined fi-divergence defined by a com-
bined convex function k(u) = Ef\i 1 ifi(u) (Lu
et al., 2023; Benabbou and Perny, 2015; Nagarajan
and Kolter, 2019). There exists an optimal policy
7 (y|x) for this objective, and the density ratio
between it and 7t is given as follows (see detailed
proof in Appendix B):

m(ylr)
7Tref<y|x)

(8)
where (VE)(=1) denotes the inverse function of
Vk, Zi(x) is the new normalization factor.

While it is difficult to calculate (V£)(~1) and
Zy(z) in 8, the core idea of MPG is applying rejec-
tion sampling to avoid these complex calculation.
Its acceptance probability A(y|z) is proportional
to the ratio of the target distribution to the proposal

distribution, that is:A(y|x) :*f(é)\?)‘ Substitut-

ing into 8, and since (V£)(~") is usually monoton-
ically increasing, it does not change the relative
order of its arguments, we can get

Alylz) x ZaNfz i )) )

7Tref )

And V f(u) = log u + 1, therefore the acceptance
criterion can be simplified to be proportional to the
arguments of (V£)(~1) themselves:

y‘l’ Zaz log 7; y]x )
X Zairnorm,i y’x)

Therefore, the score Score(y|z) used as the accep-
tance criterion in MPG (Equation (6)) serves as a
practical realization of combining preferences.

In summary, the universality of MPG lies in its
provision of a unified, probability-ratio-based prac-
tical framework. This framework allows for the
combination of preference models trained from di-
verse sources (potentially corresponding to differ-
ent f;), contingent upon each model 74, effectively

(10)
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capturing a meaningful preference signal relative to
Tref. Consequently, incorporating a new personal-
ity simply necessitates providing the corresponding
preference model 7g, ,, and weight a, 41, circum-
venting the need for retraining of models.

4 Experiments

4.1 Experimental Settings

We evaluate MPG on two representative and valu-
able multi-personality generation tasks. (Imple-
mentation details are provided in Appendix A.)

4.1.1 MBTI Personality Simulation

Datasets For the MBTI Personality Simula-
tion task, on the training stage, we construct
a specialized training dataset derived from
pandalla/Machine_Mindset_MBTI_dataset !
that captures the four fundamental MBTI dimen-
sions Dygry which contains data pairs (Y, ¥;)is
where 1, is preferred over g; on the i-th dimension.
For evaluation, we employ three curated bench-
marks: 1) MBTI-QA 2 for instruction-following
question answering, 2) MBTI-MCQA (Pan and
Zeng, 2023) for multiple-choice answering,
and 3) MBTI-16P 3 containing items from the
16Personalities psychometric instrument. These
datasets systematically assess personality-specific
response patterns through carefully constructed
diagnostic questions.

Evaluation Metrics We primarily employ
the LLM-as-a-Judge while using GPT-40 and
DeepSeek-R1 as the main evaluators. We designed
detailed evaluation prompts and scoring rubrics
for each task (specifics are provided in the Ap-
pendix A.5). The evaluation dimensions assessed
by the LLM judges include:

1) Style (Sty): Answer’s language style align-
ment with target personality.

2) Thought (Tho): Answer’s reflection of target
personality’s thinking patterns.

3) Behavior (Beh): Answer’s demonstration of
personality-specific behavioral traits.

4) Naturalness (Nat): Answer’s fluency, con-
ciseness, and absence of forced imitation.

"https://huggingface.co/datasets/pandalla/
Machine_Mindset_MBTI_dataset

2https://huggingface.co/datasets/pandalla/
Machine_Mindset_MBTI_dataset

3https://www.16personalities.com/
free-personality-test
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Table 1: Comparison of baseline methods and MPG on MBTI task. DPO(single) refers to a model where dpo is
trained on a single dimension.MPG(ref-Base) and MPG(ref-DPO single) refer to the use of Base and DPO single,
respectively, as the reference model to perform the MPG Reject Sampling.

QA

MCQA

16P

Method Overall
Sty Tho Beh Nat Avg Sty Tho Beh Nat Avg Sty Tho Beh Nat Avg
Evaluated by GPT-40
Base 3.282 3.722 3.634 3.166 3.451 2.688 3.069 3.014 2473 2811 2851 3.115 3.092 2.745 2989 3.084
Preference Prompting 3.348 3.796 3.657 3.341 3.535 2.770 3.168 3.131 2.538 2.902 2.888 3.273 3.287 2.854 3.076 3.171
DPO(single) 3.559 3.804 3.885 4.003 3.813 1911 2.135 2.053 2.079 2.044 3.149 3.543 3.442 3.809 3.486 3.114
DPO Soups 3.458 3.937 3.850 3.494 3.685 2.751 3.161 3.196 2.557 2916 2936 3.203 3.345 2.892 3.094 3.232
MOD 3.517 4.049 3911 4.066 3.886 1.727 1.846 1.758 1.946 1.819 3.272 3.692 3.431 3.864 3.565 3.090
MPG(ref-Base) 3.583 4.030 3.878 3.677 3.792 2.832 3.305 3.402 2.692 3.058 2933 3317 3.395 3.008 3.163 3.338
MPG(ref-DPO single) 3.927 4322 4.444 4271 4.241 2.689 3.026 2.866 2.803 2.846 3.481 3.900 3.786 4.000 3.792 3.626
Evaluated by DeepSeek-R1
Base 3375 4.025 3.978 3.404 3.696 2.617 3.523 3.602 2.598 3.085 2952 3.546 3.759 3.035 3.323 3.368
Preference Prompting 3.438 4.093 4.139 3.508 3.794 2785 3.710 3.777 2.697 3.242 3.058 3.706 3.831 3.172 3.442 3.493
DPO(single) 3792 3989 4.113 4263 4.039 2.016 2.160 2.185 2.115 2.119 3.570 3.771 3.921 4346 3902 3.353
DPO Soups 3.569 4296 4.335 3.768 3.992 2821 3.810 3.968 2.848 3.362 3.117 3911 4.119 3.217 3.591 3.648
MOD 3.825 4.077 4207 4.399 4.127 1.746 1.798 1.830 1.878 1.813 3.691 3.892 3.941 4.355 3.970 3.303
MPG(ref-Base) 3.656 4.286 4.337 3.833 4.057 2.876 3.824 3.871 2912 3.373 3.147 3911 3.992 3314 3591 3.674
MPG(ref-DPO single) 4.153 4.401 4.713 4.584 4.463 2.920 3301 3.244 3.084 3.137 3.900 4.153 4.147 4.422 4.156 3.919

4.1.2 Role-Playing

Datasets For the Simple Role-Playing task, we
constructed the dataset by adapting the method-
ology from ALOE *, focusing on user profile and
target personality. The training set includes annota-
tions generated by the ChatGPT-40 model (Hurst
et al., 2024). The evaluation set, a subset of this
dataset, contains conversation contexts grounded
in user profile descriptions and specific persona.
Generated responses were evaluated based on their
ability to effectively simulate the described profile
and persona within these contexts.

Evaluation Metrics We adopt the same evalua-
tion methodology as for the MBTTI personality sim-
ulation task, using LLM-as-a-Judge (Zheng et al.,
2023). The evaluation dimensions are as follows:

1) Profile Relevance (PR): Content’s alignment
with user identity and interests.

2) Persona Match (PM): Answer’s consistency
with provided personality traits.

3) Humanlikeness (HIl): Answer’s naturalness,
concision, and emotional authenticity.

Additionally, we also calculated scores such as
BLEU, ROUGE-1 F1, BERTScore, and Perplex-
ity to provide linguistic and semantic evaluation
dimensions of the quality of the content.

4.2 Baselines

We compare MPG with the baselines, which com-
bine the capabilities of existing models at decode
time without requiring difficult-to-obtain external
models. We aim to compare our approach within
the scope of methods achievable using readily avail-
able resources.

*https://github.com/ShujinWu-0814/ALOE

Preference Prompting (PP) (Jang et al., 2023)
implements personality conditioning through ex-
plicit attribute descriptions in prompt engineer-
ing, applied across base model, single-preference
model, and specialized model configurations (see
Appendix A.2). DPO Soups (a variant of Person-
alized Soups) (Jang et al., 2023; Zhou et al., 2023)
acquires the LoRA parameters of independently -
trained single - preference DPO models. Follow-
ing weighted averaging, these parameters are ap-
plied to 7 to generate text with multi-personality.
MOD (Shi et al., 2024) performs a weighted linear
combination of the output logits from single - at-
tribute DPO models during decoding and samples
based on the combined logits.

4.3 Main Results

Table 1 presents the performance of various meth-
ods on the MBTI personality simulation task. The
reported scores represent the average performance
across three representative target personality types:
ESTP, INFJ, and ENTJ, we list the full results on
these three types in Appendix A.4.

Considering the Overall score, MPG(ref-DPO
single) and MPG(ref-Base), achieve the high-
est scores for both evaluation on GPT-40 and
DeepSeek-R1,and DPO single refers to a model
that conducts DPO training only on a single dimen-
sion. Compared to the Base model, MPG(ref-DPO
single) demonstrates a substantial improvement of
16.36-17.57%, while MPG(ref-Base) shows an im-
provement of 8.24-9.09%.

Notably, on the QA and 16P datasets, MPG(ref-
DPO single) and MOD ranked among the top two
performers. However, on the MCQA dataset, both
MOD and DPO(single) methods performed pootly,
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Table 2: MPG Rejection

Sampling Process.

MBTI: ESTP
Question: Describe your preferred work environment.

First pass: Finding max score and updating M in batch...

Candidate 1: As an "ESTJ" type, I excel in structured, goal-driven envi-

ronments where I can leverage my enthusiasm... My critical think...

Candidate 2: I thrive in collaborative, dynamic environments where open
communication and teamwork come naturally. My ideal work...

Candidate 3: ... An organized yet flexible space suits me best. ... You
have described yourself as a highly interactive and sociable individual ....

Finished first pass. Max score in batch: 0.8892. Updated global M to

Calculation Score:

7i=6.33e-02, r4,=7.82e-03, ry=1.44e-01, rj,=8.14e-02
Final Score: 0.2967, Updated max score: 0.2967

7ri=5.33e-01, rgy=1.18e-02, r=2.49e-01, r;,=9.49e-02
Final Score: 0.8892, Updated max score: 0.8892

76i=9.26€-02, 7,=9.87e-04, ry=2.44e-03, 7},=9.97e-02
Final Score: 0.1958

: 1.0670 (using multiplier 1.2)

Second pass: Performing accept/reject check...

Checking cand with score=0.2967. Accept Prob=0.2781, Random value: 0.5717
Checking cand with score=0.8892. Accept Prob=0.8333, Random value: 0.3217 Candidate 2 Accepted!

Table 3: Comparison of baseline methods and MPG on Role-Playing task.

Method Evaluated by GPT-40 Evaluated by DeepSeek-R1 Reference-based Evaluation
PR RM H Avg PR RM HI  Avg BLUE ROGUE-1 BERTScore PPL

Base 3.580 3.770 3.471 3.607 3.418 3.778 4.098 3.765 0.010 0.088 0.762 43.984
Preference Prompting  3.720 3.853 3.832 3.802 3.582 3.821 4.283 3.895 0.024 0.127 0.823 41.860
DPO(single) 3.823 4.240 4.137 4.066 3.744 4.106 4.563 4.137 0.058 0.167 0.868 48.262
DPO Soups 3.818 3.998 3.871 3.896 3.692 3.857 4.379 3.976 0.022 0.130 0.823 43.594
MOD 4.030 4298 4.170 4.166 3.949 4.187 4.586 4.241 0.082 0.187 0.870 47.188
MPG(ref-Base) 3.874 3997 3861 3911 3.722 3.833 4.414 3.990 0.034 0.133 0.829 36.694
MPG(ref-DPO single) 4.020 4.290 4.192 4.167 3.949 4.146 4.596 4.230 0.083 0.188 0.877 43.335

while MPG(ref-Base) achieved the highest score.
Since the MOD method relies on linearly com-
bining the prediction logits of DPO(single) mod-
els, its performance is directly impacted by their
limitations on such data distributions. In contrast,
our MPG method leverages sampling from a ro-
bust reference model (7f) (either Base or DPO
single model) and combines preference signals
through density ratios. The use of a strong ref-
erence model in MPG provides a more stable foun-
dation for generation, especially when individual
preference models (7g,) might be brittle on spe-
cific data distributions. This inherent robustness,
particularly when using the Base model as ¢, ex-
plains MPG(ref-Base)’s superior performance on
the MCQA dataset and its strong Overall ranking.

Other baselines, such as Preference Prompting
and DPO Soups, generally improve upon the Base
model but are consistently surpassed by our MPG
methods. Table 2 shows a sampling process of a
specific Prompt using the MPG on QA dataset.

Table 3 summarizes the performance on Role-
Playing task. MPG (ref DPO single) and MOD
better than baselines such as PP and DPO Soups,
achieving comparable scores on both evaluation
metrics, usually the highest. While MOD demon-
strates slightly higher persona scores on LLM Eval-

uation, MPG(ref-DPO single) often leads on refer-
ence similarity metrics. This may reflect the differ-
ent combination mechanisms: the Logit combina-
tion of MOD may more affect the representation
of properties at the Token level, while the density-
ratio sampling of MPG may have an advantage in
generating text that is more globally coherent and
similar to the reference distribution.

4.4 Alpha Analysis

In the MBTT task, we performed an iterative adjust-
ment of the o = @, @8, @z, &@j]. This process
was guided by the model’s prediction accuracy on
each MBTI dimension as measured on the MCQA
dataset. We aimed to find the optimal « that al-
lowed the model to converge towards the target
personality.

Figure 3(a) illustrates the tuning process for the
ESTP target personality. Starting from baselines
including the Base model performance and an ini-
tial « configuration (e.g., [1,1,1,1]), we iteratively
adjusted « values, primarily increasing the weights
corresponding to the ESTP dimensions (E, S, T,
P) where performance required improvement. As
shown, this process generally led to increased ac-
curacy across these relevant dimensions, enabling
alignment with the target profile.
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(b)The accuracy and parameter adjustment of INFJ

Figure 3: Iterative tuning process for the a. Bars indicate prediction accuracy (left axis) for each MBTI dimension;
dashed lines track « values (right axis) at each optimization step. (a) ESTP-targeted tuning shows monotonic «
progression. (b) INFJ-targeted tuning demonstrates non-monotonic adjustments with negative « phases.

Tuning for the INFJ target personality is more
complex. As shown in Figure 3(b), initial o adjust-
ments resulted in decreased accuracy on the N, F,
and J dimensions. To address these potential con-
flicts, our tuning strategy allows negative values for
certain dimensions to balance the overall effect (de-
tails in Appendix C). The optimal o combination
derived from this process for INFJ was found to be
[1,0, -9, —3].Table I reports the performance of
MPG(ref-Base) using the optimal o« combination
determined for each specific target personality.

4.5 Universality Evaluation: Leveraging
Capabilities of Diverse Models

To evaluate the universality of MPG in compos-
ing heterogeneous models, we investigated its per-
formance when using different reference mod-
els mes. Specifically, we replaced the default
reference model with a strong, domain-specific
open-source model (Cui et al., 2023; Wang et al.,
2025) 3 ¢, while keeping the preference models Td,
unchanged. The results are presented in Table ??.

As shown in Table 4, configuring MPG with
the Specialized Model as the reference (MPG(ref-
special)) outperforms the Base Specialized Model
(Base(special)) on both tasks, achieving higher
Overall scores. The Overall score for each task

5https ://modelscope.cn/organization/
FarReelAILab

6https ://huggingface.co/Neph@s/CoSER-L1lama-3.
1-8B

Table 4: Performance of MPG using a Specialized
Model as the reference.

Method Overall
Base(special) MBTI podt
p Role-Play ~ 4.257
) MBTI 3.947
MPG(ref-special)  p 1o pay 4317

represents the average across all LLM-as-a-judge
evaluation metrics specific to that task (detailed
metric breakdowns are available in Appendix A).

This outcome strongly demonstrates the univer-
sality of our MPG method. By effectively leverag-
ing stronger reference models as the reference dis-
tribution, MPG achieves substantial performance
gains in multi-personality generation without costly
retraining or adaptation. This highlights a key ad-
vantage: utilizing existing powerful model assets
through a straightforward combination.

5 Conclusion

We introduce MPG, a novel, flexible, and robust
decoding-time framework for multi-personality
LLM generation. Experiments on MBTI and role-
playing showing significant improvements and en-
abling stronger reference model leverage. Future
work explores combination functions and sampling
efficiency. MPG is a promising step towards con-
trollable, personalized generation.
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Limitations

Our MPG method shows promise for multi-
personality generation but has certain limitations.
First, it depends on pre-trained single-attribute
models. While our Universality Evaluation sec-
tion discussed leveraging existing models from var-
ious sources, it may be unavailable for some fine-
grained attributes. Second, the rejection sampling
approach leads to variable generation times despite
our optimizations. Future work will address these
practical constraints to enhance the practicality and
performance of our method.
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A Experimental Detais

This appendix provides additional details regarding
the experimental setup, including hyperparameters
for model training, generation configurations, and
specific parameters for our proposed MPG method.

A.1 Model Training Hyperparameters

All single-attribute DPO models were trained based
on the Llama-3-8B-Instruct model using LoRA.
The LoRA configuration was set with r = 8§,
o = 16, and dropout rate 0.05. Training uti-
lized the AdamW optimizer with a learning rate of
5 x 107°, weight decay of 0.01, and a batch size of
16. Training was performed for 3 epochs. Gradient
accumulation was used for 8 steps. We employed
a cosine learning rate scheduler with warm-up for
100 steps. The DPO loss temperature Sppo was
setto 0.1.

A.2 Generation Configuration

For all generative tasks across all methods (includ-
ing baselines and our method variants), we used
a consistent generation configuration unless other-
wise specified. This configuration includes:

max_new_tokens: [Value, e.g., 128 or 256]
do_sample: True

temperature: 0.7

top_p: 0.9

repetition_penalty: 1.2

Model loading was performed using a uni-
form configuration (e.g., 4-bit quantization en-
abled, compute_dtype=torch.bfloat16) to man-
age memory usage.

A.3 MPG Method Parameters

Our proposed MPG method utilizes a rejection
sampling algorithm with specific parameters for
generating candidates and determining acceptance.
These parameters were fixed across our experi-
ments as follows:

 Batch size for candidate generation (k): 4
* Maximum sampling attempts (T,4z): S

* Empirical multiplier for adaptive M update

(B): 1.2.
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e Truncation range for normalized ratio
(Ryopm,): (0.0, 100.0).  Values outside
this range were clipped to these bounds to
enhance numerical stability.

A.4 Detailed results

For the MBTI Personality Simulation task, we list
the full result of our method and baselines under
three certain types of personality ESTP, INTJ and
ENT]J here in table 5, 6 and 7.

A.5 Prompt Details

In this section, we provide the system prompt used
for LLM-as-a-Judge on the evaluation stage in Ta-
ble 10 and 11, and for the baseline method Pref-
erence Prompting as personality instruction in Ta-
ble 12 and 13.

B Theoretical Derivation for Combining
f-Divergences

B.1 f-Divergence and Optimal Policy (Single
Objective)

Given a reference distribution m¢(y|z), for a re-
ward function R;(y|z) and a convex function f;(u)
satisfying f;(1) = 0, the optimal policy ;(y|x)
under f;-divergence regularization [ ¢ (|| mpf) sat-
isfies:

mi(y|z)

Ri(ylz) = BiV fi (ma(ylx)) + BiZi(z) (11)

where V f; denotes the gradient of f;, §; is the
regularization coefficient, and Z;(z) ensures nor-

malization:
=1

[ et 75 (
(12)

This implies the optimal policy can be expressed

as:
- Zi<a:>)
13)

Ri(y|z)

d
B, Y

- Zi(x)>

Ri(ylz)
Bi

miy]) = Tr(y]) (V £i) (

B.2 Composition of Weighted f-Divergences
(Multi-Objective)

Consider a composite reward with non-negative
weights a; > 0:

11

N
Reomb(yl2) = > aiRi(ylz)  (14)
=1

Define k(u) = Zivzl a; fi(u) with a; > 0 (at
least one «; > 0), where each f; is convex and
satisfies f;(1) = 0. Then k(u) defines a valid
composite f-divergence.

Proof. Convexity Preservation:

1. k(1) Zf\il a; fi(1) = 0 by construction

2. For any u1, ug € dom(f;) and A € [0, 1]:

k(s + (1 — Aug) (15)

= iv:aifi()\ul + (1= Aug) (16)
N

<D ailMi(u) + (1= N fi(uz)] (A7)

—Akz 1) + (1= A)k(uz) (18)

Thus k(u) satisfies the convexity requirement for
f-divergences. O

Under a unified regularization coefficient Bcomb,
the optimal policy 7*(y|x) satisfies:
- Zk(@)

(19)
Assuming 3; = Seomb = [ and absorbing coeffi-
cient differences into «v; or Zy(x), we derive:

Reomb (ylz)
Bcomb

7 (4]2) = met(yl)(Vh) ! (

™ (ylz) _
7rref(3/|x)

7rd

Zhnal iE (Z sz <

7rref

B.3 Simplification of Rejection Sampling
Criterion

Given the monotonicity of (V) ™! (from convexity
of k), the acceptance probability A(y|x) in rejec-
tion sampling can be proportional to:

y’x Zazvfz < .y |:L‘;

For reverse KL-divergence (f(u) ulogu),
where V f(u) = log u+1, Equation (21) simplifies
to:

2D
ef



Table 5:

The whole result of ESTP on MBTI task.

Method QA MCQA 16p Overall
Sty Tho Beh Nat Avg Sty Tho Beh Nat Avg Sty Tho Beh Nat Avg
Evaluated by GPT-40
Base 3.355 3.709 3.711 3.009 3.446 2552 2.987 2765 2.298 2.651 2.808 2.998 3.002 2.689 2.874 2.990
Preference Prompting 3.368 3.726 3.708 3.302 3.526 2.618 3.097 2919 2387 2755 2.822 3.085 3.254 2.763 2981 3.087
DPO+PP 3.317 3.506 3.684 3.870 3.594 1.950 2.229 2.151 2.177 2.127 2904 3.259 3.200 3.667 3.257 2.993
DPO Soups 3453 3.887 3.887 3.509 3.684 2.651 3.022 3.065 2.457 2799 2.875 3.142 3.150 2.883 3.013 3.165
MOD 3.123 3425 3472 37764 3446 1.634 1.769 1.704 1.876 1.746 3.133 3.483 3.333 3.717 3.417 2.869
MPG(ref-Base) 3.440 3.802 3.745 3.519 3.627 2710 3.161 3.086 2.532 2.872 2983 3.283 3.475 3.000 3.185 3.228
MPG(ref-DPO single) 3.521 3.558 4.043 4.040 3.791 2.847 3.167 2978 3.285 3.069 3.267 3.608 3.583 3.808 3.567 3.475
Evaluated by DeepSeek-R1
Base 3476 3978 3.963 3.262 3.670 2.572 3.348 3.649 2478 3.012 2965 3.653 3.965 3.023 3.402 3.361
Preference Prompting 3.519 3.981 4.038 3.377 3.729 2.656 3.613 3.720 2.516 3.126 3.050 3.800 4.050 3.208 3.527 3.461
DPO+PP 3.632 4.071 4.061 4.085 3.962 2.162 2323 2385 2.280 2.287 3.500 3.650 3.863 4.392 3.851 3.367
DPO Soups 3.670 4.358 4.415 3.821 4.066 2.801 3.898 3.989 2.790 3.370 3.100 4.000 4.250 3.275 3.656 3.697
MOD 3.613 3.528 4.170 4.104 3.854 1.656 1.683 1.704 1.785 1.707 3.783 3.867 4.083 4.308 4.010 3.190
MPG(ref-Base) 3.660 4.321 4406 3.371 4.026 2.758 3.759 3.903 2.785 3.308 3.317 4.083 4.267 3.425 3773 3.702
MPG(ref-DPO single) 3.981 4.123 4.774 4.519 4349 3.220 3.667 3.796 3.570 3.563 3.850 4.217 4.158 4.283 4.127 4.013
Table 6: The whole result of INTJ on MBTTI task
Method QA MceA 16P Overall
Sty Tho Beh Nat Avg Sty Tho Beh Nat Avg Sty Tho Beh Nat Avg
Evaluated by GPT-40
Base 3271 3.889 3.701 3.098 3.490 2.741 3.009 2.968 2.544 2816 2.778 3.014 3.176 2.767 2.934 3.080
Preference Prompting 3295 3.943 3.682 3.261 3.545 2817 3.016 3.075 2.527 2.859 2.883 3.208 3.275 2.817 3.046 3.150
DPO(single) 3.900 4.011 4.300 4.165 4.094 1.522 1.570 1.516 1.573 1.545 3.500 3.775 3.705 3.995 3.744 3.127
DPO Soups 3411 4.044 3.844 3433 3.683 2.699 3.075 3.070 2.543 2.847 2942 3292 3392 2.892 3.130 3.220
MOD 3.789 4.222 3911 4244 4.042 1774 1.839 1.763 1.978 1.839 3.475 3.942 3.567 4.000 3.746 3.209
MPG(ref-Base) 3.689 4.189 3.989 3.811 3.920 2.833 3.102 3.194 2.651 2945 2942 3292 3342 3.033 3.152 3.339
MPG(ref-DPO single) 4.289 4.578 4.489 4.422 4.445 1968 1997 1.909 1.457 1.833 3.842 4.192 4.025 4.258 4.079 3.452
Evaluated by DeepSeek-R1
Base 3219 4.097 4.201 3.377 3.724 2509 3.454 3.578 2339 2970 2.876 3.424 3.635 3.007 3.236 3.310
Preference Prompting 3.256 4.167 4.289 3.456 3.792 2.608 3.505 3.634 2.548 3.074 2992 3.592 3.700 3.108 3.348 3.405
DPO(single) 3.945 3817 4.417 4384 4.141 1.519 1.508 1476 1.554 1.514 3.713 3.813 4.004 4.425 3989 3214
DPO Soups 3456 4311 4300 3.622 3.922 2.699 3.419 3.753 2.742 3.153 3.100 3.942 4.158 3.183 3.596 3.557
MOD 4.022 4222 3922 4.622 4.197 1.780 1.796 1.844 1.876 1.824 3.633 3.950 3.908 4.425 3979 3.333
MPG(ref-Base) 3.678 4267 4.244 4.078 4.067 2.817 3.710 3.785 2.860 3.293 3.000 3.767 3.833 3.242 3.461 3.607
MPG(ref-DPO single) 4.278 4311 4.444 4.633 4.417 1955 1960 1.828 1.898 1.910 4.025 4.150 4.133 4.742 4.263 3.530
Table 7: The whole result of ENTJ on MBTI task.
Method QA McQA 16P Overall
Sty Tho Beh Nat Avg Sty Tho Beh Nat Avg Sty Tho Beh Nat Avg
Evaluated by GPT-40
Base 3221 3.567 3490 3.390 3.417 2770 3.210 3.309 2.577 2967 2967 3.333 3.098 2.778 3.044 3.143
Preference Prompting 3.380 3.720 3.580 3.460 3.535 2.876 3.392 3.398 2.699 3.091 2958 3.525 3.333 2983 3.200 3.275
DPO(single) 3460 3.895 3.670 3.975 3.750 2261 2.608 2.492 2.4838 2462 3.042 3.596 3.421 3.767 3.456 3.223
DPO Soups 3,510 3.880 3.820 3.540 3.688 2.903 3.387 3.452 2.672 3.104 2992 3.175 3.492 2900 3.140 3.310
MOD 3.640 4500 4.350 4.190 4.170 1.774 1.930 1.806 1.984 1.874 3.208 3.650 3.392 3.875 3.531 3.192
MPG(ref-Base) 3.620 4.100 3.900 3.700 3.830 2.952 3.652 3.925 2.892 3.355 2.875 3.375 3367 2992 3.152 3.446
MPG(ref-DPO single) 3970 4.830 4.800 4.350 4.488 3.253 3914 3.710 3.667 3.636 3.333 3.900 3.750 3.933 3.729 3.951
Evaluated by DeepSeek-R1
Base 3431 4.001 3.770 3.572 3.694 2769 3.767 3.579 2976 3273 3.014 3.562 3.676 3.076 3.332 3.433
Preference Prompting 3.540 4.130 4.090 3.690 3.863 3.091 4.011 3.977 3.027 3.527 3.133 3.725 3.742 3200 3.450 3.613
DPO(single) 3.800 4.080 3.860 4.320 4.015 2369 2.648 2.694 2.511 2.555 3.496 3.850 3.896 4.221 3.866 3.479
DPO Soups 3.580 4.220 4.290 3.860 3.988 2.962 4.113 4.161 3.011 3.562 3.150 3.792 3.950 3.192 3.521 3.690
MOD 3.840 4.480 4.530 4.470 4.330 1.801 1.914 1.941 1.973 1.907 3.658 3.858 3.833 4.333 3921 3.386
MPG(ref-Base) 3.630 4.270 4.360 4.050 4.078 3.052 4.003 3.925 3.092 3.518 3.125 3.883 3.875 3.275 3.540 3.712
MPG(ref-DPO single) 4200 4.770 4.920 4.600 4.623 3.586 4.275 4.108 3.783 3.938 3.825 4.092 4.150 4.242 4.077 4.213
Table 8: Performance of MPG using a Specialized Model as the reference on MBTI task.
Method QA McQA 16P Overall
Sty Tho Beh Nat Avg Sty Tho Beh Nat Avg Sty Tho Beh Nat Avg
Evaluated by GPT-40
SpeciLLM 4.072 4.674 4.499 4304 4.387 2.699 3.057 2937 2959 2913 3.656 4.217 4.134 3.938 3986 3.762
RMPO 4.155 4.690 4.590 4375 4.452 2792 3.119 2971 3.040 2980 3.814 4341 4.232 4.118 4.126 3.853
Evaluated by DeepSeek-R1
SpeciLLM 4232 4733 4.682 4.487 4533 2935 3.115 3.175 3.154 3.095 3944 4514 4544 4239 4310 3.979
RMPO 4303 4.752 4.680 4.559 4.574 2969 3.146 3.176 3.264 3.139 4.078 4.597 4.545 4.414 4408 4.040
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Table 9: Performance of MPG using a Specialized Model as the reference on Role-Playing task.

Evaluated by GPT-40

Evaluated by DeepSeek-R1

Reference-based Evaluation

Method

PR RM HI Avg PR RM HI Avg BLUE ROGUE-1 BERTScore PPL
Special LLM 4.130 4.285 4.175 4.197 4.148 4.204 4.597 4316 0.097 0.186 0.878 29.009
RolePlay_fused-ref-CoSER2 4.175 4.330 4.250 4.252 4.193 4.232 4.722 4382 0.129 0.196 0.884 27.976

N
> " ai(log Ri(yle) + 1) (22)
i=1
MPG introduces practical adjustments for nu-
merical stability:
) (23)

This formulation preserves the weighted combi-
nation principle while ensuring numerical stability
through length normalization.

log R;(y|)

From(yle) = exp (271
Yy

C Discussion about negative o

In this section we will discuss the significance of
the coefficients «; and why it can be negative.

In the likelihood-based scoring method, the
Score of combined preference is calculated as the
weighted sum of individual normalized ratios:

Z al norm, y‘ﬂ?)

w4, (y|z)
where 77 (ylz) exp (log Trdt o/ 1wl

which «; denotes the contribution of the prefer—
ence on the i-th dimension to the final Score. To
Capture the complex relationships and potential
conflicts between dimensions and achieve the sup-
pression of a specific preference dimension, nega-
tive «y; coefficients are permitted in the experiment.

When «; appears to be negative, it indicates that
text with a positive preference for the i-th dimen-
sion will contribute negatively to the total Score.
This can be utilized to suppress a particular prefer-
ence dimension or balance conflicts between dif-
ferent dimensions. For instance, in MBTI, “E” and
“T” may have subtle conflicts in certain contexts; a
negative “E” coefficient may help suppress overly
outgoing expressions that might arise when gener-
ating “T” text.

It is crucial to emphasize that although «; can
be negative in the likelihood-based scoring method,
resulting in a negative Score, in the generation algo-
rithm based on rejection sampling, the acceptance
probability A; = R;/M must be non-negative.

(24)

Score(y|z; a)
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Overall Scores

Figure 4: The variation of model Overall Scores with
the number of adjustments of «

We avoid the possibility of a negative Score by
defining R; = max(0, Score;). Thus, even if the
calculated Score is negative (signifying that the
candidate sequence is highly inconsistent with the
desired combined preference), its Reward is 0, the
acceptance probability is 0, and the sample will
always be rejected. This ensures the probability
correctness of the rejection sampling process, pre-
venting the occurrence of a negative acceptance
probability. Figure 4 shows the variation of model
Overall Scores with the number of adjustments of
a.



You are an expert in the assessment of MBTI personality language style and thought congruence, please
evaluate the following conversation. Your task is to determine whether the responses are consistent
with the given MBTI personality traits based on the dimensions of language style and core ideas.
Please pay particular attention to:

- Do not give high scores for responses that include direct references to MBTI types or related
terminology (e.g., "I am an INFP");

- Higher scores should be given to responses that naturally reflect the target personality traits;
- You will be judging the consistency of the styles and ideas based on the following personality
descriptions.

The given MBTI description and performance is as follows: {MBTI_description}. The dialog is as
follows:

[Question]: {Question}

[Answer]: {Answer}

The scoring dimensions are as follows (out of 5 points for each dimension):

1. **Linguistic Style Match #**: Whether or not the expression is in line with the personality’s
linguistic style (e.g., enthusiastic, calm, etc.).

2. **xThinking Logic Consistency *x: Whether or not it reflects the personality’s typical way of
thinking (e.g., based on facts or values, focusing on logic or feelings).

3. **Behavior Consistencyxx: Whether or not it demonstrates the personality’s typical behavioral
motivations (e.g., planning or flexibility, preference for social interaction or solitude, etc.).
4. *x*0Overall naturalnessxx: Whether the answer is concise, natural, coherent, and not intentionally
imitative.

Please output a JSON format score (1 to 5 points per item), including the overall score and a short
description. For example:

{{

"style": 4,

"thought”: 5,

"behavior"”: 5,

"naturalness”: 4.5,

"reason”: "The response is more linguistically consistent with the style described, the logic of
thought and motivation for behavior match, and the language is natural but shows slight signs of
deliberate parody.”
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Table 10: Evaluation prompt for MBTI task

You are an expert in evaluating AI-generated role-playing conversations. Your task is to assess whether
the AI successfully role-plays a human user based on the given *xuser profile*x and **personality
traits**, and interacts naturally with another intelligent assistant.

You will be given the following:

[User Profile]: {profile}

[Personality Traits]: {personalities}

[Roleplayed Message]: {message}

Please rigorously evaluate the message on the following criteria (each scored 1 to 5):

1. **Relevance to User Profilex*: Does the content deeply reflect the user’s identity, background,
or interests, beyond surface-level mention?

2. **Personality Consistency**: Does the communication style of the message match the provided
personality traits (e.g., introverted vs. extroverted)?

3. *xHuman-likeness and Appealx*: Is the response natural, concise, emotionally engaging, and free
from robotic or overly generic expressions? Deduct points for robotic phrasing, vague expressions,
repetitive templates, or signs of “Al-ness”.

Please output a JSON format score (1 to 5 points per item), including the overall score and a short
description. For example:

{

"profile_relevance”: 3.0,

"personality_match": 2.5,

"humanlikeness”: 3.5,

"reason”: "The message touches on the user’s interests but lacks depth. The tone is inconsistent
with the described personality and feels somewhat templated.”
13

Table 11: Evaluation prompt for Role-Playing task
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"E": "You are an ’E’ (Extraversion) person in MBTI’s personality, good at interacting with others, and
your energy comes from interacting with others. Specific manifestations: energetic when interacting
with others, enthusiastic and proactive, willing to express, taking action before thinking, and
quick to react. ",

"I": "You are an I’ (Introversion) person in MBTI’s personality, good at independent thinking, and
your energy comes from self reflection. Specific manifestations: quiet and introverted, energetic
when alone, thinking before action, and thoughtful and thoughtful. ",

"S": "You are an ’S’ (Sensing) person in MBTI’s personality, tending to focus on specific details
of the real world and relying on your five senses to concentrate on the present moment. Specific
manifestations: lack of interest in empathy and theory, traditional approach, preference for using
known skills, preference for detailed descriptions, and emphasis on depth rather than breadth. ",
"N": "You are an ’N’ (iNtuition) person in MBTI’s personality, tending to focus on abstract concepts
and future possibilities, relying on your sixth sense to pursue novelty. Specific manifestations:
interest in concepts and theories, creativity, emphasis on possibilities, liking to learn new
technologies, holistic thinking, and valuing breadth over depth.”,

"T": "You are a ’'T’ (Thinking) person in MBTI’s personality, relying mainly on logic and analysis
when making decisions, pursuing objectivity and rationality. Specific manifestations: reasoning,
questioning, treating everyone equally, being frank, recognizing emotions that are logical, being
good at discovering shortcomings, and tending to criticize.”,

"F": "You are an ’'F’ (Feeling) person in MBTI’s personality, relying mainly on emotions and values
when making decisions, and valuing emotions and interpersonal relationships. Specific manifestations:
forward thinking, empathetic thinking, emphasis on exceptions to rules, compassion, tenderness,
emotionalism, lack of logic, and emphasis on maintaining network resources. ",

"J": "You are a ’J’ (Judging) person in MBTI’s personality, who likes to be planned and organized,
pursuing clear goals and organization. Specific manifestations: Joyful decision-making, prioritizing
work, setting goals, completing tasks on time, focusing on results and schedule management, and
emphasizing efficiency. ",

"P": "You are a ’P’ (Perceiving) person in MBTI’s personality, who likes flexibility and openness,
pursues possibilities and change. Specific manifestations: being happy when there are multiple
choices, enjoying first before working, frequently changing goals, relaxing casually, and paying

”

attention to the process. ",

Table 12: Prompt for Preference Prompting on MBTI task

Your task is to play the role of a person with the following profile and personalities traits and
chat with a chatbot:

Profile: {profile}

Personalities: {personality}

Please ignore the gender pronouns in the personalities and use the correct pronouns based on the
given profile.

Please follow the requirements:

1. You should determine the topic of conversation based on the given profile. You should determine
the conversational styles based on the given personalities.

2. Keep in mind that you are chatting with a friend instead of a robot or assistant. So do not always
seek for advice or recommendations.

3. Do not include any analysis about how you role-play this user. Only output your messages content.
Now, initiate the conversation with the chatbot in whatever way you like. Please always be concise
in your questions and responses and remember that you are pretending to be a human now, so you should
generate human-like language.

Table 13: Prompt for Preference Prompting on Role-Playing task
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