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Abstract—This paper presents a research framework for understanding the empathy that arises between people while they
are conversing. By focusing on the process by which empathy is perceived by other people, this paper aims to develop a
computational model that automatically infers perceived empathy from participant behavior. To describe such perceived empathy
objectively, we introduce the idea of using the collective impressions of external observers. In particular, we focus on the fact
that the perception of other's empathy varies from person to person, and take the standpoint that this individual difference itself
is an essential attribute of human communication for building, for example, successful human relationships and consensus.
This paper describes a probabilistic model of the process that we built based on the Bayesian network, and that relates the
empathy perceived by observers to how the gaze and facial expressions of participants co-occur between a pair. In this model,
the probability distribution represents the diversity of observers’ impression, which reflects the individual differences in the
schema when perceiving others’ empathy from their behaviors, and the ambiguity of the behaviors. Comprehensive experiments
demonstrate that the inferred distributions are similar to those made by observers.

Index Terms—Empathy, perception, cognition, collective impressions, subjectivity, objectivity, voting rates, observer, facial
expression, gaze, probabilistic modeling, Bayesian network
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1 INTRODUCTION Many existing psychological studies support the
importance of empathy; e.g. empathy will play a
significant role in shaping the nature of human social
interactions [5]. In terms of the eight phenomena of
empathy [6], many studies define empathy as emo-
tional contagion or emotional empathy based on the
simulation theory, which tries to explain that empathy
is realized through behavioral mimicry, feedback, and
contagion [6]. Recent neuroscientific evidence for the
mechanism is summarized in [7].

To understand empathy in conversation, it is im-
portant to shed light on the communication process
by which empathy is expressed and perceived be-
tween people via their interactions [8], [9]. A typ-
ical conversation scene is one where the empathy
of a participant (first person) is mainly expressed
by his/her nonverbal behaviors, and it is oriented
to the other participant (second person) by casting
and modifying the gaze. The second person perceives
the empathy from the first person’s behavior, and
this perception is likely to affect the second person’s
empathy. The second’s empathy also could affect the
first’s empathy via the second person’s behavior. This
expression-perception loop is a basic element of face-
to-face interaction; the continuous repetition and ac-
cumulation of loops yield shared feelings, consensus,
and relationships between people [8], [10], [11].

The expression-perception loop inevitably involves
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F ACE-TO-FACE conversation is the primary way of
sharing information, understanding others” empa-
thy, and making decisions in social life. Unfortunately,
it is not very easy for people to fully understand
what others are feeling during a conversation, or for
participants to agree completely about a controversial
topic. To improve the quality and efficiency of com-
munication, it would be helpful if our conversations
could be supported by information technology such
as computer-mediated visual telecommunication or
conversational agents/robots. To realize such appli-
cations, it is essential to understand automatically
both human behavior and participant empathy, which
evolve over the course of the interaction and affect the
conversation.

Against this background, automatic meeting analy-
sis has recently been acknowledged as an emerging
research area [1], [2]. Most previous studies offer
only preliminary steps toward the recognition of the
behaviors of conversation participants individually
or interactions among people: e.g. speaker detection,
speech recognition, and the recognition of nonverbal
behaviors such as gaze, facial expressions, gestures
and postures, and their interaction, e.g. who is talking
to whom, and turn taking. The emotional aspect is
only now being addressed, e.g. in [3], [4].




This article has been accepted for publication in afuture issue of thisjournal, but has not been fully edited. Content may change prior to final publication. Citation

information: DOI 10.1109/TAFFC.2015.2417561, | EEE Transactions on Affective Computing

IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, VOL. X, NO. X, JANUARY 201X 2

Conversation (video)

Observe
-

Participant A

Participant B

Fig. 1.

External observers
They seem to be sharing the feeling of:

’ PP sirong empathy |

Strong empath
E g £ Y Summation 1
HE _ g Weak empathy
!
i
1

. g No empathy 0

Perceived empathy in this research: A collection of subjective impressions from multiple external

Voting rates (probabilities)

S W N

observers is used to objectively describe empathy shared between a conversing couple. The impressions are

aggregated as a probability distribution, i.e. voting rates.

schema, e.g. theory of mind (ToM) [12]. For example,
people might express empathy with different behav-
iors in terms of intensities, types and /or modalities. In
addition, even when observing the same expression,
different observers might perceive empathy differ-
ently. These ambiguities can lead to failures in com-
munication, such as a misunderstanding of attitude,
opinion, and personality.

In multi-party conversations, the perceptions of
empathy are formed by both the interacting pair and
the side participants. Each side participant perceives
the empathy between a pair by focusing on their
behaviors, i.e. how the pair are interacting, rather than
individually. The perception of the side participant
could change his/her internal state, such as emotion,
feeling, and thought, which affects his/her next inter-
action with others. Since side participants frequently
switch roles to become interaction participants and
vice versa, the perceptions of side participants are a
significant factor driving the conversation. For exam-
ple, if someone who does not agree with us receives
empathy from a third person, we might change our
mind as a result of the third person’s attitude. A
good example of this is the social pressure effect [13].
Thus, it is important to analyze how the empathy of
participants is perceived by others via their behaviors
from the viewpoint of side participants.

The aim of the present study is to propose a frame-
work for objectively understanding empathy between
a pair of participants as perceived by others, to build
a computational model, and to infer automatically
the perceptions by using the model to support the
deep analysis of conversations. The present study
defines empathy as instantaneous “emotional con-
tagion” between a pair of participants, and defines
perceived empathy (perceived counter-empathy) as
“the impression of an observer who judges that a pair
of participants engaged in a multi-party conversation
is in an empathic (counter-empathic) state at that
moment, where the pair are exhibiting a one-way or
mutual gaze, and the observer is watching the conver-
sation scene”. The perceived empathy is an atomic el-
ement of the empathic expression-perception loop. By
expressing and perceiving positive/neutral/negative
feelings or attitudes toward each other via behaviors

over a short term, the communicating pair are seen to
be sharing feelings of empathy.

As an objective description of perceived empathy,
we introduce the concept of collective impressions, i.e.
a collection of perceptions made by multiple observers
outside the conversation. Each observer perceives par-
ticipant empathy from his/her own subjective view-
point. We hypothesize that collecting the impressions
of multiple observers suppresses the subjectivity of
each individual’s assessment. We set external ob-
servers to watch a video of conversation to emulate
the perception process of the side participants.

To handle the ambiguities present in the impres-
sions of observers effectively, this paper aims to build
a probabilistic model, called a Bayesian Network [14],
which relates the empathy perceived by observers
to the nonverbal behaviors of the participants. In
our model, the probability distribution represents the
individual differences in the impressions of the ob-
servers, i.e. it provides voting rates showing how
many observers voted or will vote for each empathy
category. For example, if the numbers of votes for
three categories cast by nine observers are (3, 5, 1),
the probability distribution is (1/3,5/9,1/9). The dis-
tribution reflects the inter-observer difference in the
perception schema and the ambiguity of participant
behaviors. More unfocused voting means that the
interaction has more significant ambiguities in terms
of impression, or vice versa. We consider diversity and
ambiguity to be essential attributes, and they must be
well handled to better support conversations and en-
courage feelings of satisfaction. Figure 1 summarizes
the target and its objective description in this paper.

In addition to the novelty of the inference target,
our model is also characterized by the input since
it focuses on how participant behaviors co-occur be-
tween a pair. We study the relationship of facial
expression (FE) and gaze with empathy perception,
especially in their combination between a pair of par-
ticipants. FE plays a major role in conveying empathic
messages [15]; gaze is vital for monitoring the FEs and
triggers a gaze shift and a reaction from the gazee.
We here provide typical examples. Two participants
are looking at each other and smiling. Many people
observing this event would perceive that the pair are

1949-3045 (c) 2015 IEEE. Personal useis permitted, but republication/redistribution requires | EEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in afuture issue of thisjournal, but has not been fully edited. Content may change prior to final publication. Citation

information: DOI 10.1109/TAFFC.2015.2417561, | EEE Transactions on Affective Computing

IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, VOL. X, NO. X, JANUARY 201X 3

sharing the feeling of empathy. On the other hand,
if one is smiling but the other is not, the number
of observers perceiving empathy is likely to fall. We
probabilistically model such tendencies in terms of
how likely observers are to perceive the empathy of
the pair when their FEs co-occur.

This research considers that the model is successful
if it well recreates the distributions of impressions
received by an adequate observer group. Accordingly,
we propose a quantitative model verification scheme
that compares the inferred probability distribution
with the distribution obtained by a number of exter-
nal observers. Most previous studies that utilize the
judgment of multiple coders target the approximation
of the emotional state, such as the six basic emotion
categories [16] and valence/arousal [17], of a person
as the ground truth as determined by, for example,
majority voting [18] or averaging [19]. They thus
evaluate their models with regard to the rate at which
they can correctly recognize/identify the state. We call
this technique the consensus approach.

We perform an experiment in which we use four-
party conversation data from four groups, and ask
between five and nine observers to provide their
impressions about the empathy between each pair
of participants. The results demonstrate that the in-
ferred distributions are quite similar to those made
by the observers. We further compare our proposed
approach with baseline methods, including the con-
sensus approach. Of particular note is that the re-
sults show that the proposed approach is superior to
the consensus approach, especially for scenes where
coders disagree.

The remainder of this paper is organized as follows.
We introduce work related to this study in 2. The
collective impressions of empathy are described and
assessed in 3. The proposed model is described in 4,
and evaluated in 5. A discussion and the potential for
future growth are provided in 6. And we summarize
this study in 7.

2 RELATED WORK

This section positions this study by comparison with
related work.

We first focus on research on the automatic recog-
nition of human emotions, which are relevant to
and studied more than empathy in the engineering
research area. Even though continuous efforts have
been made over the last three decades, most research
has aimed at estimating the perceived emotion for
the target [20]. We, on the other hand, focus on how
empathic states between a pair who are conversing
are perceived by others. The difference between the
concepts of empathy necessitates a different research
framework.

General research frameworks on the automatic in-
ference of a target phenomenon, not only the emo-
tional state but also other states, involve the critical

issue of how to determine the ground truth. There
are two major approaches to this issue [20], [21].
One manually sets the ground truth in advance, and
then captures observation data, e.g. recruits actors and
asks them to behave as if they were feeling a speci-
fied emotion [22]. However, it is difficult to control
a conversation in such a way that each interaction
between participants creates the voting rates that the
researchers expected.

The other approach first captures observation data,
and then sets the ground truth. This approach often
uses self-reports [18], [23] or external coders’ reports
[18], [19], [24], [25]. Self-reports are unfortunately
inappropriate for interactive situations such as con-
versations. First, real-time reporting severely alters the
conversation due to its heavy mental loads. Previous
studies, e.g. [21], [26], [27], used real-time tools for
self-reporting, but the subject simply received a stim-
ulus, e.g. watched an emotion-eliciting video [27] or
his/her own conversation video [23], or listened to
music [26]. Second, it is considered to be difficult for
the general public to correctly report their moderately
elicited emotions at every moment in depth after a
conversation, although people can report several cat-
egories of emotion at certain moments if the emotion
was intense [28].

The judgment of coders has often been used in
previous studies to approximate real emotion; the
assumption is that the coders are good at inferring
other’s emotional states [29]. Example datasets anno-
tated with individual emotions by multiple external
observers include SEMAINE [30] and IEMOCAP [18].
Multiple coders are used to ensure the reliability, or
more accurately reproducibility [31], of the coding,
and the target emotional state is determined by tech-
niques such as majority voting (e.g. [18]), averaging
(e.g. [19]), and consensus (e.g. [24], [25]). In other
words, the traditional viewpoint basically considers
the inter-coder difference in interpretation to be a
noise that degrades the reliability.

Recently, researchers are gradually starting to rec-
ognize that the inter-coder difference is of prime
importance and cannot be ignored, but most have not
attempted to automatically infer the inter-coder differ-
ence. For example, Steidl et al. [32] utilize inter-coder
variation to evaluate traditional emotion classifiers for
recognizing the approximated real emotional state of a
person. There have also been some attempts to extract
a better ground truth label from the disparate labels
of multiple coders [33], [34], [35], [36]. Their key idea
is to introduce several parameters such as the level
of expertise of coders and the difficulty of coding.
Their work has demonstrated that their approaches
can infer the ground truth label more accurately than
naive majority voting. On the other hand, we focus
on the label distribution. We consider that the real
empathy of target people and its impression on the
observer should be distinguished, and there is no clear
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reason to weight the impression of each individual
in communication. Thus, we do not assume a unique
ground truth label.

More recently, Meng et al. [37] and Scherer et al.
[38] discussed the task of estimating the distribution
of emotional labels made by multiple coders; this
point is similar to ours. However, their targets, their
ways of viewing and approaching the target, and
their computational models are quite different from
ours. 1) Targets: They focus on the impression of
the emotional states of individuals: his/her emotional
postures during game play [37], and voice quality
[38]. On the other hand, we target the impression of
the pair-wise empathic states. 2) Features: The different
targets necessitate different features. They employ the
features of a single person, while we model the co-
occurrence of behaviors between the pair. 3) Models:
They directly model a discriminative function with
SVMs, regression etc., while we choose probabilistic
modeling to explain the target label distribution by
combining conditional probabilities.

Our approach of asking a group of people for help
is a kind of crowdsourcing, which is now attracting
a great deal of attention in various research commu-
nities. Among the four types of crowdsourcing [39],
our approach is most like offline crowd voting in that
it recognizes the value of a full set of judgments
made by a crowd. To the best of our knowledge, this
is the first study to associate observers’ voting rates
with impressions about empathy. A related type of
crowdsourcing is the wisdom of crowds [40], which
seeks to aggregate anonymously sourced data by
techniques such as averaging or majority voting. For
example, Soleymani and Larson [41] explored how
significantly the average level of observer-reported
boredom differs with different numbers of observers
obtained by crowdsourcing. Biel et al. [42] tried to
infer automatically the average crowdsourced impres-
sion of multiple observers of video bloggers. Some of
the abovementioned studies [33], [34], [35], [36] are
also of this type, although they attempt to model the
annotator’s characteristics.

The importance of perceived empathy is supported
by some social psychological studies. Ickes et al. [43]
and Levenson and Ruef [44] defined empathy as the
ability to accurately perceive how another person
is feeling, and studied dyadic conversations. They
reported that it is difficult for the interaction partner
[43] and external observers [44] to infer accurately the
valence or emotional tone of the target person. These
results support the importance of discriminating the
real empathy between target people and the empathy
perceived by others. Barsade [45] demonstrated the
effect of emotional contagion between participants
on conversation. She focused on long-term change in
group mood, while we focus on instantaneous pair-
wise emotional contagion/conflict. Moreover, Cowie
and Cornelius [29] showed, in pioneering work on the

effect-type description of emotion, the rough concept
of the impact of emotional speech on the listener.
However, none of them ([29], [43], [44], [45]) focused
on the inter-observer difference.

We have already proposed our research framework
and model in [46] and [47], respectively. This paper
provides a substantially extended survey of related
work, the use of more reliable FE labels that were
obtained by three coders, an evaluation of the annota-
tions based on traditional inter-coder agreement tests,
discussions about the number of observers and the
stability of the distribution of the perception, and an
experiment on a variety of baseline models, includ-
ing comparison with the consensus approach, which
attempts to identify the majority class. To focus on
the modeling of the relationship between observers’
perceived empathy and participants’ behaviors, the
present study utilizes participants” behavior as identi-
fied by human observer; our previous work described
in [47] tried to automatically recognize facial expres-
sions from images.

3  VARIABILITY IN HUMAN JUDGMENT

This section explains our data, which includes con-
versation videos, perceived empathy obtained from
external observers, and the annotation of interlocutor
behaviors. The properties of the perceived empathy is
then analyzed from various statistical aspects.

3.1 Subjects: external observers

We employed nine external observers. They were
Japanese females in the same age bracket as the
participants who were chosen because the similarity
in age and gender increases empathy [48]. They had
met neither each other nor conversation participants,
explained in 3.2, before the experiment.

3.2 Materials: conversation data

This paper targets four-person face-to-face conversa-
tions, as shown in Fig. 2 (a). The participants were 16
Japanese women (four four-person groups: G 4, G5, Ge,
and Gp) in their twenties or thirties. They had not met
before the experiment.

They were first asked to have a short chat that
included a self-introduction, and then to engage in
about seven alternative-type discussions with inter-
vals between them. Each group’s discussions took
place on a single day. The participants were instructed
to build consensus as a group, i.e. derive a single
answer, within eight minutes for each discussion
topic. The discussion topics included “Who is more
beneficial, men or women?”, “Are marriage and ro-
mantic love the same or different?” The discussion
topics were assigned to the groups on the basis of the
participants” opinions expressed in previously com-
pleted questionnaires and designed to cause frequent

1949-3045 (c) 2015 IEEE. Personal useis permitted, but republication/redistribution requires | EEE permission. See
http://www.ieee.org/publications_standards/publications/rights/index.html for more information.



This article has been accepted for publication in afuture issue of thisjournal, but has not been fully edited. Content may change prior to final publication. Citation

information: DOI 10.1109/TAFFC.2015.2417561, | EEE Transactions on Affective Computing

IEEE TRANSACTIONS ON AFFECTIVE COMPUTING, VOL. X, NO. X, JANUARY 201X 5

(a) Conversation scen (b) Labeling scene

@ Time line

User interfaces

Mouse (2D)

Keyboard

Jog shuttle
3D mouse

Fig. 2. (a) Conversation scene, and (b) labeling envi-
ronment.

agreement and disagreement. Focusing on the liveliest
exchanges, this paper selects up and analyzes ten
discussions: four from G4 and two each from Gz to
Gp. The average discussion length was 7.4 min (1.4
min S.D.).

Conversations were captured at 30 fps by using an
IEEE1394 camera for each participant (Gs and G¢) or
a tabletop device for round-table meetings [49] (G4
and Gp). The sizes of the captured color images were
640 x 480 pixels (bust shot) and 2448 x 1024 pixels
(omnidirectional), respectively.

3.3 Procedure and apparatus

The observers were asked to watch the conversation
videos and to assign the label from the following
lists that most closely represented their impression
of each pair of participants each time: (1) “Strong
empathy”, (2) “Weak empathy”, (3) “Neither empathy
nor counter-empathy”, (4) "Weak counter-empathy”,
and (5) “Strong counter-empathy”.

We try to capture the perceived empathy as clearly
as possible without giving the observers any instruc-
tion that could distort their intuitive perceptions.
Specifically, with regard to the definition, empathy
has the characteristic that “most people understand
and share a common meaning but for which it is
impossible to provide an adequate definition”; such a
concept is called projective content [50]. By following
the guideline in [50], our instructions to the observers
contained neither technical terms nor procedural defi-
nitions such as a long list of detailed rules whose use
would almost automatically distinguish the type of
perceived empathy from participant behaviors.

Five of the observers labeled all the conversations,
while the remaining four processed only the G4
conversations. That is, the number of observers, M,
for each conversation is five or nine. The observer
could replay the video as many times as desired.
We asked each observer to finish the labeling of one
conversation within one day (7.5 hours), and most

observers succeeded in doing so. All labeling was
done in isolation.

The observers labeled the video sequences with-
out accessing the audio signals to focus on empathy
exchanged via visual nonverbal behavior. When the
target is to infer the internal states of a person, many
studies have reported that multimodality, e.g. audio-
visual fusion, is actually advantageous [20]. However,
it makes it difficult to explore the impact of visual
behaviors on observer perception, as demonstrated in
[51], when targeting rapport perception.

The labeling was not frame-by-frame but region-
by-region. That is, the frames at which the observer’s
impression changed were extracted, and then the
sequence of frames between two labels was assigned
the label of the head frame of the sequence. By
considering that a pair of participants are interact-
ing only if at least one of them is looking at the
other, the present study excludes averted gaze states
when labeling targets. This is because we target visual
communication, so it is reasonable to assume that no
visual message is directly sent/received between the
pair in averted gaze states. It is a practical way of
realizing annotation at an acceptable cost, because the
averted gaze accounts for over a half of our dataset,
as described in 3.4.1.

Our original software, NTT-CSL Conversation Scene
Viewer, was used for viewing and labeling videos via
interfaces, as shown in Fig. 2 (b). The videos could
be played at normal speed or the speed could be
changed by turning a jog shuttle. A 26-inch and a
16-inch monitor were used; the larger one was used
to display a movie that showed all the participants
at quarter-size, while the smaller one was used to
display the timeline of a sequence of given labels.

3.4 Statistics of perceived empathy

The statistics of the annotated empathy labels by
our observers were: Empathy (strong: .11 and weak:
.39), Neither (.48), and Counter-empathy (weak: .025
and strong: .0017). The frequencies of Empathy and
Neither are comparable, while Counter-empathy was
very infrequent. The imbalance makes the five-point
distributions created by the five or nine labelers too
sparse for an analysis of distribution types. Accord-
ingly, this paper simply distinguishes Empathy or
not!; i.e. categories (3-5) are grouped as the ”"No
empathy” class. That is, there are three categories
of perceived empathy, C' = 3, in the present study:
”Strong empathy”, “Weak empathy”, and “No empa-
thy”. In this case, the average distribution of perceived
empathy, p, was p = (.11, .39, .50).

1. We also conducted an evaluation of the inference performance
of the proposed model in 5.3 with a different grouping, where
we ignore label strength, i.e. groups of (1)&(2), (3), and (4)&(5),
although the samples of the last group are small, and using the
original labels in the five-point scale. Consequently, comparable
results were obtained in both cases.
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The constraint of the probability distribution, i.e.
the summation of elements must be one, means that
the degree of freedom (df) is C' — 1. So, three is the
minimum number of states that is meaningful to this
study. If C' = 2, the problem is similar to common
ones, i.e. only a single real value is inferred, e.g. the
inference of FE intensity [52]. Moreover, the present
study ignores the order of these categories, i.e. it
handles perceived empathy labels as nominal data. If
a researcher needs to handle them as ordinal data, the
validity should be carefully assessed. But, this exceeds
the scope of this paper.

3.4.1 Inter-coder agreement of annotation

Three measures are often used to evaluate the re-
liability of annotation: reproducibility, stability, and
accuracy [31]. Each, in short, measures the degree
of matching between different coders (i.e. inter-coder
agreement), different times (i.e. intra-coder differ-
ence), and a target annotation and gold standard de-
cided by a theory or expert, respectively. This section
targets reproducibility. Stability is discussed in 3.4.2,
and accuracy is basically meaningless in our case,
because we consider the inter-observer difference to
be essential.

We first computed three inter-coder agreement
measures for perceived empathy: Intraclass Corre-
lation Coefficients (ICCs)?, which is well summa-
rized in [53], Rosenthal’s effective reliability coeffi-
cient Rgp [54], and Conger’s Kappa coefficient ~
[55]3. The results yield two summaries. First is the
agreement of mean labels among coders; ICC(1, k) =
.846/.709, ICC(A, k)=.853/.732, ICC(C, k)=.894/.794,
and Rgp=.897/.823, where the left and right parts sep-
arated by slashes denote the coefficients of G4 (k=9)
and the other groups (k=5), respectively. This suggests
that the mean labels output by our labelers can be
considered reliable [53]; so we compare our proposed
approach with the consensus approach described in
5.4. Second, and more importantly, our data shows
a low average correlation between a pair of coders:
ICC(1,1) = .379/.328, ICC(A,1) = .392/.353, ICC(C,1)
= 485/.436, and mean pair-wise correlation r = .481-
492, and k = .249. These data support our basic claim,
namely that the labelers often disagree.

To clarify how the perception differs among the
observers, Table 1 categorizes the perception dis-
tribution into the following seven distribution types;
“X-dominants”, “X-inferiors”, and “Flat”; where “X”
means a perception of Strong empathy, Weak em-

2. Because, in each group, each conversation pair is annotated
by exactly the same set of labelers, both one-factor analysis on ICC
(ICC(1,$) where $ means 1 or k) and two-factor analysis (ICC(A,$)
and ICC(C,$)) can be applied.

3. Rsp = Mr/(1+ (M — 1)r), where r is the mean correlation
of M (M —1)/2 coder pairs. kK = (pa — pecr)/(1 — pec), where pq
is the percent agreement, and p.c is Conger’s chance-agreement
probability. The details are found in [53].

TABLE 1
Frequencies of impression distribution types

Type Ex. | [%] Type Ex. | [%]
% Strong emp.-dominant l 2.3 | 5| Strong emp.-inferior wm_ [314
= =
'g Weak emp.-dominant || I |17.5 E Weak emp -inferior ||g g [0.9
E No emp.-dominant l 36.8 | X | No emp.-inferior 4- 104

Flat L‘ 0.6 Probabilities

= Strong emp. = \Weak emp. = No emp.

pathy, and No empathy?. These types are classified
based on the standard deviation and skewness of the
target distribution: If the standard deviation (SD) is
equal to or greater than 1/C?, type = "Flat”. Other-
wise, the skewness is positive, type = “X-dominant”,
or type = ”X-inferior”. Note that when C = 3, the
sign of skewness means the number of elements
whose probabilities exceed the mean (i.e. 1/C). As a
result, conflicting cases, i.e. X-inferior and Flat types,
accounting for as much as 43% can be found. These
results reinforce the importance of treating the im-
pressions as distributions, instead of trying to select a
single state via majority voting.

3.4.2 Stability of perceived empathy distribution

Next, the stability of the perceived empathy distribu-
tion is investigated via a test-retest procedure. One
observer reassessed all the conversations after an in-
terval of about eight months. The ratio of frames given
the same label to all target frames, i.e. the overall
percent agreement, p,, was .729. Some readers might
consider that the ratio is not very high, but stability
is the weakest form of reliability [31]. Our perceived
empathy is probably affected by factors such as mood,
as found with the recognition of FEs in [56]. However,
more importantly, the fluctuations in a distribution
of perceptions made by multiple observers tend to
cancel each other out since we can assume that each
observer will independently change his/her label on
any two given occasions. Substituting p, into the
Spearman-Brown formula yields the stability of the
collective impressions of the observer group, i.e. the
stability of the distribution. The results are .931 with
M = 5, and .960 with M = 9. Compared with the
inference accuracy described in 5, these values are
sufficiently high for intra-observer variation over time
to be ignored.

3.4.3 Validity of number of observers

We discuss the validity of the number of observers by
estimating its impact on the evaluation of inference
performance. For simplicity, we make the following
three assumptions: 1) M observers are randomly sam-
pled from a population observer group. 2) The target

4. Various types of distribution classification are possible. The
present classification is a simple extension of common majority-
based classification (X-dominants) realized by adding minority-
based classification (X-inferiors) and the rest (Flat).
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is an instantaneous scene where a pair of participants
are interacting. 3) Each observer has a predefined label
for this scene, and the observer population for each
category is proportional to the average distribution
of perceived empathy, p, described in 3.4.1. In this
case, we evaluate the expectation of a distribution
similarity S between p and the possible distributions
made by these M observers.

In theory, the probability of each possible distri-
bution occurring follows a multinomial distribution
Mult(m|p, M), where m = (my, - ,me, - ,mc)
and m,. denotes the number of observers who vote
for category e. Accordingly, the expected distribu-
tion similarity is calculated as )_,,, Mult(m|p, M) -
S(Pm,» P), where p,,, is the probability distribution for
a set of votes m. Among the various similarity mea-
sures S possible for use in comparing two probability
distributions [57], the present study selects the overlap
area (OA), because it is a widely used form of similar-
ity and is strongly related to the Bayesian framework
[58]°. OA is calculated as S(p, p) := Y.<, min(p,, p.),
where p. and p. denote the e-th component of p and p,
respectively. OA has a maximum value of one, i.e. two
distributions are exactly the same, and a minimum
value of zero, i.e. no overlap at all.

The results with M = 5 and M = 9 were .759
and .829, respectively. They are much higher than the
inference accuracy, described in 5. Thus, we consider
that the number of observers is sufficient for the
evaluation described in this paper. Moreover, the SD
of the probability of each component, i.e. m./M, in
the possible distributions is proportional to 1/v/M.
So, for example, to reduce the SD by half requires a
total of 4M observers. Likewise, to further increase
the expected distribution similarity, a similar number
of additional observers would be required.

3.5 Key participant behaviors and their coding

Our assumption that the observer’s impressions are
driven by the combined behaviors of a participant
pair was derived from the following two facts. First,
the only cues to the pair’s empathic states for the
observer are the pair’s behaviors; they did not have
any other knowledge about the pair’s characteristics.
Second, the pair’s behaviors often coincided with
regard to empathy, i.e. “behavioral coordination” [6].

Of the behaviors, we focus on FE and gaze. FE plays
a major role in conveying empathic messages [15]. The
consistency and inconsistency of FEs between a pair is
closely related to their empathy [59], [60]. In addition,
gaze is vital when inferring empathy from the FEs
(monitoring). Furthermore, gaze triggers a gaze shift

5. For example, OA is theoretically the same as the Bayes mini-
mum misclassification (or error) probability [58]. But, it is difficult
to say that OA is the best measure. Actually, we found that the
other measures yielded similar results to OA. So, we consider that
these measures are comparable.

and a reaction from the gazee, namely the person
being looked at, toward the gazer, namely the person
who is looking. As a result, the behaviors of a pair
in a mutual gaze state are likely to correspond [60].
Accordingly, whether consciously or unconsciously,
observers can be expected to perceive others” empathy
mainly from these cues. Moreover, head gestures are
often highly correlated with FEs in our data, e.g.
nodding with smiling, or tilting without smiling, and
so we decided to focus on FE and gaze in this paper.

These behaviors were manually annotated in this
paper. One of the observers was asked to assign gaze
behavior. The type of gaze pattern between a pair
was either {"mutual”, “one-way”, or "averted”}. The
frequencies of the gaze labels are .09, .29, and .62,
respectively.

FEs were annotated by the coder and two additional
coders and their majority label was used as the FE
label to ensure the reliability of the annotation. Each
of the coders grouped FE into seventeen categories
in this study: neutral, smiling, laughter, chuckle,
thinking, surprised, embarrassed, wry smile, disgust,
bored, provoked, puzzled, sad, angry, afraid/fearful,
disbelieving, and other expressions. These categories
were empirically selected due to their strong expected
relationship with perceived empathy with the refer-
ence to FACS [16] and mind reading manual [61]. In
the coding, one sample image for each of most of the
categories was given to the coders. The images were
selected in advance from the conversation videos by
the authors. We did not give any additional verbal
instruction for any category.

Because the 14 labels other than neutral, smiling
and thinking were very infrequent (< 1%)°, the
present study groups the 17 categories into four cate-
gories: “neutral”, “smiling”, “thinking”, and “others.”
Labels of laughter and the remaining infrequent 13
categories were first grouped with the smiling and
“others” categories, respectively; then their majority
label was set as the final label. Moreover, if there was
no majority label, e.g. when the labels of the three
coders were completely different, it was considered
to fall into the “others” category’. The frequencies of
the majority FE labels are as follows: neutral = .55,
smiling = .35, thinking = .02, and others = .08.

To validate the gaze annotations by following the
inter-coder agreement test, two additional female
coders in their twenties or thirties labeled gaze in
one conversation session; i.e. the total number of gaze
coders in this evaluation was also three. The resulting

6. A possible reason for the unbalanced results, i.e. the infrequent
labels of counter-empathy and negative FEs, is that participants
tried to establish good relationships by often showing friendly ex-
pressions, i.e. smiling, rather than trying to get their own way, even
though the participants had quite different opinions as indicated by
their pre-conversation questionnaires.

7. We have already tried to give such no-majority cases a fifth la-
bel, i.e. a new label, but similar inference performance, as described
in 5, was obtained.
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Fig. 3. Example sequence of perceived empathy created by observers for G 4. Each node indicates a participant,
and the bar chart on an edge between the participants indicates the perceived empathy distribution for the pair.

Conger’s Kappa coefficients are x = .887 for gaze
and .500 for FE (the four categories). According to
the benchmarks in [53], the gaze annotation is judged
to be excellent, while the FE annotation is judged
moderate.

3.6 Case study with perceived empathy labels

Figure 3 shows snapshots of a short scene, where
observers demonstrate widely different types of per-
ceived empathy®. Hereinafter, the participants in Fig. 3
are called P1 (upper-left), P2 (upper-right), P3 (lower-
left), and P4 (lower-right). In this scene, the conver-
sation proceeded as follows. First, P2 attempted to
persuade P3 by smiling in (i), then P3 was nodding
and smiling in (ii); i.e. the pair consisting of P2 and
P3 (hereinafter denoted as P2-P3) were looking at each
other and smiling. Almost all the observers assigned
empathy although of different intensity, i.e. Strong or
Weak empathy, to their interaction (shown as red or
pink bars). On the other hand, pairs P1-P2, P2-P4, and
P3-P4, where P1 and P4, in their one-way gaze at P2
or P3, did not clearly smile, and were labeled by most
observers as No empathy (shown as tall white bars).

In (iii), P2 asked for others’ responses while looking
around, but in (iv) and (v) everyone looked con-
fused. None of the corresponding perceived empathy
distributions have significant peaks, that is the im-
pressions were quite different among the observers.
This incoherent distribution may be due to both the
varied combination of FEs between participants and
the ambiguity created by the FEs. In this scene, only
P2 is clearly smiling, while the other participants
are responding with partial smiles or other delicate
FEs with heads tilted (P1 and P4). In (vi), finally, P4
reacted cheerfully to P2 and then everyone laughed
and seemed to relax. Almost all the observers as-
signed Empathy to pairs P2-P4 and P3-P4, although
the perceived strength was different among the ob-
servers. As in this case, when both participants in each
pair clearly exhibited positive FEs, namely smiling or

8. Parts of the video sequences are available at
http:/ /www.brl.ntt.co.jp/people/kumano/research/empathy.htm.

laughter, the observers usually judged such interac-
tions as Empathy. Note that, P1 is laughing in (vi),
but she has her eyes’ closed. So, P1-P4 in the averted
gaze state was not annotated.

4 COMPUTATIONAL MODEL

Our aim is to develop a computational model that
relates observers’ perceived empathy to the partici-
pants” gaze and FEs. To handle the expected variety
of ambiguities, this paper uses probabilistic modeling,
namely a Bayesian network (BN) [14]. Our probabilis-
tic model explicitly represents the structural relation-
ship between the elements, including static dependen-
cies and independencies. By using the trained model,
the perceived empathy distribution of each pair on
each occasion can be inferred from their gaze and FEs
at that time.

4.1 Bayesian network

We evaluate simple BNs to confirm the fundamental
validity of the proposed framework, although many
models of perceived empathy can be considered. BNs
make it easy to add other modalities subsequently,
e.g. vocal cues, and/or other psychological findings
or assumptions.

Although perceived empathy is, in practice, ex-
pected to be dependent between pairs of participants,
this paper assumes independence to simplify the
mathematics. Figure 4 shows the BN for a pair (4, j),
i.e. the pair of participants 7 and j. This figure draws a
time-slice at time ¢, and the structure is time-invariant.
Nodes represent random variables. Edges represent
dependencies between variables, and are modeled
with parameters . The parameters are time-invariant,
but may be different between participant pairs. The
average tendency as regards how observers perceive
empathy from participant behaviors is expressed as
a prior distribution of the parameters with hyperpa-
rameters 0 as prior knowledge.

To focus on exploring the relationship between
perceived empathy, gaze and FEs, this paper assumes
that these behaviors are already known. To realize
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Fig. 4. Graphical representation of the proposed model
that describes the static relationship between the per-
ceived empathy of external observers for a pair (i, j)
and the pair's gaze and facial expressions (FES).

the automatic inference from audio-visual signals, we
have already proposed automatic gaze detection [62]
and facial expression recognition [63]. For a prelimi-
nary experiment on automatic FE recognition for the
inference of perceived empathy, see [47].

4.2 Proposed model

The inference target is the joint probability dis-
tribution of a sequence of the perceived empathy
for pair (i,j), E®7), and model parameters ("),
given by a participants’ gaze sequence, G("/), and
FE sequence, /), and hyperparameters 6; i.e.
P(E®I) o03) |GHI) FG9) | 0). Hereafter, ¢, §, and the
index of the pair (7,j) are omitted unless necessary.
By following Bayes’ rule, the conditional probabil-
ity is proportional to the joint probability, namely
P(E|G,F) x P(E,G, F). It is decomposed to yield

P(E,G,F) := P(E)P(G|E)P(F|G, E). 1)

P(E) is the marginal probability of perceived empa-
thy. P(G|E) is the likelihood of perceived empathy
for observed gaze. P(F|G,E) is the likelihood of
perceived empathy for the combination of observed
gaze and FEs.

The only term that explains the frequency of per-
ceived empathy is P(E). This term indicates that
the more frequent category in the training data has
higher probability in the joint probability distribution,
and vice-versa. However, our preliminary experiment
demonstrated that this term often degrades the infer-
ence performance. This would be because this term
is overtrained due to the imbalance in perceived
empathy in our conversation data, as described in
3.4.1. Thus, this study uses a uniform distribution,
where each type of perceived empathy is assumed to
occur with the same probability.

The likelihood P(G|E) describes the tendency for
empathy impressions to be caused by mutual gaze
and one-way gaze. Even when the gaze of a pair
is averted, our algorithm continues to infer the joint
probability from the first frame to the last frame. The
likelihood P(G|FE) is taken to be uniform for averted
gaze. However, frames in averted gaze are ignored
when calculating the inference performance in 5.3.

co-occurrence of facial expressions between them,
P(F|G,E). We refer to the model, although it is
simply a probability table, as the FE co-occurrence
probability table. FE co-occurrence probability tables
are prepared separately for mutual gaze and one-way
gaze states.

The likelihood P(F|G, E) is decomposed to yield

T
P(F|G,E) = HP(ft|gt>€t)’ 2
t=1

where T’ denotes the sequence length. The right term
denotes the likelihood of perceived empathy for a pair
at time ¢, e;, when the gaze state between the pair is g,
and the co-occurrence of their FEs is ft. As described
in 3.3, perceived empathy e € {1,---,C}. The gaze
state ¢ is in {“mutual”, “one- way”, “averted”}. The
FE co-occurrence f is described by an element of a
4 x 4 table, where the FE of each person is in one of
the four categories explained in 3.4.1.

Figure 5 shows FE co-occurrence probability tables
formed entirely from conversation data. For example,
the co-occurrence of smile, (2,2) in both gaze states,
indicates that most observers judged such scenes as
exhibiting Strong or Weak empathy. The differences
between the bar charts of the FE co-occurrence and
gaze states suggest that they are the key cues for
perceived empathy.

4.4

We employ a Bayesian approach to infer the joint
distribution of all unknown variables for given mea-
surements. In Bayesian analysis, a priori knowledge
about the model parameters ¢ are represented as prior
distributions, p(y|f#), where 6 denotes the a set of
parameters of this distribution (i.e. hyperparameters).
This distribution is omitted in 4.2. This paper employs
natural conjugate prior distributions [64] for mathe-
matical convenience. In particular, we use indepen-
dent Dirichlet distributions which are commonly used
as the prior of discrete random variables. Hyperpa-
rameters 0 are set to be proportional to the frequencies
of target events in the training data. The hyperpa-
rameters are constant among the participant pairs,
whereas the parameters differ. The joint distribution
is unfortunately hard to calculate precisely due to its
complexity, so we utilized the Gibbs sampler [65], a
variant of the Markov Chain Monte Carlo (MCMCQC)
method. See [47] for more details of the definition of
the probability distribution and the inference by using
the Gibbs sampler.

Inference of joint distribution

5 INFERENCE PERFORMANCE EVALUATION

We propose a method for quantitatively evaluating a
model of perceived empathy that uses the similarity
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Fig. 5. FE co-occurrence probability tables P(F|E, G)

of the joint distributions produced by the model to
the distributions made by external observers.

This paper employs the leave-one-conversation-
group-out cross validation. This evaluates how well
perceived empathy distributions created by an unseen
conversation group can be replicated by the model,
the hyperparameters of which are trained by using
data except those for the target conversation group.
For example, when the impressions for conversation
group G4 are inferred, the hyperparameters are vali-
dated by using data of Gg, G¢, and Gp.

Among the various similarity measures between
two probability distributions [57], this paper con-
siders two common metrics [58]: overlap area (OA)
for measuring the accuracy, as described in 3.4.3,
and root mean square error (RMSE), S(p,p’) :=

\/ Zle(pe —p.)?/C, for measuring the inference er-
ror’. In summary, for OA, larger is better, while for
RMSE, smaller is better (the best is zero).

5.1 Baseline models

Eight baseline models of three types were prepared.
The first type uses only gaze or FE. The gaze-only
model returns P(E,G) = P(E)P(G|E). The FE-
only model outputs P(E,F) = P(E)P(F|E), where
P(F|E) is equivalent to P(F|G, E), explained in 4.3,
by ignoring the gaze state.

The second type consists of three simple models:
Baselines 1, 2, and 3. Baseline 1 continually outputs
a flat distribution (1/3,1/3,1/3). Baseline 2 always
returns the average distribution of our data p. Baseline
3 returns a distribution where the probability of the
majority class is one, and those of the rest are zero;
for example, if the numbers of votes is (3, 5, 1), this
model outputs (0, 1, 0). Note that it uses the ground
truth distribution.

The last type is based on a traditional consensus
approach. The proposed approach differs from it only
in terms of training and performance evaluation; both
the compared approaches use the same model, which
is the proposed BN described in 4. The consensus
approach trains models only by using majority labels

9. Given the difficulty of deciding which measure is the best for
the present study we also tried other similar measures, including
Bhattacharyya coefficients, cosine similarity and ranking loss [57],
and found that they yield comparable results to OA and RMSE.

Thinking
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for mutual gaze (left) and one-way gaze (right).

that are made for each sample, while the proposed
approach uses all the labels obtained from annotators.
In testing, the consensus approach evaluates the mod-
els based on accuracy, i.e. the frequency with which
they can find the majority labels. On the other hand,
the proposed approach uses how precisely the models
can reproduce the label distribution.

Accordingly, two types of experiments are per-
formed for comparing these approaches. The first
experiment follows the evaluation of the consensus
approach, while the second follows the evaluation of
the proposed approach. The first experiment treats
their output as single labels, whereby the proposed
approach is forced to output a single label with max-
imum probability. The second experiment compares
their outputs as distributions. That is, these two meth-
ods are compared on how accurately they can infer
joint probability distributions.

Note that the first experiment uses only samples
where the coders reached a consensus (such as X-
dominant types), because such an agreement in an-
notation is inherently assumed in the consensus ap-
proach. The condition of the successful consensus is
that the voting rate for a perceived empathy type
exceeds a threshold, 7 = .5/.75/1.0. Although seldom
required in the consensus approach, the threshold is
introduced to approximately assess the impact of the
extent of inter-coder agreement on the performance.

5.2 Hypothesis testing

The proposed model is compared with K — 1 baseline
models (K =9) by using the Friedman test followed
by the Nemenyi test, as recommended in [66]. The null
hypothesis is that all the models are equivalent and so
their average performance ranks should be equal. To
eliminate the temporal dependency of our perceived
empathy data, we use the mean ranks of the four
conversation groups (group-level tests), and the mean
ranks in 40-sec non-overlapping thin slices (temporal
windows) of the data (block-level tests)!?. The group-
level tests aim at evaluating the generalizability of the
models to brand-new four-person groups. However,

10. We first merged all frames into a single sequence (vector),
then divided it by a fixed length. The block size was determined
so that the autocorrelation of the merged sequence converges to
a sufficiently low value. Consequently, the autocorrelation is 0.008
with block size of 1,200 frames.
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because we have few groups, we also perform the
block-level tests to simulate a situation with larger
sample size (N = 4 for group-level tests, and 215
for block-level tests). To verify the statistical impact
of conversation groups, sessions and pairs on the test
statistics, bootstrapping [67] is employed.

The test proceeded as follows: first, K models were
ranked in each frame according to their accuracies,
and the average ranks were calculated in each group
or each block; this yielded N original test samples
for each model. Second, the overall rank difference
between K models was assessed by the Friedman
test. Consequently, the null hypothesis was rejected
at p < .05 for all the tests. Thus, in the post-hoc
pairwise comparison, N rank differences between the
models were then obtained for the original samples
and 100,000 bootstrap samples!!. Finally, the p-value
was obtained as the rate of the bootstrap samples that
yielded a larger absolute difference in mean rank than
the original absolute rank difference. In the post-hoc
test, the critical values were corrected by dividing by

VE(K+1)/6N.

5.3 Comparison with baseline models

Table 2 shows the inference accuracies obtained with
the proposed and baseline models. The proposed
model statistically outperforms most baseline models
to a significant degree. Although the baseline with
the average distribution yields non-significant differ-
ences for both similarity measures at the group level
(p > .05), the corresponding effect sizes (r = .69
for both), calculated as r = z/v/2N with reference
to [68], are judged as “large” according to Cohen'’s
criteria [69]. At the block level, all the models show
statistical significance (p < .005). These results suggest
the validity of our hypothesis, namely that modeling
variability in annotators is important, and FEs and
gaze are key nonverbal behaviors as regards perceived
empathy.

Table 3 shows the inference accuracy (OA) for each
perceived empathy distribution type. This helps us to
understand the characteristics of the proposed model
in more detail, although further analysis is required
to explore the impact of each distribution type on
the conversation. Table 3 suggests that gaze and FE
contribute to different distribution types; specifically,
FE is needed to infer the distributions that include
the perception of Strong empathy, such as Strong-
Empathy-dominant distributions, and No empathy-
inferior distributions.

5.4 Comparison with consensus approach

The aforementioned two types of experiments demon-
strated that the proposed approach statistically signif-
icantly outperforms the consensus approach.

11. Although a larger bootstrap sample size is more desirable, the
statistics sufficiently converged with this size in our experiment.

TABLE 2
Average inference accuracy of perceived empathy
Model [[ OAT (rank{) | RMSE] (rank{)
Proposed
Gaze + FE || .721 (4.14/4.01) .208 (4.10/3.97)
Gaze only || .692 (4.66*/4.69%**) 227 (4.62*/4.64**%)
FE only || .635 (5.72*/5.71*%) | 260 (5.63**/5.63**%)
Baseline
Flat dist. || .605 (6.28*/6.27+*%) | 287 (6.21%*/6.21**)
Avg. dist. || .684 (4.74/4.88%*%) 230 (4.67/4.77%)
Majority || .701 (4.97%/5.23%*) 232 (5.06*/5.33*%)
Consensus
T=.5 || 719 (425/4.16%) 214 (4.28/4.19*+)
T=.75 | .703 (4.76/4.66***) 228 (4.80/4.72%*)
T=1.0 || 668 (5.49*/5.39*%) | 257 (5.63**/5.52*)

“1” and “]” denote higher and lower performance. OA and RMSE
values are the averages for target frames and participant pairs.
Left and right hand sides in each bracket indicate the means of

group- and block-level ranks, respectively. Symbols “*”, “**”, and

%7 denote p < .05 p < .01, and p < .005, respectively, for the
difference in the mean ranks from the proposed gaze + FE.

In the first experiment, the correct recognition rates,
which are the hit rate of majority labels, of the
proposed and consensus approaches are .818 and
.752 (frame average), respectively, and p < .005 (the
Wilcoxon signed-ranks test through a similar proce-
dure in 5.2, where the number of test samples was
214). The above recognition rates were obtained with
full agreement (7 = 1.0). Similar results were obtained
for different 7 values between .5 and 1.0.

Table 2 summarizes the results of the second exper-
iment. The significance decreases according to the de-
crease in 7. For example, the consensus approach with
7 = .5 yields the most comparable results for the pro-
posed model; p > .05,r = .57 (large effect size [69]) at
the group level, and p < .05, = .12 (small effect size
[69]) at the block level. These results well summarize
the characteristics of our model. The generalizability
of the proposed method to a new conversation group
is greater than that of the consensus approach to a
practically significant degree (at least a small effect
size), while to obtain the statistical significance the
conversation length should be roughly equal to or
longer than 7.4 min (the average conversation length
in our data); such a case is common in particular for
multi-party conversations.

Moreover, as expected, the results show that the
proposed approach is superior, especially for scenes
where coders disagree marginally. The inference ac-
curacies of the proposed and consensus approaches
with 7 = 1.0 are .721 and .668 in total; .614 and
564 for X-dominant distributions, and .703 and .556
for other distributions, respectively. These results are
supported by a simulation similar to that described
in 3.4.3, where expected distributions are modeled
with a multinomial distribution. If the inter-coder
agreement is marginal, the consensus method some-
what ignores the tails of distribution. For example, if
the event probability distribution of the multinomial
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TABLE 3
Inference accuracy for each distribution type of perceived empathy with regard to the distribution similarity OA

Model Frame | Type Typel Type2 Type3 Type4 Typeb Type6 Type7

avg. avg. (SE- (WE- (NE- (SE- (WE- (NE- (Flat)

dom) dom) dom) inf) inf) inf)

Proposed model (gaze + FE) 721 .665 464 .630 747 .809 .582 .647 775
Gaze only 692 | .636 397 595 697 841 590 551 779
FE only 635 | .694 751 563 601 700 698 734 807

SE, WE, and NE mean Strong empathy, Weak empathy, and No empathy, respectively.

distribution is equal to the actual mean distribution
p = (.11,.39,.50) and the number of observers is
nine, then the probability that each class becomes the
majority is (.008,.3,.6) by omitting ties; the resulting
distribution is biased towards the majority.
Moreover, the proposed and the consensus methods
are identical in extreme cases where numerous coders
fully randomly or consistently give labels to samples.
Of particular note is the former case, where the event
probability is (1/3,1/3,1/3), and the probability that
each class becomes the majority is equal to the event
probability. This means that both methods train the
model by using a flat distribution. However, most
consensus approached do not accept this case where
the majority changes at random among the samples.

6 DISCUSSION

We consider that the validity of the proposed frame-
work in analyzing the process of perceived empathy
was basically confirmed by the quantitative evalua-
tion. However, this research is still in the development
phase, and further advancement is possible.

First, the categorical treatment of FEs in the present
study did not show excellent inter-coder agreement.
To increase the agreement of the FE annotation,
physical-motion-based descriptions would be more
appropriate, for example Ekman and Friesen’s FACS
coding of FEs [16]. Such a description would also
be helpful in realizing a person-independent FE rec-
ognizer. Other possible choice is to handle the FE
labels of multiple coders as distributions, as with
empathy perception labels. However, this does not
appear to be very effective, because the inter-coder
agreement of FE (x = .500) is much higher than that
of empathy perception (x = .249). Moreover, despite
the employment of the fewer coders, the reliability
statistics appear to be higher than those in some previ-
ous studies, e.g. [70]. Possible reasons for this are that,
unlike the previous studies, the sex, age, ethnicity, and
culture of the interlocutors and observers are similar
or the same, and the observers viewed the videos
without accessing the audio signals.

Next, the proposed models only describe instan-
taneous relationships between participant gaze and
FEs and observer impressions. However, observers
would also focus on other behavioral cues such as
head gestures and proximity, as well as prosody and

verbal messages with recourse to audio. In addition,
the time lag of behaviors between a pair (action
and response) would inherently affects the perceived
empathy. Furthermore, although this paper assumes
the independence of pairs, social pressure effects [13],
for example, suggest that this is not always the case.
It would be very interesting to relax this assumption.

To further explore the perception process, more
samples of perceived counter-empathy are required
from more conflicting situations such as debates and
marriage counseling/discussion [44]. In addition, al-
though the present study employed a forced choice
using a 5-point scale, continuous metrics, such as [23],
would be more suitable. Furthermore, the perceptions
would differ with the observation environment. First,
a limitation of the present study is that the gaze
patterns were given to the observers in advance.
The independent labeling of the gaze patterns would
make it possible to investigate what features the
observers focused on. Second, the observers in the
present study were generally able to continue watch-
ing both participants at the same time on the regular-
sized monitor. However, participants in face-to-face
conversation necessarily miss some of the others’
visual behaviors due to the limited field of view of
the human visual system.

Another interesting topic would be to explore the
way in which the observer is affected by perceiv-
ing the empathy between a pair. According to the
perception-action model [48], perceiving empathy be-
tween a pair could automatically trigger behavioral
coordination and a feeling of empathy in the observer
to the pair. If the observer is a real side partici-
pant, his/her empathic response will newly arouse
other side participants to perceive empathy between
him/her and the pair.

7 CONCLUSION

This paper presented a research framework for un-
derstanding the empathy aroused during conversa-
tion. By focusing on the empathy shared between
pairs of people, we introduced the idea of objectively
describing observers’ impressions as a collection of
impressions of external observers, and then set the
problem of creating a model that could use par-
ticipant behaviors to generate valid distributions of
impressions. An experiment employing the proposed
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evaluation method demonstrated that the proposed
computational model well recreates the distribution of
observers’” impressions from the co-occurrence of par-
ticipants” gaze and facial expressions. This research is
still in its developmental phase, and various possible
enhancements were discussed.
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