Investigating Homophily Bias in Two Large Language Models

Anonymous ACL submission

Abstract

The use of generative large language mod-
els (LLMs) has been spiraling in recent years.
Thanks to improvements in training regimes,
these models produce fluent text and inter-
act with humans in an unprecedented way.
Consequently, researchers have begun inves-
tigating the "cognitive" abilities and biases of
LLMs. One cognitive bias which is particu-
larly interesting for interaction is homophily.
In this work, we analyze two popular models
(Llama 3.2 3B and GPT-40-mini) to assess the
degree of homophily across nine different hu-
man attributes, accounting for two other cog-
nitive biases, namely framing and order bias.
Our findings suggest that, while Llama 3.2 3B
exhibit traces of framing and order bias, GPT-
4o-mini exhibits homophilic bias, particularly
with respect to political view and personality
type. This has significant implications for echo
chambers, disinformation dissemination, and
social polarization in Al systems that utilize
LLMs. Our results highlight the need for rig-
orous investigations into homophily to ensure
responsible Al deployment.

1 Introduction

Large Language Models (LLMs) have demon-
strated remarkable capabilities in processing and
generating natural language. Their rapid advance-
ment in recent years has paved the way for their
adoption in recommender systems (Kim et al.,
2024), coding assistants (GitHub Copilot; Jet-
Brains) and conversational search engines (Perplex-
ity Al; OpenAl). Their increasing adoption and
fluency in interaction with humans has triggered
research on LLMs’ behaviors and biases, includ-
ing cognitive biases. Cognitive bias is defined as
a systematic pattern of deviation from the norm
or rationality in judgment (Daniel, 2017; Dobelli,
2013; Eberhardt, 2020). Since LLMs often inter-
act with diverse user bases, it is crucial to ensure
that they produce fair and impartial responses to

avoid reinforcing harmful stereotypes or perpet-
uating discrimination. As humans are prone to
various cognitive biases, the data we create and the
feedback we generate, which are then used in their
training, are likely to cause similar biases in LLMs.
The presence of such biases in LLMs may influ-
ence their decision-making, responses, and overall
interactions with users (Sumita et al., 2024).

Although the study of cognitive biases is increas-
ing as these models demonstrate more human-like
text generation, the study of cognitive biases is
mostly focused on anchoring effect (Talboy and
Fuller, 2023; Lou, 2024; Echterhoff et al., 2022),
framing (Bian et al., 2024; Suri et al., 2023), or
heuristics (Jones and Steinhardt, 2022). Ho-
mophily, the tendency to associate with similar
others (McPherson et al., 2001), is a relevant cog-
nitive bias that can appear in conversational LLMs
and cause communication failure. Although ho-
mophily has been extensively studied in human
networks (Ertug et al., 2022; Kossinets and Watts,
2009), its presence in LLMs remains understud-
ied. In the study at hand, we aim to investigate
homophily while considering the influence of other
biases, such as framing (Echterhoff et al., 2022) and
order bias (Sumita et al., 2024). Our goal is to pro-
vide insights on how characteristics of a person can
influence judgment of the machine. This investiga-
tion raises critical concerns about the emergence
of echo chambers (Jamieson and Cappella, 2008),
bias propagation, and fairness in systems that rely
on LLMs.

Practically, we construct a synthetic dataset of
personas with nine distinct attributes and let the
LLM act as a judge to determine whether two per-
sonas would form a relationship based on their
attributes. By varying individual attributes in per-
sonas, we measure changes in the LLM’s responses
to quantify the effect of each attribute on relation-
ship formation. Our key contributions lie in design-
ing the evaluation framework to assess homophily



in LLMs and ensuring the robustness of our obser-
vations by accounting for framing and order biases
that arise during prompting. By incorporating these
biases into our analysis, we provide a better under-
standing of bias in LLMs and its implications for
fairness and user interactions.

2 Related Work

As LLMs become increasingly integrated into tools
like virtual assistants, their susceptibility to create
biased outputs and the techniques to mitigate such
biases have garnered significant attention. In this
domain, Sumita et al. (2024) provide an overview
of the current state of research on cognitive bi-
ases, particularly order bias, compassion fade, the
bandwagon effect, and attentional bias. They also
explore mitigation techniques for reducing bias
in LLMs. A comprehensive study by Malberg
et al. (2024) evaluated 30 different cognitive bi-
ases across 20 state-of-the-art LLMs, confirming
the presence of such biases in these models. Addi-
tionally, Itzhak et al. (2024) examined the effects of
instruction tuning and RLHF on LLMs, revealing
that these methods introduced biases such as the
decoy effect, certainty bias, and belief bias.

Beyond these biases, LLMs also exhibit human-
like social dynamics in network formation. Pa-
pachristou and Yuan (2024) demonstrated that
LLMs adhere to key social principles, such as pref-
erential attachment (Barabasi and Albert, 1999),
triadic closure (Granovetter, 1973), and homophily
(McPherson et al., 2001), resulting in networks
with distinct communities and small-world char-
acteristics. Similarly, Chang et al. (2024) found
that while LLMs can generate realistic synthetic
social networks, they were systematically prone to
overestimating political homophily.

Previous works studied homophily in LLMs by
analyzing emergent network formation patterns.
What distinguishes our work is our methodology:
we record the token probabilities that indicate rela-
tionship formation between persona pairs (Roccas
et al., 2002) derived from psychological founda-
tion and evaluate how modifications to persona
attributes influence the model’s judgments. By
varying our prompts we also take into considera-
tion the effect of other biases such as framing and
order bias.

3 Methodology

Our overall methodology consists of prompting
an LLM to analyze two personas and assess their
likelihood of forming a relationship based on per-
sonal attributes. We focus on friendship as a neu-
tral social context where compatibility plays a key
role. By measuring probability shifts in the LLM’s
responses when each attribute is equalized, we
quantify the influence of that specific attribute on
relationship formation. To systematically evalu-
ate these effects, we use a dataset of 25 unique
personas spanning nine attribute categories. Our
prompts are structured with four key components,
described below, to inform the model about the
task, guide its reasoning, and enhance its decision-
making.

Personas Dataset: Following Chang et al.
(2024), we create a synthetic dataset consisting
of 25 unique personas with nine attributes: sex,
age, occupation, political view, openness, consci-
entiousness, extroversion, agreeableness, and neu-
roticism. In our experiments, we consider the fol-
lowing attribute values: sex is binary ("Male" or
"Female"), age ranges from O to 100, and occupa-
tions are uniquely assigned to each persona from
a set of 25 occupations. There are 25 different
occupations (e.g., Scientist, Architect, Software
Engineer, Fashion Designer, Police Officer). Politi-
cal view has three categories: "Right," "Center," or
"Left." Personality traits: openness, conscientious-
ness, extroversion, agreeableness, and neuroticism,
are simplified to "Low" or "High" to reduce the
number of personas.

Prompt Template: Our prompts contain four
components to guide the model to adequate re-
sponses: Context, which provides a role descrip-
tion and background information to clarify the task;
Task Description, instructs the model to analyze
two personas and their attributes to determine if
a relationship forms, outputting "0" for No and
"1" for Yes; Few-Shot Examples (FSE), which
offer examples to guide the model’s output, with
attribute values masked by generic placeholders
to prevent bias; and Persona Descriptions, which
include persona attributes in JSON format.

Procedure: To measure the bias the LLM is
prompted with the instructions described above
along two distinct personas, namely persona A and
persona B from the dataset (600 pairs). The goal
is to measure how matching of different attributes
between two personas effect the likelihood of the



LLM deciding whether these two personas form a
relationship (Output "1"). To collect the probabil-
ity, the logit of the model for output "0" and "1"
is passed through a softmax function to obtain a
normalized probability distribution corresponding
to negative and positive response. We record these
probabilities as the ground probabilities pq,,,,,, for
the particular persona pair (o) . We then search
for dissimilar attributes in pair of personas (o)
where £ indicates the target dissimilar attribute. By
equalizing attribute «vz from Persona B in favor of
Persona A and re-prompting we measure how this
change effects the new decision of the LLM.

Since the decision is binary, we are only inter-
ested in the probability of token "1" to measure the
probability shift, representing a positive response.
Thus, the change associated with equalizing the
attribute v is calculated as the difference in the
probability of token "1" before and after equaliza-
tion:

Aq,

= pak - paground

With this formula, we can calculate the amount
of probability shift as well as direction of the shift.
Positive shift indicates that personas are more likely
to form a bond and negative shift indicates equal-
izing oy had negative effect on relationship forma-
tion. We repeat this procedure for every dissimi-
lar attribute in a single pair and for every unique
persona pairs (600 pairs, 3451 combinations of
dissimilar attributes between personas).

We also account for framing and order bias.
These biases appear in the prompts themselves in-
fluencing the decisions of the model based on the
order of prompts or framing of the task. We ran
our experiments with 3 different variations of the
prompts (detailed in Section 4) and observe how
the decision of the model for the same two personas
ground truth changes as we vary the prompt with
the same semantics:

Av _ |p(v1) (v2) |’

Qground pag'r‘ound

where vl and v2 are the two versions of the
variation type v in the prompts.

4 Experiments

LLM Configurations: We evaluated an open-
source model and a proprietary model in our experi-
ments, respectively, Llama 3.2 3B (Meta Platforms,
2024) and a bigger model GPT-40 mini (OpenAl,

2024). We chose these models because they be-
long to the most popular LLM families. We run the
Llama 3.2 3B model locally on a desktop machine
with an NVIDIA RTX 3070 using the HuggingFace
transformers library.! The GPT-4o mini inference
calls were performed using the OpenAI APL.?

Bias Variation Llama 3.23B GPT-40 Mini
. Perspective 0.444¢.135 0.0480.156

Framing Context 0.0670.066 0.0350.117

Order Example Order 0. 135()4()9() 0013()4[]56

Table 1: The mean and standard deviation of changes in
the probability of token "1" for each prompt variation
E(A,))

Prompt Variations: To account for other biases
such as framing and order bias, we include three
variations for the prompts. Perspective Shift, Tak-
ing into account framing bias, models are directed
to: act as a third-party judge instructed to evaluate
the compatibility of two personas or impersonating
one of the personas to determine its compatibility
with the other persona. This allows us to see how
the framing of the task influences our results and
the decisions of the model. Context Inclusion,
When the model acted as a third-party judge, we
also studied a prompt variation that included ad-
ditional context, pointing to the LLM’s role as a
volunteer subject in a sociological research exper-
iment also involving framing bias. Order Varia-
tion, we account for order bias by switching the
position of the positive and negative few-shot ex-
amples in the prompt template with the underlying
task description remaining the same. If models pro-
duced different output probabilities to these prompt
variations, it indicates a degree of framing bias and
order bias in the model and, consequently, lower
reliability of the results.

These prompt variations allow us to examine
whether an LLM’s response remains consistent de-
spite syntactic differences. By identifying and elim-
inating potential biased samples, we ensure that any
observed changes in the homophily results can be
better attributed to the presence of this bias and is
not contaminated by user prompt biases.

5 Results

In our initial analysis, we examined framing and
order bias using pairs of original personas. This
"HuggingFace Transformers library: https://huggingf

ace.co/docs/transformers/
2OpenAI API: https://openai.com/api/
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experiment aims to quantify the extent to which
an LLM’s judgment is influenced by three factors
namely: perspective shift, context inclusion, and
order variation, described in Section 4. The results
are presented in Table 1.

From Table 1, it is evident that across all vari-
ations, Llama 3.2 3B exhibits greater sensitivity
to prompt framing and example order than GPT-
40 Mini. The most pronounced effect is observed
in the perspective shift condition particularly per-
spective shift, where Llama 3.2 3B undergoes a
substantial probability shift (A, = 0.444). In con-
trast, GPT-40 Mini remains largely unaffected by
changes in its instructed role, displaying only a
minor probability shift (A, = 0.048). We hypothe-
size that such biases emerge in smaller models due
to their limited capacity to generalize across diverse
prompts. This constraint makes them more suscep-
tible to effects in presentation, leading to increased
sensitivity to framing and order biases. Conversely,
larger models, with their greater parameter capacity,
can better learn intricate relationships in the data,
thereby mitigating these biases and demonstrating
improved robustness.

These findings provide insights into model be-
havior under different task framing and persona
representations. To ensure that our homophily anal-
ysis remains unaffected by framing and order bi-
ases, we filtered out samples in which the model’s
decision completely changed due to these factors.
This allowed us to isolate homophily effects and
analyze relationship formation in a bias mitigated
setting.

In the next experiment, we examined persona
pairs that were not affected by framing and order
biases and assessed the probability shift of the "1"
token when equalizing individual attributes. The
results, shown in Figure 1, illustrate distinctions
between the two models. Unlike framing and or-
der bias, where user prompt played a role, here
we observe that GPT-40 Mini consistently exhibits
greater probability shifts under homophily con-
dition, favoring those that match (positive shift).
In contrast, Llama 3.2 3B remains largely insen-
sitive to homophily effects, except for political
views. Figure 1 further highlights that in GPT-
4o Mini, the strongest relationship formation shift
occurs with the attribute openness (A, = 0.164),
while the weakest shift is observed for occupation
(Aq, = 0.008). Interestingly, for sex, the model
exhibits a negative shift, suggesting a preference for
opposite sex pairs, indicating potential influence

Political View

Sex

Openness
Neuroticism
Agreeableness
Extraversion
Conscientiousness
Occupation

Age

Categories ax

Llama 3.2
B GPT-40 mini

-0.05 0.00 0.05 0.10 0.15 0.20
Mean Probability Shift E[Aq,]

Figure 1: Probability difference for token "1" when
equalizing attribute after we removed samples contami-
nated with framing and order bias.

from the underlying meaning of "relationship" as
romantic. This aligns with prior findings on stereo-
typical biases in language models (Kotek et al.,
2023). Similarly, Llama 3.2 3B shows considerable
homophily bias where opposing political views are
more likely to form relationships (A,, = —0.048).

Overall, our experiments demonstrate that
Llama 3.2 3B exhibits considerable framing bias in
form of perspective shift but is slightly affected by
order bias. In contrast, GPT-40 Mini is more resis-
tant to framing and order biases but exhibits pro-
nounced homophily bias across all nine attributes
under study. These findings highlight behavioral
tendencies in different model architectures and em-
phasize the need for bias mitigation strategies tai-
lored to specific model characteristics.

6 Conclusion and Future Work

In this work, we systematically investigated the
presence and extent of homophily in LLMs taking
into consideration the existence of prompt-based
cognitive biases namely framing and order bias.
We particularly focus on how nine different hu-
man attributes influence the likelihood of relation-
ship formation. Our experiments revealed that
while GPT-40 mini is less prone to framing and
order bias, it showed a considerable amount of
homophily when equalizing those attributes. On
the contrary, Llama 3.2 3B demonstrated a con-
siderable amount of framing and order bias while
showing homophily only on the political view. In
future work, we would like to expand the studied
LLMs to include a broader range of size classes,
ensuring a more comprehensive understanding of
homophily in LLMs.



7 Limitations

A major limitation of this study is the limited num-
ber of investigated LLMs. With the increasing
number of models and their capabilities across var-
ious domains, we lacked the resources to compre-
hensively analyze all of them. Consequently, we
restricted our study to two of the most widely used
LLMs in existing research. This limitation may
constrain the generalizability of our findings.

Another limitation of our work stems from the
selection of attributes. Although numerous psy-
chological factors influence relationship formation,
we restricted our analysis to nine attributes, which
may introduce bias into our results. In particular
the choice of biological sex over gender is one of
those choices. Additionally, the categorization of
our attributes represents another constraint. We
acknowledge that the binary classification of cer-
tain attributes (e.g., personality factors) does not
encompass the full spectrum. However, to ensure
feasibility, we prioritized attributes that the model
was more likely to recognize and distinguish. This
decision may also impact the generalization of our
findings.

Lastly, cognitive biases inherent in the prompts
of a user could influence the model’s decision-
making. While numerous biases may be at play,
we focused on two familiar ones namely order bias
and framing bias, leaving the exploration of other
biases for future work.
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