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Abstract

Robustness to modeling errors and uncertainties remains a central challenge in
reinforcement learning (RL). In this work, we address this challenge by leveraging
diffusion models to train robust RL policies. Diffusion models have recently gained
popularity in model-based RL due to their ability to generate full trajectories "all at
once", mitigating the compounding errors typical of step-by-step transition models.
Moreover, they can be conditioned to sample from specific distributions, making
them highly flexible. We leverage conditional sampling to learn policies that are
robust to uncertainty in environment dynamics. Building on the established con-
nection between Conditional Value at Risk (CVaR) optimization and robust RL, we
introduce Adversarial Diffusion for Robust Reinforcement Learning (AD-RRL).
AD-RRL guides the diffusion process to generate worst-case trajectories during
training, effectively optimizing the CVaR of the cumulative return. Empirical re-
sults across standard benchmarks show that AD-RRL achieves superior robustness
and performance compared to existing robust RL methods.

1 Introduction

Reinforcement Learning (RL) has produced agents that surpass human-level performance in various
domains [29} 155, 146} 45, 30]. However, the same policies are notoriously sensitive to small dynamics
changes, sensor noise, or hardware mismatch, all of which can cause dramatic performance collapse.
In safety—critical domains such as robotics, finance, or healthcare—where collecting new data is
expensive, risky, or legally restricted—robustness to modeling errors is at least as important as
maximizing nominal reward.

Model-based RL improves sample efficiency by learning a world-model and planning within it, but
faces two key robustness obstacles: (i) compounding errors, which accumulate over long horizons
[56l 18]]; and (ii) the Sim2Real gap, where controllers that succeed in simulation fail after minor
real-world deviations [41}6]. Compounding error occurs in autoregressive models, where the model
predicts one step ahead and then is fed its own prediction back: the state predicted at time ¢ is used to
predict the state at t4+1. Small one-step errors accumulate, the trajectory moves away from reality,
and performance degrades. The Sim2Real gap arises because, even with a highly accurate simulator
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that minimizes unrealistic artifacts, simulated physics can never perfectly replicate reality. This
discrepancy leads to reduced real-world performance due to inherent modeling inaccuracies. To
overcome these challenges, RL algorithms should be made more robust by optimizing not only the
expected return but also the performance under adverse or uncertain dynamics.

Recently, diffusion models have been proposed to mitigate compounding errors by generating entire
trajectories rather than predicting one step at a time [38,[17]]. While this reduces error accumulation,
diffusion models remain imperfect: the trajectories they generate may deviate from real-world
dynamics. As a result, transferring policies learned in simulation to the real world remains challenging.
Despite recent progress, diffusion-based RL methods often struggle to maintain robustness when
deployed in environments with unseen or perturbed dynamics.

Adversarial and risk-sensitive approaches have been explored to enhance robustness against model
errors. These methods introduce worst-case perturbations during planning [35, [37]], or optimize
Conditional Value at Risk (CVaR) objectives, which have been shown to improve resilience to both
reward variability and model inaccuracies [34,15]. In this work, we show that diffusion models and
CVaR-based approaches can be seamlessly integrated to complement each other. We propose Adver-
sarial Diffusion for Robust Reinforcement Learning (AD-RRL), a novel algorithm that combines the
strengths of diffusion models and CVaR-based robustness. By leveraging trajectory-level generation
to mitigate compounding errors and incorporating risk-aware objectives, AD-RRL enhances the
adaptability and robustness of RL agents to modeling mismatches and environmental uncertainty.
More precisely, we make the following contributions.

(a) We present Adversarial Diffusion (AD), a guided diffusion model that for a given policy, generates
trajectories that are challenging for the agent and result in relatively low rewards. These trajectories
are either rare in the current environment or originate from unexplored regions of the domain.
We show that by learning from such adversarial scenarios, the agent can improve its robustness
to modeling errors. To generate these trajectories, we leverage the CVaR framework, applied to
trajectory rewards, and demonstrate how guided diffusion can be used to efficiently implement this
objective. This mechanism forms the foundation of AD.

(b) Building on this, we introduce AD-RRL, our RL algorithm that integrates AD within the Advan-
tage Actor-Critic (A2C) framework. AD-RRL significantly enhances the agent’s adaptability and
robustness. We empirically evaluate AD-RRL across multiple environments from the Gym/MuJoCo
suite, showing that it achieves superior robustness to modeling errors. In transfer scenarios involving
variations in physics parameters, AD-RRL consistently outperforms state-of-the-art baselines.

2 Related Work

Model-Based Reinforcement Learning. In Model-Based Reinforcement Learning, the agent
uses a model to generate new data, through which it is possible to plan further without interacting
with the environment. This is essential for settings where collecting new data is impossible, illegal
or dangerous. The parametric approach has received a lot of attention thanks to the constant
improvements of function approximators, such as Deep Neural Networks [32,[7,118,116L|53]]. Recently,
Variational Auto Encoders [19] and Transformers [54]] have seen many successful applications as
powerful models for environment dynamics [28} |39} 42, 12} [11]], leading to state-of-the-art methods
in terms of sample efficiency and performance [13]]. These methods rely on bootstrapping to generate
trajectory samples. The state prediction generated by the model is fed again as input to the model
to predict the next state. As a result, these methods introduce two sources of error: one coming
from an imperfect model and one from the input of the model always being wrong, except for the
first timestep. The sum of these errors is commonly known as the Compounding Error problem of
Model-Based methods. Multi-step prediction solutions have been proven effective even before the
introduction of Diffusion models, for example by learning H models to look H steps into the future
[3]]. It goes without saying that this approach results in a much higher learning complexity with
respect to single-model approaches. Only recently, with Diffusion models becoming more popular,
we have seen the rise of more efficient multi-step Model-Based RL methods [38. [17].

Diffusion Models in Reinforcement Learning. Diffusion models are inspired by non-equilibrium
thermodynamics [47, [15]], defining data generation as an iterative denoising process. Beyond being
powerful function approximators, they also offer a natural way to condition the data generation
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Figure 1: A high-level overview of AD-RRL. Following a Dyna-like structure [49], the algorithm
iteratively: samples trajectories from the real environment with a given policy 7, improves the
Diffusion models on the collected data, uses an Adversarially Guided Diffusion model (SectionE]) to
generate challenging synthetic trajectories which in turn are used to improve 7. The loop is repeated
until convergence to the optimal policy 7*.

process on labels [10]. Recently, diffusion models have gained significant attention in the RL
community. They have been used to model system dynamics, generating trajectory segments by
predicting either states [} 58], actions [4} 22], or both [[17, 24]. Guidance techniques can further
refine trajectory generation by conditioning the process on value estimates, promoting high-expected-
reward sequences. Additionally, diffusion models have been employed for policy modeling [56. 14]
and value function approximation [26]. Most research on diffusion models in RL has focused on the
offline setting. In this paper, we shift the focus to the online case, building on PolyGRAD—an online,
Dyna-style Model-Based RL method that uses diffusion for modeling dynamics [38]. While prior
work primarily uses conditioning to generate high-reward trajectories, we take the opposite approach.
Our goal is to generate challenging trajectories—those that are underexplored or unlikely—so the
agent can learn a more robust policy, better suited to handling changes in dynamics and modeling
errors.

Robust Reinforcement Learning. Classical RL can struggle to generalize when test environments
deviate from training due to model errors or shifts. Robust RL addresses this by accounting for
uncertainty in actions, states, and dynamics. One line of work regularizes transition probabilities
within a defined uncertainty set [9} 20} 25]. This kind of methods, despite being theoretically sound
and robust, do not scale well to more complex environment.

A well-known approach to tackling complex robust RL problems while maintaining theoretical
guarantees is to frame the optimization problem as a two-player game [31]. In this framework, two
players are trained iteratively to solve a maximin optimization problem: the primary agent aims
to maximize the expected cumulative reward, while an adversarial agent attempts to minimize it
by introducing disturbances. For instance, in Robust Adversarial Reinforcement Learning (RARL)
[35], the adversary applies external forces to disturb the environment’s dynamics. Max-min TD3
(M2TD3) [50] follows a similar strategy, solving a maximin problem to maximize the expected
reward under worst-case scenarios within an uncertainty set. In Noisy Action Robust MDPs [51]],
the adversary perturbs the agent’s actions, while in State Adversarial MDPs [48], the adversary
introduces perturbations to the state, resulting in a Partially Observable MDP formulation.

Several Robust RL algorithms use CVaR to constrain their optimization problems [57]. For instance,
CVaR-PPO is an extension of PPO [44] solving a risk-sensitive constrained optimization problem
that constrains the CVaR to a given threshold.



Finally, we have algorithms using Domain Randomization (DR) [52]], where the agent maximizes the
expected return on average, over a predefined uncertainty set for some given environment parameters.
These classes of methods have been proven very effective in domains such as robotics [23]. However,
they do not aim to be robust to the worst-case scenarios, and might fall short when tested on
environments outside of their training distribution.

3 Background and Problem Statement

3.1 Markov Decision Processes and Reinforcement Learning

Consider a Markov Decision Process (MDP) M = (S, A, P,r,v), where S and A are the state
and action spaces, respectively, P(-|s,a) is the transition probability function, r(-|s,a) is the
reward function and ~y is the discount factor. By interacting with the MDP, a Reinforcement
Learning agent is able to collect sequences of states, actions and rewards, forming trajectories
T = (80,G0,70,---,SH,aH,TH). The objective of the Reinforcement Learning agent is to learn
an optimal policy 7* maximizing the policy value v, (s) = E;[Y o) v'ritit1]|s: = s]. In this
paper, we consider a model-based RL setting, where we use a diffusion model to approximate the
distribution of trajectories under a given policy. Specifically, if p™ denotes the true distribution of the
trajectories 7 under policy 7, the diffusion model samples trajectories with distribution pg close to
p™. We adopt a Dyna-style approach [49], where the diffusion model and the policy are iteratively
updated: the policy is improved using data collected from the model, while the model is improved
using samples gathered from the target environment using the learned policy.

3.2 Robust RL through the Conditional Value at Risk.

‘We now discuss Conditional Value at Risk (CVaR) and its connection to Robust RL.

Conditional Value at Risk. When learning policies robust to modeling errors, a framework
commonly used is the one of Conditional Value at Risk. We define the return of a trajectory 7 by

Z(T) = Zio ~tr, where 7, is the reward obtained at time ¢ in this trajecto Under a policy 7,
Z (1) is a random variable with cdf F'. The Value-at-Risk (VaR) of Z at confidence level o € (0,1)
corresponds to its « quantile:

VaR? (Z) = max{z|F(z) < a}. (1
The Conditional Value-at-Risk (CVaR) of Z is then defined as the expected value of Z on the lower
a-portion of its distribution

CVaR™ (Z) = E.[Z|Z < VaR"(Z)]. @)

CVaR dual formulation and its connection to robustness to modeling errors. An alternative
way of defining CVaR stems from its dual formulation [2} 40]:
CVaR[(Z) = min E .~ [&(T)Z(T)], 3)
EeUSR
where ¢ acts as a perturbation of the return Z. This perturbation belongs to the set Uy, called the
risk envelope and defined as

e = { g € [0, 2] Brnpeletml =1 }. @

(3) states that the CVaR of Z can be defined as its expected value under a worst-case perturbed
distribution.

In RL, optimizing a CVaR objective introduces robustness to model misspecification. This is exactly
because of the dual form of CVaR, where the trajectory distribution is distorted by an adversarial
density £(7). CVaR optimization in this case equals maximizing the worst-case discounted reward
when adversarial perturbations are budgeted over the whole trajectory rather than at each time step
[S]. The connection between CVaR and robustness to modeling errors is well established in the RL
field [34, 1377, 135]], and the dual formulation is at the core of our method, as explained in SectionE] and

Appendix [B]

>To avoid cluttering, we write Z instead of Z () unless it is required to avoid misunderstandings.




3.3 Diffusion Models

In this work, we adopt a model-based approach to learn robust policies. To achieve this, we harness
the efficiency of diffusion processes to learn a parameterized model pg of the trajectory distribution.
This model allows us to sample trajectories T as if they were generated by the true MDP, enabling
policy training on these synthetic trajectories.

Diffusion models generate data by progressively refining noisy inputs through an iterative denoising
process, pg(7T;—1|7;). This process reverses the forward diffusion, ¢(7;|7;—1), which gradually cor-
rupts real data by adding random noise. Each step of the denoising process is typically parameterized
as a Gaussian distribution

po(Ti—1|Ti) = N(ue(Ti,1), ), )
with learned mean and fixed covariance matrices, both depending on the diffusion step <.

The denoising process is formulated as
N
po(ro.n) = p(rw) [ [ po(rioalTo), (6)
i=1
where p(7x) = N(0, I) and 7 is the real (i.e., noiseless) trajectory. The parameters @ are learned
by optimizing the variational lower bound on the negative log likelihood:

6* = argmin E,, [~ log pe(70)]. Q)
]

where po(70) = | po(To.n)dT1:N.

Guided diffusion. A classifier p(y|7o) adding information about the sample to be reconstructed
(e.g., the optimality of the trajectory) can enhance the generative performance of the diffusion model
(10]

po(Toly) o< pe(To)p(y|To). ®)

By leveraging the classifier’s gradient, we can guide the denoising process toward generating samples
that align more closely with the classifier’s predictions. This method, called Classifier-Guided
Diffusion, generates trajectory samples according to

po(Ti—1|Ti,y) = N(pe(Ti, i) + Xig;, i) C))
where g; = V. 1og p(Y|T)|r=pe (:,i)-

3.4 Problem statement

We consider a model-based Reinforcement Learning setting. For a given policy 7, we learn a model
pe of the distribution of the corresponding trajectories. Our goal is to use pg to improve the policy
and its robustness to modeling errors.

We formulate the problem of learning a robust policy using the following optimization problem:

my = arg max CVaR(,(2) (10)

=argmax min E,,~[{(T)Z(T)]. (11)
™ §eUCR

(TO) describes the objective to obtain the policy that maximizes the return on the worst c-percentile
of the trajectories, in terms of cumulative return. However, directly sampling trajectories from this
worst a-percentile is challenging. In our approach, we leverage the dual definition of CVaR, solving
instead the double optimization problem described in (TI). The problem can be seen as a game
where an adversarial agent £ is perturbing the trajectories distribution under a given policy 7. We
model this distribution via a diffusion model pg, which allows us to leverage guiding techniques. We
introduce adversarial guiding, a method that steers the diffusion process toward sampling trajectories
that minimize the expected return for the agent. Because the adversarial guide actively seeks to
reduce return, the generated trajectories naturally fall within the worst a-percentile. We formally
demonstrate that the resulting adversarially guided diffusion models can be adapted to actually sample
from the worst a-percentile. We also empirically validate our approach.



4 Adversarially Guided Diffusion Models

In this section, we consider a fixed policy 7, and for notational convenience, we drop the correspond-
ing superscripts. We explain below how to efficiently generate adversarial trajectories, sampled from
the set of trajectories Cy, := {7 : Z(7) < VaR,(2)}.

Sampling suboptimal trajectories. To steer the diffusion process towards the set C,, we need to
define the proper guidance classifier, as in . We start from the definition of CVaR,, p,(Z) given in
(). The index pg indicates that the trajectory T from which the return is computed is generated using
the diffusion model pg. We have:

CvaRa,Pe(Z) = ]ETONPS [Z(T0)|TO € CO&L (12)
= /Z(To)pg(To|To € Cy)dTy, (13)
= min_ [ Z(ro)e(rome(ro)dro (14)

fGZ/{C’{/&AR

where the last equality follows from the dual definition of CVaR presented in (3). To steer the
generating process towards trajectories from C,,, we can use the classifier pg(7¢ € C4|T0), since
po(Tol|To € Ca) x po(To)pe(To € Cal7o).

Notice also that if we define £*(7¢) as the solution to the minimization problem in (14), i.e., the
bounded trajectory perturbation minimizing the cumulative reward under the dynamics pg, we have

£ (T0)pe(T0) = po(To|T0 € Cot) x po(T0)pe(To € Cao|T0).

In other words, weighting the distribution with the classifier pg (7o € C,, | T0) is equivalent, up to a
proportionality constant, to weighting pg(7o) according to an adversarial perturbation £*. We can
hence think of applying a guided diffusion to implement this perturbation. However, the set C,, is
not known. To address this limitation, and following the approach of [21]], we introduce a smooth

approximation of pg(7¢ € Cy | 7o), namely exp(—c Zf’: 1 7'r¢) for some constant ¢y > 0. This
approximation is intuitively reasonable, as it biases the generation process toward trajectories with
lower cumulative rewards.

In the following two subsections, we describe how this guided diffusion can be implemented and how
it influences the diffusion process. We also discuss how to tune the guided diffusion to ensure that the
resulting adversarial perturbation £ remains within the risk envelope Ugy;, defined in .

4.1 Perturbed diffusion model

We use the classifier pg(7; € Cq|7;) so that the trajectories T; generated at every step ¢ of the
diffusion process belong to the set C',. We assume that pg(7; € Cy|T;) =~ exp (—¢; Zil vtrt(l))
for some value ¢; > 0 as we did for 7. In the last approximation, the reward ril) represents the
reward collected at time ¢ in trajectory 7; for the ¢-th step of the diffusion process.
As a slight extension of the guided diffusion principle presented in Section we establish the
following result (essentially obtained by applying (9) with y = {; € C,}).
Lemma 4.1. Assume that the denoising process is Gaussian, that is () holds. Assume that for all
i € [N], the approximation pg(7T; € Co|T;) = exp (—¢; Zil vtrt(l)) holds. Then, we can sample
trajectories from pg(To|T0 € C4) using diffusion steps of the form:

po(Ti-1|Ti, Ti—1 € Ca) = N(uo(7i,1) — ¢;2ig;, 5i), (15)
where g, =V Z(ug(74,1)) fori € [N].
The lemma is proved in Section [A]for completeness. The conditional sampling procedure induces the
following perturbed model:

N
Pe(T0) = pe(To|To € Co) x /Hpe(Ti—1|Ti,7'i—1 € Co)p(TN)dT1N. (16)
i=1

We refer to this sampling procedure as an Adversarially Guided Diffusion Model.



4.2 Selecting cq,...,cn

Note that the Adversarially Guided Diffusion Model depends on the constants ¢y, . . ., ¢y, and recall
that the resulting perturbation must lie within the risk envelope defined in (). In the following, we
establish conditions on these constants to ensure this requirement is satisfied. To that end, we first
show in Section [B] that our model pg admits a product-form representation:

Lemma 4.2. The Adversarially Guided Diffusion Model can be expressed as pg(To) = £(T0)pe(T0),

where £(T¢o) = fg(TO’N;’;"(E:;(;:N)dTLN and where £(To.N) = Hi\il &(Ty,Tim1) with

1
(T, Ti—1) = exp (—2(2ciDiTgi + cfg?EgQ), 17

and D; .= (T;—1 — pe(7:,1)).

Note that by definition (since pg is a distribution), we have that E,,[{(7¢)] = 1. Hence, we
just need to verify that (7o) < 1/« for all 7 to ensure that £ belongs to the risk envelope. We
define p such that the trajectories 7; lie in a bounded space C' = {7 : ||T4||cc < p} and such that
[lo(Ti,4)||co < p. In the following proposition, proved in Section [C] we provide conditions on
c1, . ..,cn so that this holds.

Proposition 4.3. For all i € [N}, let n;(a, N) > 0 such that Hf\il ni(a,N) = L.
(a) When for all i € [N],

21 (o, N — o
¢; < min Ong<a’ ), p—|lpe(Ti, )|l 7 (18)
g; 2ig; [12:g] |00

then we have: for all To, £(T¢) < 1/c

(b) Leti € [N]. Assume that 3; is a diagonal matrix with (%;);; € [0,1). Assume n;(c, N) = (1)
2log i (o, N)
9?27‘,91‘ :

2|~

Then, for N large enough, holds as soon as c¢; <

Since our diffusion model uses a cosine noise schedule as in [33]], we have that for all i € [N]
3, = B;I with 5; € [0,1), so we can set ¢; = 2log mi(a,N)

oTs.g  loensure that £ belongs to the risk
envelope.

Remark 4.4. Note that in our analysis, we have assumed for simplicity that the states and the actions
were a one-dimensional vector, so that trajectories become Gaussian vectors. We can extend the
analysis to the case where states and actions are multidimensional at the expense of considering
trajectories as Gaussian matrices. Refer to Section [D|for details.

S Algorithms

We now introduce Adversarial Diffusion for Robust Reinforcement Learning (AD-RRLﬂ which
alternates between model improvement and policy improvement steps (see Algorithm[I). AD-RRL
leverages the adversarial conditional sampling discussed in the previous section to sample trajectories
in the worst a-percentile in terms of return. Our approach is primarily inspired by PolyGRAD [38]]
and Diffuser [[17].

We adopt the common assumption that the policy follows a Gaussian distribution over the action
space, parameterized by i, (s) and o,(s). The policy is deployed in the real environment to collect
new data, which is then used to train both the dynamics model pg and the cumulative reward function
Z¢. Following the standard approach in Dyna-like algorithms [49]], we generate synthetic trajectories
using our learned models (Algorithm [2). These trajectories are then used to train the policy via an
on-policy Reinforcement Learning algorithm.

3The official implementation for AD-RRL can be found on GitHub: https://github.com/
danielefoffano/AD-RRL
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Algorithm 1 Adversarial Diffusion for Robust ~ Algorithm 2 Adversarial Diffusion Trajectory
Reinforcement Learning (AD-RRL) Sampling

1: Input: environment, F; 1: Input: adversarial denoising model pg;
2: Imitialize: policy, 7,,; adversarial denoising 2: reward model Z4; buffer D; level o
model, pg; cumulative reward function Z;

data buffer, D; training iterations M 3: Ty ~N(0,1)
4: 8¢ ~ D
3: form=1,...,M do 5. fort=N,...,1do
4: Sample T ~ E using 7, add 7 to D 6: set 89 < Sg in T
5: Improve pg, Zg on D > Algorithm [3] 7: ¢ = \/2 logni(o, N)/gF 2,9,
6: Sample {7} ~ pg > Algorithm [2| 3: Fio1 ~ Npo(74,1) — i ig;, i)
7: Improve m,, on {7} using RL 9: end for
8: end for 10: return 7

Algorithm [3] illustrates the training procedure for both our diffusion models and is presented in
Section [E] alongside additional implementation details. The pseudocode provided is simplified. In
reality, the diffusion model consists of a noise prediction function eg(7;,¢) from which the mean is
computed in closed form [[15]. This model is trained using the following objective function (derived

from (7))
L(6) = Eie.r[lle — ca(Ti,9)| ],

where ¢ ~ U({1,..., N}) is the diffusion process step, e ~ N (0, 1) is the target noise and T; is the
trajectory 7o ~ D after i steps of the forward diffusion process adding noise €. We update 8 K times,
each time by randomly sampling the step ¢. The model Z is trained to predict the cumulative reward
of the trajectory samples T;.

Both the adversarial diffusion model pg and the cumulative reward function Z4 are used to sample
adversarially generated trajectories in the worst a—percentile. At every step of the diffusion process,
we perform inpainting by substituting a real starting state sq into the generated noisy trajectory 7;.
We then proceed to compute c; according to and the gradient g, = V;Z,. Notice that the
gradient is taken with respect to s, so we only adversarially corrupt the states of the trajectory. To
ensure that the generated actions are consistent with the generated states, we use the PolyGRAD
diffusion guidance method [38]], which generates a sequence of actions guided by the gradient of the
policy 7.

6 Experiments

In this section, we empirically evaluate how robust our method is. During training, the agent interacts
with a fixed instance of the environment. At test time, we alter key physics-related parameters and
assess the agent’s performance against both robust and non-robust baselines. Our experiments are
conducted on several optimal control tasks from the MuJoCo suite: InvertedPendulum, Reacher,
Hopper, HalfCheetah, and Walker. All agents are trained in the default MuJoCo/OpenAl Gym
environment (fixed physics), for 1.5M steps. Additional results are provided in Section [F}

Baseline methods. We evaluate AD-RRL against several state-of-the-art baselines for robust
reinforcement learning:

(a) Domain Randomization (DR) [52], widely used in robotics [23}127]], improves policy generalization
by maximizing expected return over a distribution of dynamics. However, it does not explicitly
account for worst-case or lower-percentile outcomes. We implement DR using PPO and refer to the
resulting method as DR-PPO.

(b) Max-Min TD3 (M2TD3) [50] frames robustness as a minimax optimization problem, training
an actor-critic model to maximize performance under the worst-case dynamics sampled from a
predefined uncertainty set.

(c) CVaR-PPO (CPPO) [57]] augments Proximal Policy Optimization with a CVaR constraint, leading
to a policy-gradient algorithm that explicitly controls the policy’s risk.

Additionally, we compare AD-RRL to other baselines in RL.



(d) PolyGRAD [38]], a diffusion-based model that our work builds upon, generates synthetic trajec-
tories via policy-guided diffusion and trains policies in an online model-based setting. It improves
sample efficiency but lacks explicit robustness to adverse dynamics.

(e) TRPO [43] and PPO [44], two strong model-free baselines, are also included for comparison.
TRPO constrains policy updates using a KL-divergence trust region, while PPO employs a clipped
surrogate objective for improved computational efficiency.

Robustness under varying physical parameters. To verify the robustness of AD-RRL, we vary
several physical parameters of the environment at test time. For Hopper and Cheetah, we vary body
mass, ground friction and environment gravity. For Walker, we modify friction and mass. For Reacher,
we vary all the actuators’ gears (i.e., the torque produced by the actions). For InvertedPendulum, we
change the cart mass, the pole mass and environment gravity.

In Figure |2} we plot the return under the different algorithms and for selected environments and
varying parameters. Additional plots are provided in Section[F.2} In most environments, AD-RRL
consistently outperforms both robust and non-robust baselines. PPO and TRPO appear surprisingly
stable, which is likely a consequence of the well-tuned Stable-Baselines3 implementations—but
are still matched or surpassed by AD-RRL. At the same time, AD-RRL consistently outperforms
both DR-PPO and M2TD3, demonstrating greater stability and achieving higher cumulative rewards
across all environments.

Furthermore, a direct comparison with PolyGRAD (the foundation of our algorithm) highlights that
our modifications significantly improve performance under diverse test-time conditions, enhancing
robustness to large parameter shifts and model misspecifications. This can be clearly seen in Figure[2d]
or Figure[2g| In the Reacher environment (Figure 2) the difference in performance is less evident, but
our model still performs consistently better or on par with the baselines. It is also clear from Figures[2a]
and [2b] that while PolyGRAD achieves slightly better performance on the nominal environment (as
observed in Table EI) it sacrifices robustness under perturbed conditions.

For some environments—see for example Figure [2a] and Figure [ib] (presented in Appendix [F), AD-
RRL performance degrades for extreme changes in the modified parameter (but it remains better than
other algorithms). We hypothesize that this is because our model is generating challenging trajectories
which are nonetheless plausible under the agent policy and environment dynamics. Extreme changes
in the environment physics do not reflect these constraints, and relevant trajectories might not be
generated often.

Performance on the nominal (training) environments. Table|l|reports the final episode returns
(mean =+ one standard error) for five MuJoCo continuous-control tasks. Best results are highlighted
in bold. The results are obtained on the training environment, with the nominal physics parameters.
AD-RRL attains the best mean return on four of the five domains, substantially outperforming
the other baselines, showing that our risk-sensitive training does not trade nominal optimality for
robustness. Only on Hopper, PolyGRAD performs better than AD-RRL, but the margin falls within
overlapping confidence intervals. On the easy Inverted Pendulum task, multiple methods (AD-RRL,
DR-PPO, PPO) reach the maximum score of 1000, as expected.

Hopper Cheetah Walker Reacher InvertedPendulum
AD-RRL 3280.23 +13.83  4126.11 4= 246.96 4357.80 + 187.37 —3.97 £0.13 1000.00 £ 0.00
PolyGRAD  3346.99 + 52.39 3879.16 + 626.40 3489.48 £456.70  —4.48 £0.13 1000.00 £ 0.00
M2TD3 361.73 £ 13.71 3117.16 £55.34  2948.03 £ 598.77 —21.28 £5.75 634.76 + 192.46
CPPO 2595.64 +298.35  2173.30 £422.97 2164.30 £510.60  —6.06 £0.32 979.85 £+ 20.15
DR-PPO 2315.90 +482.17  2429.46 + 558.93  2385.19 £ 589.49 —15.80 + 1.44 1000.00 £ 0.00
PPO 2998.90 +432.28  2408.20 £ 546.33  1894.03 £349.06  —5.17 £ 0.57 1000.00 £ 0.00
TRPO 3270.27 £273.04 2014.91 +539.64 3090.80 £267.79  —6.22 £0.85 960.60 £+ 39.40

Table 1: Return on the training environment (nominal physics parameters) for MuJoCo continuous-
control tasks.

Sample efficiency. The learning curves in Figure 3] (see Appendix [F.I)) show that AD-RRL reaches
higher or matching final performance with the same number of samples as the baselines, and in several
cases converges faster. Hence, our adversarially guided diffusion not only preserves (or improves)
performance on the training environment (with nominal physics parameters), but also matches the
sample efficiency of state-of-the-art model-based and model-free alternatives. In Section[F:3] we
perform an ablation study comparing AD-RRL trained on 1.5M samples against the Model-Free
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Figure 2: Average return across variations in selected physics parameters. Shaded regions indicate +
one standard error.

Baselines trained on 3M samples. This way we allow the model-free methods to compensate for their
lower sample efficiency by leveraging their computational efficiency. Overall, Figures[5] and [6| show
that even when model-free baselines are given twice as many samples, AD-RRL remains on average
better or on par across the proposed tasks.

7 Conclusion and Future Work

In this work we introduced AD-RRL, a novel approach to robust RL. AD-RRL is based on Ad-
versarial Diffusion (AD), a diffusion model that can sample adversarial trajectories by leveraging
the Conditional Value at Risk (CVaR) framework. AD enables agents to learn from adversarial
scenarios that are either rare or unexplored in the environment. We demonstrated that AD-RRL,
based on this diffusion model, significantly enhances the robustness of RL agents in the presence of
modeling errors. Through empirical evaluation on multiple Gym/MuJoCo environments, we showed
that AD-RRL outperforms current state-of-the-art robust RL methods.

AD relies on a specific strategy for guiding the diffusion process, and exploring alternative guidance
methods presents a promising avenue for future work. Potential directions include (i) modifying the
overall diffusion objective beyond the current CVaR framework, and (ii) enhancing the diffusion
model architecture or algorithms to reduce computational overhead.
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A Adversarially Guided Diffusion Models: Proofs of results from Section [4.1]

Proof of Theorem For a sufficiently smooth function r, the conditional distribution pg (7;|7;+1)
can be approximated using a Gaussian. Following [47, Appendix C] (see also [10]) we know that
po(Ti—1|Ti, Tim1 € Co) = N(po(74,) + Eihi, Xy)
where h; = V- logpe(T € Co|T)|r=pg(r:,i)-
Since we assume that the approximation pg(7; € Cy|7;) = exp (—c¢; ZtH: 1 vtrgi)) holds, we get
that
hi =Vr Ing(T € O(X‘T)|T:M9(T“ti)
T

=G E Vst’atr(staat)'(st,at):ug(‘ri,i)

t=1
= =iV Z(T)r=pug(r1,i):
where pfy(7;, %) is the ¢-th state-action pair of pg(7;, 7). Substituting, we get
po(Ti-1|Ti, Ti—1 € Co) = N(po(7i, 1) — ci3ig;, X)), (19)
where g; = Vo Z(T)|r=po(r4,i)- O

Proof of Equation (16). As mentioned earlier, to sample from pg(7o|7¢ € Cy), we multiply each
intermediate distribution in the diffusion process by 7;(7;), with r;(1;) = exp(—¢; Zf: 1 *ytr,gl)),
where the notation r,gl) refers to the ¢-th reward in 7; for the -th diffusion step. This means that the
corresponding modified distribution pg satisfies in the intermediate diffusion step ¢:

1
Po(Ti) = 77"1‘(7'@')290(7'1')7 (20)

7

where Z; is the normalizing constant. Next, we use the same strategy as that used in [47] to determine
the diffusion process pg(7;|7i+1). Note first that:

Do(Ti) = /239(Ti|Ti+1)ﬁ9(Ti+1)dTi+1«

Plugging (20), the previous condition can be rewritten as

_ Zi Ti+1(7'i+1)
i) — il Ti = e — i d i . 21
po(r) = [ Borilrisn) 5= " T g ) @1

However, we know that pg also satisfies:

po(rs) = / po(TilT41)po(Ti1)dTis1.
This implies that (ZT)) holds if:

_ Zigari(T;
Po(TilTit1) =P0(7i|7i+1)m-
' 1
Now defining the normalization constant Z;(T;,1) = %, we get

1
Zi(Tit1
We conclude that pg (7;|7i41, T € Co) X po(Ti|Tit+1). Therefore, we have shown that:

po(TolTo € Co) = Po(T0),
- / po(o|r1)pe(r1)dr1,

Po(Ti|Tiv1) = = )pe(Ti|Tz‘+1)7"i(Ti)~

= /139(7'0\7'1) ~-po(TN-1|TN)Pe(TN)dT1, ..., TN,

x /pe(To\Tl,To €Cq) - po(Tn_i|Tn, TN-1 € Co)po(Tn)dTe,. ..., TN.
O
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B Adversarial guide as a multiplicative perturbation: Proof of Theorem 4.2]

Proof of Theorem[{.2] Let’s define a denoising diffusion model pg(7;_1|7;), and a perturbed de-
noising step of the form pg(7;_1|7i, Ti—1 € Co) = N(pe(74,1) — ¢;3;g;, ;). Since the two
distributions are Gaussians with known mean and covariance matrices, we have

po(Tic1|Ti, Tic1 € Co) = N(po(7i,1) — ¢iXi9;, %)

Kexp(

1
*i(Dz + Cizigi)Tzfl(Di + Cizigi)>

1
= K exp (—2(DiTEiDi +2¢;Dlg; + cngTEigi)>
1 ¢ 1 T 2 T
= Kexp —§DZ- 3:D; | exp —5(2ciDi g, +cig; 2:9;)

) 1
= N(Ti71|/1“9(7-i72)7 3;) exp (‘2(2CiDiTgi + C?QiTzigi)>

=&(Ti, Tim1)po(Tio1|Ti)
where K = W, D, = (7ri-1 — pe(7i,i)), and &(74,7im1) =
exp (—%(ZCiD;fpgi + c?nggi)). N(7i_1|pe(Ti,i),%;) is the density of the Gaussian
distribution of 7,_1, with mean ug(7;,¢) and covariance matrix 3;.
If we define &(7o.n) = Hf\;l &(Ti,Ti—1), we have

po(To:n|To € Co) = §(T0.N)p(To:N)

So we can define

Po(T0) = pa(To|To € Co) = /pe(To:N|To € Cy) =1)dr1.n

= /f(TO:N)p(T();N)dTl:N
_ fE(TOZN)p(TO:N)dTl:N
= P(TO) P(To)
= g(TO)P(To)
S ER—— .

C Attaining the duality constraint on £(7(): Proof of Theorem 4.3

Proof of TheoremH.3]
Proof of (a): From Theorem we know that £(1¢) = I E(TO:N}%’((:DO):N)MLN. We want to have
&(To) < 1, this is equivalent to
J&(To.n)p(To:n)dT 1N <1
P(7y) ~a’
1
/f(To;N)p(To:N)dTLN < > /p(TO:N)dTl:N~

One way to achieve this is to impose {(7o.n) = Hfil &(74,Ti_1) < 1. This is satisfied also by
constraining the single terms of the product using 7;(c, N) such that £ 67'7;, Ti—1) < n;(c, N) and

N
[[izi ni(e, N) = é

However, 7;_1 is a random quantity to which we do not have access at step ¢ of the diffusion process.
Therefore, to satisfy the constraints on the single terms we impose

max&(Ti—1,7:) < ni(a, N).
Ti—1
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&(7i_1,T;) is maximized for (7;_1 — pg(74,4)) g < 0, so we want (1;_1 — ug(7:,1))T tobe a
vector opposite to g. We can take 7;_1 = pg(7;,1) — ¢;2;9;.

We assume that the trajectories 7; lie in a bounded space C = {7; : ||7i||co < p}, where ||T;]|oo =
maXger, ||8||oo- From this assumption it follows that

[[Tic1lleo < p

o (Ti ) — ciZig;lloo < p

o (75, 9)loo + cil|Zigilloc < p
(p — ll1e(Ti,9)|lo0)
1Zigillee

¢ <

Substituting 7,1 = pe (7, 1) — ¢;3;g, into £(7;—1,7;) < n;(a, N) and developing we get
1
—5(=2cigi Zig; + cigi Zig;) <logmi(a, N)

2log ni(c, N)

& .
g7 2ig;
So combining the two inequalities we can take
2logni(a, N) p— o
¢; < min OngZ(av )’ p—llpe(Ti, 1)l ' 22)
g; %ig; 1129l

Proof of (b): To find the minimum between the terms in Equation (22)), we analyze the denominators
and numerators. For the denominators, /g ,g; and ||2,g;||c = max; [(2;g;);|, it is equivalent
to compare g 3;g, and ||2;g,||2

Since our diffusion model adopts a cosine scheduler for the covariance matrix, %, is diagonal with
elements (3;);; € [0,1). We can write the j—th element of 3;g, as (3;9,); = e]TEigi, where e;
is a basis vector. Then using Cauchy-Schwarz inequality we get

|(2igi)]“2 = |€?Ei9i|2
T T
< (e; Xiej)(g; Xig;),

with e 3;e; < 1 by definition of ;. It follows that [(2;g,);|* < g/ 2ig;, and since this is true
for all 7 we can conclude that

max (2ig9,);° < g7 g,
[12igille < 1\/9fZig;

When comparing the numerators of both terms in Equation , since logn; (o, N) = + log (1),
for N large enough, v/2logn;(a, N) < p — ||ppo (T, 1)||co-

So¢; < %ﬁ’_m satisfies the dual CVaR constraints. O

D Adaptation to Matrix Normal Distribution

Here we extend the analysis to the case where states and actions are multidimensional, and we
consider trajectories as Gaussian matrices.
We define p(7,-1|7;) as

p(Ti—1|Ti) = MN(Ti—1|Mg(7;,1),U;, V)

18



where MN (1;_1|Mg(7;,4),U;, V';) is a Matrix Normal Distribution with mean Mg (7;,7) € R™*?,
row and column covariances U; € R"*"™ and V; € RP*P,

The probability density function of this Matrix Normal Distribution is defined as

MN(TZ',1|M9(TZ',’L.), Ui, Vz) = Kl exXp <—;TI'[VZ‘_1(TZ'1 — MQ(TZ', Z'))TUZ‘_I(TZ',1 — MQ(TZ,’L))}>

where Tr[-] is the trace operator, K; =

1 . . .
R AREARE and | - | is the determinant of a matrix.

Define G; € R™*P as the gradient V.- Z with respect to the second order tensor representing the
trajectory T € R™*P evaluated at Mg(7;,1). Also define T'; = U;G,;V ; for notation convenience.
Consider the perturbed distribution with a mean My (7;,7) — ¢;T'; , we get

Po(Tic1|Ti, Tic1 € Ca)
1
= exp (—QTI‘[V_l(Ti_l - ]\4@(Ti7 Z) + Ciri)TU_l(Ti_l — ]\4@(Ti7 Z) + Ciri)]>
1 _ . _ )
= Kexp (—2Tr[V 1(7'1-,1 — Mo(74,i))TU 1(7'1-,1 — Mg(n—,z))]> &(Ti,Tiz1)
with

1 _ . _ _
§(Ti, Tio1) = exp <—2TT[V¢ "(2¢i(Ti—1 — Mo(7:,4))"U; 'T; + T} U, 1Fi)]) :

As we did in Appendix we take £(7;, Ti—1) < ni(a, N). We can take 7,1 = Mg(7;,1) — ¢;T;
and get

1
exp (—ZTF[V;1(2CZ‘(TZ‘1 — Mg(‘l’i, i))TUi_ll"i + C?I‘?U:lrz)]) S m(mN)
1
—§Tr[V;1(—QC?F?U;1Fi + C?I‘?Ui_lri)] <logn;(a, N)

TV H(T] U 'T)e})] < 2logni(a, N),

giving

< 2logni(a, N)
C; .
Tr[V;l(UlGZVl)TUjl(UlGZVl))]

Under the same assumptions of Section[C| we get that

ITi-1llee < p

[|Mo(Ti,1) — c;UiGiVil|leo < p

[[Mo(Ti,7)||loc + cillUiGiVilloo < p
< (0= Mo(ri )

UGVl

So we can pick

o 2logn;(a, N) (p = |[Mp(Ti,7)||0)
c; = min 3 1 )
[V, (U,G,V)TU;  (U,G; V)] U:GiVil|oo

Following the same reasoning as in Section |C} if the covariance matrices U; and V; are diagonal
with elements in [0, 1) we can pick

- 2108 (o, V)
N\ VUG V) TU (UG V)
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E Implementation details

Our method makes use of three MLPs: the policy 7, the adversarial denoising diffusion model pg
and the learned cumulative reward function Zg.

Policy network and training. The policy 7, is parameterized in the same way as PolyGRAD [3§]].
We consider a Gaussian policy of the form 7,, = N (114, (s), 04, ), where w are the parameters of the
MLP. The standard deviation of the policy is a single learnable parameter o,,, independent of the
state.

The policy is trained using Advantage Actor Critic (A2C) with Generalised Advantage Estimation
(GAE). The optimizer used is ADAM. The hyperparameters can be found in Table 2]

Parameter Value
Batch size 512
Synthetic trajectory length 10
GAE )\ 0.9
Critic learning rate 3e-4
Actor learning rate 3e-5
Discount factor, ~y 0.99
Entropy bonus weight le-5

Table 2: Hyperparameters for A2C training.

Adversarial Diffusion and Cumulative Reward models. Our implementation builds directly
on top of PolyGRAD. We follow the same training procedure, summarized in Algorithm [3] For
the Diffusion Model, we use the same MLP architecture as PolyGRAD, trained by minimizing
the L2 loss with ADAM optimizer. The MDP has skip connections at every layer, and features a
learneable embedding of the diffusion step ¢, which is common for Diffusion Architectures [17]. The
hyperparameters are summarized in Table[3]

Parameter Value
Hidden size 1024
Length of generated trajectory 10
Batch size 256
Diffusion step embedding size 128
Number of layers 6
Learning rate 3e-4

Table 3: Hyperparameters for adversarial diffusion training.

When computing ¢; according to (I8), we chose p = 30;, where o; is the standard deviation of the

1
diffusion procesg*|at step . In our implementation we choose 1;(c, N) = (%) N

The cumulative reward model Z follows the same structure and hyperparameters of the Diffusion

Model (also the step embedding), with a final linear layer producing a scalar output. It is optimized
using the L2 loss and the ADAM optimizer.

“In Denoising Diffusion Probabilistic Models, the standard deviation is fixed at every step 4 according to a
known scheduling rate [[15]].
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Algorithm 3 Diffusion model training

1: Input: adversarial denoising model pg; cumulative reward function Z; data buffer, D; diffusion
steps IV; training iterations K

2: fork=1,..., K do

3 Improve pg (7) using {T¢} ~ D.

4: Train Z to predict the reward Z (7).

5: end for

Baselines implementation The implementation of PolyGRAD was taken from the respective
github repository [38]. The same was done for CPPO and M2TD3: for M2TD3, we created a new
config file for Reacher, where we set the range of the actuator gear to [50.0, 500.0]. For TRPO and
PPO we used the implementation from Stable-Baselines3 [36]. We used Domain Randomization
on top of the PPO baseline, training with values of the mass and parameters uniformly sampled
according to the uncertainty intervals specified in Table ]

Environment Mass Friction Masspole Masscart Act. gear

Hopper [0.5,6.5] [0.1,3.0] — — —
HalfCheetah [3.5,9.5] [0.2,0.8] — — —
Walker [0.5,6.5] [0.5,2.0] — — —
Cartpole — — [2.5,10.0] [5.0,20.0] —
Reacher — — — [50.0,500.0]

Table 4: Uncertainty sets used for domain randomization.

Computational resources The training of AD-RRL and Polygrad was performed on three different
machines. On a cluster node with one A100 GPU, Icelake CPU and 256 GB of RAM.

The remaining model-free baselines were trained on a laptop with an Intel i7-1185G7 CPU, Mesa
Intel Xe Graphics GPU and 32 GB of RAM.

In table[5|we report the wall-clock training time for each algorithm . As it is expected, the model-based
algorithms (AD-RRL and PolyGRAD) are slower than the model-free ones. This is a well-known
shortcoming of Model-Based RL methods, even more so when using Diffusion Models, known for
their longer training times when compared to standard MLPs. AD-RRL is slower than PolyGRAD
since it employes an additional Diffusion Model to approximate the cumulative reward of a trajectory.

Algorithm Hopper Halfcheetah Walker InvertedPendulum Reacher
AD-RRL (ours)f  3-20-00 3-20-00 3-20-00 3-20-00 3-20-00
Polygrad' 2-14-00 2-14-00 2-14-00 2-14-00 2-14-00
M2TD3# 0-02-00 0-03-30 0-02-45 0-02-45 0-02-45
CPPO¥ 0-00-30 0-00-30 0-00-30 0-00-30 0-00-30
PPO? 0-00-30 0-00-30 0-00-30 0-00-30 0-00-30
TRPO# 0-00-30 0-00-30 0-00-30 0-00-30 0-00-30
DR-PPO? 0-00-30 0-00-30 0-00-30 0-00-30 0-00-30

Table 5: Wall-clock training time (days—hours—minutes) needed to reach the reported performance
on the MuJoCo tasks. Times are rounded up to the nearest quarter hour. fTrained on cluster node.
Trained on laptop.
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F Additional Results

In this section, we provide additional plots to support our conclusions.

F.1 Training curves

Figure [3|shows the learning curves for AD-RRL and all the baselines for the considered MuJoCo
tasks. Across seeds, AD-RRL reaches its final performance at least as quickly as the other methods.
AD-RRL also achieves a final score matching or surpassing that of the baselines. This is particularly
clear for the Cheetah and Walker environments, presented in Figures @ and@ These results confirm
that our method is more robust to modeling errors but does not sacrifice optimality in the training

environment or learning speed.
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Figure 3: Training-return curves on the nominal environment for five MuJoCo tasks. Shaded areas

represent one standard error over 5 runs.
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F.2 Varying parameters

In Figure ] we present additional parameters variations for the InvertedPendulum and Cartpole
environment. The pattern is consistent with the plots presented in Figure 2} AD-RRL achieves on par
or higher returns than both robust and non-robust baselines as the dynamics deviate from nominal
values. The only exception appears to be for higher variations of the cart mass, in the Inverted
Pendulum environment (Figure [4b)), where the additional inertia pushes most methods toward failure
and AD-RRL similarly shows a performance decline.

3500

3000

2500

2000

1500

1000

500

050 075 1.00 125 150 175 2.00
Friction relative change

(a) Hopper - Friction

1000 > 1000

N

- W

800

600

400 400
06 08 170 12 14 16 18 06 0.8 170 12 14
Mass Cart relative change Gravity relative change
—AD-RRL —M2TD3 —PolyGRAD —CPPO —AD-RRL —M2TD3 —PolyGRAD —CPPO
—DR-PPO —PPO TRPO —DR-PPO —PPO TRPO
(b) InvertedPendulum - Mass Cart (c) InvertedPendulum - Gravity

Figure 4: Average Return for varying physical parameters. Shaded areas represent one standard error
over 5 runs.

F.3 Ablation study

In this section, we compare AD-RRL trained on 1.5M environment samples with model-free baselines
trained on 3M samples. This setup allows model-free methods to compensate for their lower sample
efficiency by leveraging their greater computational efficiency. In Figure [5|we present the learning
curves on the nominal environment for the Model-Free algorithms. We can observe that AD-RRL
still outperforms or (in the worst case) matches the performance of the Model-Free baselines in all of
the environments. This is also reflected when testing the robustness of the algorithms, as shown in
Figure[f] AD-RRL still achieves on par or higher returns than robust and non-robust Model-Free
baselines. When comparing with Figure 2] we can see that some baselines perform worse than
their 1.5M samples versions (e.g., DR-PPO on the Walker and Hopper environments; TRPO on
Hopper). This is expected, since an increased amount of samples might improve the performance on
the nominal training environment, but will also lead to overfitting, making the agents more vulnerable
to parameter changes in the test environment. The only exception appears to be M2TD3, which is able
to outperform AD-RRL on the Walker environment at test time, when varying the physics parameters,
despite achieving the same performance in the nominal environment. However, M2TD3 seems to
be more prone to overfitting in easier environments, as seen in Figure [5a] where the baseline cannot
reach the optimal solution but instead suffers a substantial performance decline in the latest training
stages. Finally, M2TD3 remains stuck to a suboptimal policy in the Hopper environment, similarly to
what we observed when training it on 1.5M samples. The doubled amount of samples does not seem
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to benefit the learning process of this baseline. Overall, even when model-free baselines are given
twice as many samples, AD-RRL remains on average better or on par across the proposed tasks.
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Figure 5: Training-return curves on the nominal environment for the Model-Free baslines trained on
3M samples. Shaded areas represent one standard error over 5 runs. The dashed line represents the
reference final cumulative reward achieved by AD-RRL trained on 1.5M samples.

G Limitations and future work

Computation time. Guided diffusion requires dozens of reverse—diffusion steps for every synthetic
trajectory and an extra gradient evaluation at each step. Consequently AD-RRL is slower than its
precursor PolyGRAD, and both model-based methods need a higher training time (wall-clock) than
the model-free baselines, even though they are more sample efficient. Improving the training time for
diffusion models (e.g., fine-tuning the network size or the number of denoising steps) sounds like a
natural next step.

Smooth-dynamics assumption. Our derivation employs a Gaussian approximation and the computa-
tion of gradients V, Z(7). Both of these presuppose reasonably smooth rewards and state transitions.
Some tasks might break this assumption, causing inaccurate guidance. Extending adversarial diffusion
to domains with non-smooth dynamics is left for future work.

Scope of the evaluation. Our evaluation focused on simulated control tasks. A natural next step
is a Sim2Real study. That is, AD-RRL is trained entirely in simulation and then deployed on real
hardware, measuring how much the adversarial-diffusion training reduces the Sim2Real performance
drop.

H Societal impact statement

Our contribution is methodological: we propose a technique for making model-based RL more robust
to dynamics misspecification. Robustness is typically beneficial—e.g., safer robot control or fewer
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Figure 6: Average return across variations in selected physics parameters. Shaded regions indicate +
one standard error over 5 runs. AD-RRL and PolyGRAD are trained on 1.5M samples, while the
remaining Model-Free Baselines are trained on 3M samples.

failures in medical-decision support—yet any improvement in sample efficiency or policy quality
can also lower the barrier to deploying RL in high-stakes settings. In domains such as healthcare,
finance, or autonomous driving, deployment must therefore be accompanied by domain-specific
safety checks, bias audits, and human oversight. Our work does not introduce new data-collection
practices, nor does it touch sensitive attributes, but it could be combined with decision pipelines
that do. We encourage future users of this method to evaluate downstream ethical, legal, and safety
implications before real-world deployment.

25



NeurlIPS Paper Checklist

1. Claims

Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?

Answer: [Yes]

Justification: We specified all the claims and assumptions in the abstract and introduction.
The claims are backed up by lemmata, propositions and empirical results.

Guidelines:

* The answer NA means that the abstract and introduction do not include the claims
made in the paper.

* The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

* The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

* It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]

Justification: We discuss the limitations of our algorithm in the Experiments and Conclusions
and Future work sections.

Guidelines:

* The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

 The authors are encouraged to create a separate "Limitations" section in their paper.

* The paper should point out any strong assumptions and how robust the results are to
violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

* The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

* The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

* The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

* If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

* While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs

Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We provide the full set of assumptions in the main body of lemmata and
propositions, while the complete proofs are provided in the appendix (and referenced in the
main body).

Guidelines:

» The answer NA means that the paper does not include theoretical results.

* All the theorems, formulas, and proofs in the paper should be numbered and cross-
referenced.

* All assumptions should be clearly stated or referenced in the statement of any theorems.

* The proofs can either appear in the main paper or the supplemental material, but if
they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

* Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

* Theorems and Lemmas that the proof relies upon should be properly referenced.
. Experimental result reproducibility

Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [Yes]

Justification: In the appendix we provide the details regarding hyperparameters for our
algorithm and baselines. We also provide pseudocode for our algorithm.

Guidelines:

* The answer NA means that the paper does not include experiments.

* If the paper includes experiments, a No answer to this question will not be perceived
well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

While NeurIPS does not require releasing code, the conference does require all submis-

sions to provide some reasonable avenue for reproducibility, which may depend on the

nature of the contribution. For example

(a) If the contribution is primarily a new algorithm, the paper should make it clear how
to reproduce that algorithm.

(b) If the contribution is primarily a new model architecture, the paper should describe
the architecture clearly and fully.

(c) If the contribution is a new model (e.g., a large language model), then there should
either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.
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5. Open access to data and code

Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?

Answer: [NA]
Justification: The code cannot be submitted in the workshop OpenReview form.
Guidelines:

* The answer NA means that paper does not include experiments requiring code.

* Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

* While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

* The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

 The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

 The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

* At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

* Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLSs to data and code is permitted.

6. Experimental setting/details

Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?

Answer: [Yes]
Justification: We provide hyperparameters in the appendix section.
Guidelines:

* The answer NA means that the paper does not include experiments.

* The experimental setting should be presented in the core of the paper to a level of detail
that is necessary to appreciate the results and make sense of them.

* The full details can be provided either with the code, in appendix, or as supplemental
material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?

Answer: [Yes]

Justification: Result tables and plots always include the standard error across all the simula-
tions.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The authors should answer "Yes" if the results are accompanied by error bars, confi-
dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

* The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).
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8.

10.

* The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)

* The assumptions made should be given (e.g., Normally distributed errors).

* It should be clear whether the error bar is the standard deviation or the standard error
of the mean.

* It is OK to report 1-sigma error bars, but one should state it. The authors should
preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

» For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

* If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

Experiments compute resources

Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?

Answer: [Yes]

Justification: In the appendix we provide detailed information about the computing resources
used to perform the experiments.

Guidelines:

* The answer NA means that the paper does not include experiments.

* The paper should indicate the type of compute workers CPU or GPU, internal cluster,
or cloud provider, including relevant memory and storage.

* The paper should provide the amount of compute required for each of the individual
experimental runs as well as estimate the total compute.

* The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

. Code of ethics

Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?

Answer: [Yes]
Justification: We reviewed the NeurIPS Code of Ethics and we do not use sensitive data.
Guidelines:

e The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.

* If the authors answer No, they should explain the special circumstances that require a
deviation from the Code of Ethics.

* The authors should make sure to preserve anonymity (e.g., if there is a special consid-
eration due to laws or regulations in their jurisdiction).

Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?

Answer: [Yes]
Justification: We discuss potential negative societal impacts in the appendix.
Guidelines:

* The answer NA means that there is no societal impact of the work performed.

* If the authors answer NA or No, they should explain why their work has no societal
impact or why the paper does not address societal impact.
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» Examples of negative societal impacts include potential malicious or unintended uses
(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.

* The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

* The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

* If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

Safeguards

Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]
Justification: NA
Guidelines:

* The answer NA means that the paper poses no such risks.

* Released models that have a high risk for misuse or dual-use should be released with
necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

 Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

* We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

Licenses for existing assets

Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [Yes]

Justification: We credit all the authors of software used in the paper (like the experiments
baselines).

Guidelines:

* The answer NA means that the paper does not use existing assets.
 The authors should cite the original paper that produced the code package or dataset.

 The authors should state which version of the asset is used and, if possible, include a
URL.

* The name of the license (e.g., CC-BY 4.0) should be included for each asset.

* For scraped data from a particular source (e.g., website), the copyright and terms of
service of that source should be provided.
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* If assets are released, the license, copyright information, and terms of use in the
package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

* For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.

* If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.
New assets

Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?

Answer: [Yes]

Justification: We provide details about our model (hyperparameters and pseudocode) and
the code itself.

Guidelines:

* The answer NA means that the paper does not release new assets.

* Researchers should communicate the details of the dataset/code/model as part of their
submissions via structured templates. This includes details about training, license,
limitations, etc.

* The paper should discuss whether and how consent was obtained from people whose
asset is used.

* At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.
Crowdsourcing and research with human subjects

Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?

Answer: [NA]
Justification: NA
Guidelines:
* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

* According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

Institutional review board (IRB) approvals or equivalent for research with human
subjects

Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?

Answer: [NA]
Justification: NA
Guidelines:

* The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

* Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.
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* We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

* For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.
16. Declaration of LLM usage

Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.

Answer: [NA]
Justification: NA
Guidelines:

* The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

¢ Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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