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Abstract

While large language models (LLMs) have
proven effective in leveraging textual data for
recommendations, their application to multi-
modal tasks involving visual content remains
underexplored. Although LLM can compre-
hend multimodal content through a projection
function that maps visual features into the se-
mantic space of LLM, recommendation tasks
often require representing users’ history interac-
tions through lengthy prompts combining text
and visual elements, which not only hampers
training and inference efficiency but also makes
it difficult for the model to accurately capture
user preferences from complex and extended
prompts, leading to reduced recommendation
performance. To address this challenge, we in-
troduce USER-LLM, an innovative multimodal
recommendation framework that integrates tex-
tual and visual features through a User His-
tory Encoding Module (UHEM), compressing
multimodal user history interactions into a sin-
gle token representation, effectively facilitating
LLMs in processing user preferences. Exten-
sive experiments demonstrate the effectiveness
and efficiency of our proposed mechanism. !

1 Introduction

Nowadays, recommendation models have seen re-
markable improvements, particularly with the rise
of LLMs, which offer powerful capabilities for
generalization and reasoning. LLMs have played
a significant role in enhancing the performance
of recommendation systems, driving a shift in the
paradigm of modern recommendation approaches
(Lin et al., 2023; Wu et al., 2024b).

Previous studies (Bao et al., 2023; Zhang et al.,
2023) have employed LLMs in recommendation
systems by presenting textual content from users’
history interactions and the candidate item as
prompts, allowing the LLMs to infer whether the
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Figure 1: Incorporating Visual Features into CoLLM
Embeddings. The original prompt of CoLLM and the
prompt with visual features can be found in Appendix.

Dataset movie | netflix

Scenario | Method AUC AUC

Short CoLLM-VA | 0.8070 | 0.6725

Long CoLLM-VA | 0.8067 | 0.6668
Table 1: Performance Evaluation of CoLLM-VA

in Short and Long interaction Scenarios. CoLLM-
VA refers to the integration of Visual Alignment into
CoLLM.

user would prefer the given candidate item. These
approaches leverage LLMs’ advanced text com-
prehension capabilities to effectively capture user
preferences and improve recommendation perfor-
mance. However, for multimodal recommendation
tasks, incorporating non-textual modalities, such as
images and videos, into the modeling with LLMs
remains relatively unexplored. A prevalent strategy
of letting LLMs comprehend multimodal content
involves mapping visual features into LLMs’ se-
mantic space through a projection function (Liu
et al., 2024a; Li et al., 2023b). Therefore, an in-
tuitive method for multimodal recommendation is
to combine both text embedding and projected vi-
sual features in prompts, enabling LLMs to discern
users’ multimodal preferences and facilitate multi-
modal recommendations as shown in Figure 1.

In practical applications, users with long history
interactions are often encountered, and prompts



that mix long multimodal historical data present
two main challenges. First, longer prompts slow
down the speed of model training and inference.
Second, the mixture of multimodal information
in lengthy prompts increases the difficulty for the
model to understand user preferences. Our pre-
liminary experiments compared the recommenda-
tion performance for users with long and short his-
tory interactions as shown in Table 1. On average,
the model performs better for users with shorter
history interactions than those with longer ones,
showing that LL.Ms lack the ability to effectively
process long history interactions, which ultimately
degrades recommendation performance.

To address the aforementioned issues, we pro-
pose a User History Encoding Module (UHEM)
that compresses multimodal user history interac-
tions into a single token representation in the se-
mantic space of the LLM. This compressed user
history representation is then injected into the LLM,
enabling it to understand user preferences better.
This approach offers two key benefits. First, it sig-
nificantly reduces the length of prompts that the
LLM needs to process, thereby improving training
and inference efficiency. Second, it addresses the
challenge faced by LLMs when dealing with exten-
sive history interactions and long prompts. Given
that UHEM can encode user history interactions of
arbitrary length, this method aids the model in bet-
ter understanding user preferences, especially with
long history interactions, and therefore enhances
recommendation performance.

Based on the ability to encode history interac-
tions of arbitrary length, we further propose knowl-
edge augmentation for item content to obtain richer
semantic descriptions of items. This enhances the
model’s understanding of both items and user pref-
erences, leading to further enhancing its recom-
mendation capabilities. Our main contributions are
summarized as follows:

* Multimodal Recommendation: We intro-
duce a LLM-based multimodal recommenda-
tion framework, which integrates both text and
visual modalities in a prompt design, obtain-
ing improved recommendation performances.

e Multimodal Encoding and Compression:
We propose UHEM to encode and compress
long sequences of history interactions with
both text and visual features, improving the
efficiency of capturing user preferences and

enhancing the model’s recommendation capa-
bilities.

* Knowledge-Enhanced Text Representation:
To further utilize UHEM, we propose knowl-
edge augmentation for item content to obtain
richer semantic descriptions for enhancing rec-
ommendation performances.

* Improved Recommendation Performance:
Through extensive experiments on real-world
datasets, we demonstrate that our proposed
method significantly outperforms existing
baseline models in key performance metrics.

2 Related Work

In this section, we discuss some related work on
multimodal recommendation, multimodal large
language models (Multimodal LL.Ms), and LLM-
based recommendation (LLMRec).

2.1 Multimodal Recommendation

Recent studies have explored multimodal feature in-
tegration through various approaches. Graph-based
methods leverage user-item interactions, with Du-
alGNN (Wang et al., 2021) and MMGCL (Yi et al.,
2022) utilizing graph convolutions to model uni-
modal preferences. Item-item graphs have proven
effective for representation enhancement (Mu et al.,
2022; Ma et al., 2022), and MICRO (Zhang et al.,
2022) combines metric learning with contrastive
learning for improved multimodal fusion.

Attention mechanisms facilitate flexible multi-
modal integration at both coarse (Liu et al., 2021a,
2022) and fine-grained (Chen et al., 2019; Kim
et al., 2022) levels. Recent works like MML (Pan
et al., 2022) and MM-Rec (Wu et al., 2021) apply
attention to sequence modeling and feature align-
ment, while VLSNR (Han et al., 2022) and NOVA
(Liu et al., 2021a) employ combined attention struc-
tures for enhanced multimodal fusion.

2.2 Multimodal LLM

With the continuous development of large language
models in natural language processing, more re-
searchers are focusing on multimodal large mod-
els. In pre-training, some work aims to design
improved encoders and decoders to enhance fine-
grained visual perception and reasoning tasks (Wu
et al., 2024a; Hao et al., 2024). The OMG-LLaVA
(Zhang et al., 2024b), employs a visual encoder and
integrates image information into the visual tokens



of a large language model. This enables end-to-end
training of a unified encoder, decoder, and LLM, fa-
cilitating reasoning at the image, object, and pixel
levels.

In fine-tuning, CityLLaVA (Duan et al., 2024)
is a framework for urban scenes, combining visual
cue techniques like bounding box guidance, view
selection, and global-local joint views. ViP-LLaVA
(Cai et al., 2024) uses eight visual cues to overlay
markers on RGB images, eliminating complex re-
gion encoding and achieving state-of-the-art perfor-
mance on region understanding tasks. ImageBrush
(Yang et al., 2024) enables image manipulation via
visual cues, reducing cross-modal differences and
introducing new forms of interaction.

In instruction tuning, instruction following and
structured output have been shown to enhance the
capabilities of LLMs and MLLMs (Ouy; Liu et al.,
2024b). AnyRef (He et al., 2024) generates pixel-
level object perception by processing multimodal
inputs through specialized tags and prompts, en-
abling consistent cross-modal reference handling.

2.3 LLMRec

The rapid development of large language models
has introduced a new paradigm in recommenda-
tion algorithms. The related work can be broadly
categorized into non-generative recommendation
and generative recommendation based on LLMs.
Non-generative recommendation aligns pre-trained
large language models with recommendation tasks,
receiving a list of candidate items and assigning a
score or ranking to each item. For instance, LLM-
Rec (Liu et al., 2023) benchmarks LLMs on recom-
mendation tasks, showing better performance on
interpretability than accuracy. NoteLLM (Zhang
et al., 2024a) uses LLMs to generate text embed-
dings for item-to-item (I2I) recall, improving rec-
ommendation performance. Llama4Rec (Luo et al.,
2024) combines traditional and LL.M-based meth-
ods to enhance recommendation performance. Re-
cRanker (Luo et al., 2023) fine-tunes LL.Ms for top-
k ranking, integrating auxiliary information into
prompts. ONCE (Liu et al., 2024¢) uses LoRA to
combine open and closed-source LLMs for content-
based recommendations. TALLRec (Bao et al.,
2023) integrates supplementary information while
freezing original parameters. CoLLM (Zhang et al.,
2023) uses LoRA and Collaborative Information
Embedding Tuning (CIE) to map collaborative in-
formation into LLM inputs.

Generative recommendation creates personal-

ized item lists based on user history. GPT4Rec
(Li et al., 2023a) combines generative models and
search engines, generating queries from item ti-
tles in user history to retrieve recommendations.
RecGPT (Zhang et al., 2024c) uses the ChatGPT
paradigm for sequential recommendation, fine-
tuning an auto-regressive model with user IDs to
generate personalized prompts. GenRec (Ji et al.,
2024) reformats item titles based on user interac-
tions and fine-tunes an LLLM to predict the next
items.

3 Method

In this section, we introduce the problem definition
and the detailed architecture of our model, followed
by an explanation of the fine-tuning method.

3.1 Problem Definition

Let U represent a user and / represent a candidate
item. The recommendation task can be represented
as (U,1,y), where y € {0,1} indicates whether
the user liked the candidate item. Specifically, the
item [ is defined as I = (4,7}, P;), where i is the
item ID, T; represents the title of the item, and P;
denotes the item’s image. Similarly, the user U is
defined as U = (u, I,,), where u is the user ID and
I, = {I4}t=1,2,.. n denotes the set of user’s history
interactions, where n being the total number of
history interactions.

3.2 Model Architecture

Figure 2 illustrates the architecture of USER-LLM.
Our framework is composed of four key mod-
ules: Knowledge Enhancement, Visual Modal-
ity Alignment, User History Encoding Module
and Collaborative Information Alignment. The
prompt, as depicted in Figure 2, is designed to effec-
tively integrate the outputs from all these modules.
Specifically, the prompt contains five placeholders:

* <ItemDescription> refers to the knowledge-
enhanced description of the candidate item,
generated by the Knowledge Enhancement
Module.

» <Image> is the placeholder for the projected
visual embedding provided by the Visual
Modality Alignment Module.

* <HistoryInteractions> holds the embed-
ding produced by the User History Encoding



Modul, which condenses the user’s history in-
teractions, including both textual and visual
information.

* <UserID> and <ItemID> serve as placehold-
ers for the collaborative embeddings produced
by the Collaborative Information Alignment
Module.

The following sections provide a detailed intro-
duction to the model architecture.

3.2.1 Knowledge Enhancement

In our work, we choose advanced LLM to achieve
knowledge enhancement. We employ FLAN-
T5-XXL as an example to generate knowledge-
enhanced descriptions with the original item titles,
as these titles are often brief and contain limited
information.

D), = FLAN-T5(prompt(7%)) (1)

where T}, represents the original title and Dy, is
the knowledge-enhanced description generated by
FLAN-T5-XXL. The prompt we use can be found
in the Appendix. This enhancement enriches the in-
put with more meaningful and relevant information
for the recommendation task.

3.2.2 Visual Modality Alignment

This module consists of two parts: the Visual Em-
bedding and the Mapping Module.

Visual Embedding. In our study, we leverage a
pre-trained Vision Transformer model to extract im-
age features. We choose a pre-trained dino_vits16
as an example.

e = fo(Pr) (2)

where P, represents the image, f,(Fj) denotes
the process of obtaining the visual representation
through a pre-trained Vision Transformer model,
and p, € R represents the visual representa-
tion with dimension d;.

Mapping Module. For visual embeddings py,
we apply a mapping module to project the visual
feature into the LLM’s semantic space:

epy. = Mo (pr) 3)

where ep, € R4 represents the projected visual
embedding in the LLM’s semantic space, and M,
is the mapping module parameterized by .

3.2.3 User History Encoding Module

We construct item-level embeddings by concatenat-
ing the embeddings of textual descriptions with
the visual projection of a given item. For a
user’s history interactions, these item representa-
tions are sequentially concatenated. To manage
the potentially lengthy representations, we com-
press them into a single token embedding, which
serves as a compact representation to replace the
<HistoryInteractions> placeholder.

For a single item, the process can be formalized
as follows:

s = Tokenizer(Dy) eq, = Encoder(s;) (4)

where Dy, represents the knowledge-enhanced de-
scription of the k-th item in the user’s interactions,
which is processed by the built-in tokenizer and
encoder of the LLM to obtain embeddings. sj is
the tokenization output, and eq, denotes the k-th
item’s description embeddings.

ex = Concatenate(eq, , €p, ) 5)

where ey, represents the projected visual embed-
dings, and ey is the representation of the k-th item.

For the entire sequence of history interactions,
we concatenate the representations of all items as
follows:

enis = Concatenate(eq, €2, ..., €p) (6)

where ep;s represents the concatenated embeddings
of the n items in the history interactions.

To handle the concatenated history interaction
embeddings ep;s, we utilize a GRU (Gated Recur-
rent Unit) network to compress the embeddings.
The GRU network captures the temporal dependen-
cies across the items in the sequence, and the final
token embedding from the GRU’s output is used as
the final representation of the history interactions.
The process can be formalized as follows:

he = Gs(ens) @)

where the concatenated history interaction embed-
dings epjs are passed through a GRU network
with the parameter 3. The last token embedding
hy € R'*% is taken as the final embedding repre-
sentation of the history interactions.

3.2.4 Collaborative Information Alignment

In our work, we follow the CoLLM approach
(Zhang et al., 2023), which enhances the recom-
mendation performance by incorporating collabo-
rative filtering information.
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Figure 2: Model architecture overview of USER-LLM. The left part is the knowledge enhancement module, visual
modality alignment module and collaborative information module. The central part is the process of LLM-based
prediction. The right part is the specific details of the user history encoding module.

Collaborative Embedding. We use a pre-
trained collaborative model to get the userID em-
bedding and the itemID embedding.

u= fdf(Uv (Uv I¢y)) i= fdJ(I? (U7Ia y)) (8)

where u,i € R4 denote the user and item em-
beddings with dimension da, and fy(-) denotes
the process of obtaining representations through
a pre-trained collaborative model, such as Matrix
Factorization (MF).

Mapping Module. Similarly for collaborative
embeddings u,i, the mapping module projects
these embeddings into the LLM’s semantic space:

€))

where ey, e; € R'*% are the projected collabora-
tive embeddings in the LLM’s semantic space, and
M., is the mapping module parameterized by w.

e = My(u) e = M, (i)

3.2.5 LLM Prediction

After replacing the placeholders with embeddings,
the final representation E’ is fed into the LLM for
inference. LoRA fine-tuning is applied to adapt
the model’s parameters. During LoRA fine-tuning,
the original model parameters i are updated by
adding low-rank matrices 6 ,ra, Which represent
the adaptation. The updated model parameters 6
are the sum of the original parameters and the low-
rank adaptation:

0 = eorig + ‘9L0RA (10)

The final output of LLM can be expressed as fol-
lows:

j = LLMy(E') (11)

where g is the model’s predicted result. The train-
ing process minimizes the binary cross-entropy loss
L, which is calculated between the true label y and
the predicted probability g:

—(y-1og(9) + (1 —y) -log(1 - g)) (12)

3.3 Tuning Method

In our approach, we adopt a two-step fine-tuning
method.

Step 1: LoRA Fine-Tuning. In the first step,
we fine-tune the LLM with Lora. The optimization
process for fine-tuning the LoRA parameters is as
follows:

L=

Of ora = arg min L(y, 9) (13)

fLorA
where L(y,7) is the cross-entropy loss between
the true label y and the predicted output . The
fine-tuning process here only updates the LoRA pa-
rameters 61 ora, While the original LLM parameters
Borig remain frozen.

Step 2: Fine-Tuning the UHEM and the Map-
ping Modules. In the second step, we freeze the
LoRA parameters 6; ora and fine-tune the UHEM
and the mapping modules. The optimization for
fine-tuning the mapping and compression modules
can be written as follows:

© = argmin L(y, 9) (14)
where © = (p,w, ), with ¢ representing the pa-
rameters of the visual mapping module, w denoting
the parameters of the collaborative mapping mod-
ule, and S referring to the parameters of the GRU.



dataset movie netflix
#User 605 803
#ltem 2400 3219
#Positive 15107 21931
#Negative 5641 16808
#Poster 2381 3135
#Train 16598 30991
#Valid 2074 3873
#Test 2076 3875

Table 2: Statistics of the evaluation datasets.

4 Experiments

4.1 Experimental Setup

Datasets. We conduct experiments on two real-
world recommendation datasets, and the statistical
information of the processed dataset is available in
Table 2.

The Movies Dataset > is a large-scale dataset
available on Kaggle, consisting of metadata about
movies, ratings, URLs and user interactions. We se-
lected 605 users with at least 5 history interactions.
For each item, we crawled the corresponding poster
from the URLSs provided in the metadata. User rat-
ings for the items range from 1 to 5. We classified
ratings of 2.5 or higher as positive examples, and
ratings lower than 2.5 as negative examples. In the
following experiments, we will refer to The Movies
Dataset as "movie".

Netflix Prize Data (Wei et al., 2023) provided
posters for The Netflix Prize dataset 3 which is a
collection of movie ratings data made available as
part of the Netflix Prize competition. The dataset
includes user-item ratings, where users rate movies
on a scale from 1 to 5. We selected 803 users who
had at least 10 history interactions. Ratings of 4 or
higher were classified as positive examples, while
ratings below 4 were considered negative examples.
In the following, we will refer to the Netflix Prize
Data as "netflix".

Evaluation Metrics. In our work, we primarily
use two evaluation metrics: AUC and UAUC (Liu
et al., 2021b). A higher AUC indicates a better-
performing model in terms of its ability to dis-
tinguish between positive and negative instances.
UAUC essentially evaluates how well the model
can recommend items for each individual user,

2https://www.kaggle.com/datasets/rounakbanik/
the-movies-dataset

3https://www.kaggle.com/datasets/netflix—inc/
netflix-prize-data/data

rather than across the entire dataset.

Compared Methods. The compared methods
include both traditional recommendation models
and LLM-based recommendation algorithms.

* MF (Koren et al., 2009): MF is a classical
collaborative filtering technique widely used
for recommendation tasks.

* SASRec (Kang and McAuley, 2018): SAS-
Rec is a sequential recommendation model
that leverages the power of self-attention
mechanisms to capture user-item interactions
over time.

* LightGCN (He et al., 2020): LightGCN is
a graph-based recommendation model that
simplifies traditional graph convolutional net-
works by removing unnecessary components.

* TALLRec (Bao et al., 2023): TALLRec can
learn not only from user-item interactions but
also from the rich textual information embed-
ded in item titles by fine-tuning the LLM.

* CoLLM (Zhang et al., 2023): CoLLM com-
bines the traditional collaborative filtering
methods like Matrix Factorization with the
power of LLMs.

In our experiments, both TALLRec and CoLLM
are fine-tuned using Vicuna 7B with LoRA.
CoLLM utilizes a pre-trained MF model for collab-
orative filtering.

Implementation Details. Our results are based
on the average of five experimental runs. To adapt
the model for recommendation purposes, we fine-
tune Vicuna 7B with LoRA. For knowledge en-
hancement, we require the descriptions generated
by FLAN-T5-XXL. For collaborative embedding
outputted by MF, we set the embedding dimension
ds to 256. Meanwhile, for visual embeddings, the
output dimension d; of dino_vits16 is 384. For
the LLM-based methods, we use the AdamW opti-
mizer with a weight decay of 1e-3. For the LoORA
module, we follow the same configuration as in the
TALLRec paper, setting the rank (r) to 8, the scal-
ing factor (alpha) to 16, the dropout rate to 0.05,
and the target modules to "[q_proj, v_proj]". We
employ Binary Cross-Entropy (BCE) as the opti-
mization loss for all methods. For the movie and
netflix datasets, we set the number of history inter-
actions to 5 and 10, respectively. All experiments
are performed using a single NVIDIA A100 device
with 80GB of memory.
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Dataset movie netflix

Methods AUC AUCImp. UAUC UAUCImp. | AUC AUCImp. UAUC UAUC Imp.
MF 0.6781 19.2% 0.6055 13.2% 0.5730 17.9% 0.5711 16.1%
SASRec 0.7464 8.8% 0.6329 8.3% 0.6499 4.0% 0.6493 2.1%
LightGCN 0.7673 5.8% 0.6405 7.0% 0.6594 2.5% 0.6414 3.4%
TALLRec 0.7219 12.4% 0.5293 29.5% 0.6382 5.9% 0.6430 3.1%
CoLLM 0.8052 0.8% 0.6690 2.4% 0.6699 0.9% 0.6613 0.2%
USER-LLM | 0.8117 - 0.6852 - 0.6757 - 0.6629 -

Table 3: Overall performance comparison. "Imp." represents the relative improvement of USER-LLM over the

baseline models. Bold text indicates the best results.

4.2 Performance Comparison

Table 3 provides the overall results of the perfor-
mance improvements observed across five baseline
models evaluated on two distinct datasets. Drawing
from the results, we have the following observa-
tions:

Firstly, our proposed USER-LLM model consis-
tently outperforms all baseline methods across both
datasets, achieving the highest performance with
AUC scores of 0.8117 and 0.6757 on the movie and
netflix datasets respectively. This demonstrates the
robust generalization capability of our approach
across different recommendation scenarios.

Secondly, compared to traditional recommen-
dation methods (MF, SASRec, and LightGCN),
USER-LLM shows substantial improvements.
Specifically, on the movie dataset, USER-LLM
achieves relative improvements of 19.2%, 8.8%,
and 5.8% on AUC over MF, SASRec, and Light-
GCN respectively. Similar patterns are observed
on the netflix dataset, with improvements of 17.9%,
4.0%, and 2.5% respectively. This indicates
that our USER-LLM framework effectively cap-
tures user preferences better than conventional ap-
proaches.

Thirdly, when comparing with LLM-based rec-
ommendation methods (TALLRec and CoLLM),
USER-LLM still demonstrates superior perfor-
mance. On the movie dataset, USER-LLM outper-
forms TALLRec by 12.4% and CoLLM by 0.8% on
AUC. The netflix dataset shows similar trends with
improvements of 5.9% and 0.9% respectively. No-
tably, LLM-based methods that solely rely on tex-
tual information, such as TALLRec, fail to outper-
form traditional models on several metrics, which
highlights the limitations of depending exclusively
on textual information.

4.3 Ablation Study

To thoroughly investigate the effectiveness of dif-
ferent components in our USER-LLM framework,

Dataset movie netflix

Methods AUC UAUC | AUC UAUC
USER-LLM | 0.8117 0.6852 | 0.6757 0.6629
w/o UHEM | 0.7970 0.6613 | 0.6678 0.6580
w/o KE 0.8087 0.6707 | 0.6715 0.6607

Table 4: Results of the ablation studies over USER-
LLM. KE denotes Knowledge Enhancement and UHEM
stands for User History Encoding Module.

Dataset movie netflix
Scenario | Methods AUC Imp. AUC Imp.
Short CoLLM-VA | 0.8070 0.58% | 0.6725 0.48%

USER-LLM | 0.8117 0.6757
Long CoLLM-VA | 0.8067 0.63% | 0.6668 1.24%
USER-LLM | 0.8118 - 0.6751

Table 5: Performance comparison on users with short
and long history interactions. "Imp." indicates the rel-
ative performance improvement of USER-LLM com-
pared to CoLLM-VA, which refers to incorporating Vi-
sual Alignment into CoLLM.

we conduct comprehensive ablation studies. The
results are presented in Tables 4, leading to several
important findings:

Comparing the full USER-LLM model with its
variants, we observe that our complete framework
achieves the best performance across both datasets.
When removing User History Embedding Module
(UHEM), we notice a performance degradation of
approximately 1.8% in AUC and 3.4% in UAUC
for the movie dataset, while netflix experiences
similar declines of 1.2% and 0.7% respectively.
This demonstrates the importance of UHEM in our
framework.

When the knowledge enhancement is removed
(without KE), performance decreases for both the
movie dataset and the Netflix dataset, indicat-
ing that knowledge enhancement is beneficial for
model performance. However, in comparison to
the ablation without UHEM, the reduction in per-
formance is less severe, suggesting that the UHEM
module is more crucial.
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Figure 3: Comparison of computational efficiency be-
tween USER-LLM and without UHEM. The left part
represents training time in Step 2, while the right part
shows inference time.

4.4 Performance on Users with Short and
Long History Interactions

To comprehensively evaluate our model’s capabil-
ity in handling users with short and long history
interactions, We constructed specialized test sets to
assess performance under different history interac-
tion lengths.

For the short-history scenario, we set the number
of history interactions to 5 and 10 for the movie and
Netflix datasets, respectively. For the long-history
scenario, we curated test sets comprising users with
more extensive history interactions, specifically,
users with at least 10 history interactions for the
movie dataset and at least 20 for the Netflix dataset.

Table 5 presents the comparative results across
these scenarios. The performance of CoOLLM-VA,
which incorporated visual features into CoLLLM,
implies that overly extended history interactions
could potentially degrade recommendation effec-
tiveness. Notably, in the long-history scenario, our
model maintains robust performance with an AUC
of 0.8118 on the movie dataset and 0.6751 on the
netflix dataset. These results empirically validate
the effectiveness of our framework in adapting to
varying interaction sequence lengths.

4.5 Comparison of Computational Efficiency

To evaluate computational efficiency, we analyze
both training and inference time costs. Figure
3 presents the performance comparison between
USER-LLM and its variant without UHEM, which
includes knowledge enhancement, visual features,
and collaborative information but lacks encoded
and compressed history interactions. During train-
ing (left part), USER-LLM demonstrates superior
efficiency on both datasets. For the movie dataset,
USER-LLM requires 118 minutes compared to 137
minutes without UHEM. This efficiency advantage

is more pronounced on the Netflix dataset, where
USER-LLM completes training in 153 minutes ver-
sus 280 minutes without UHEM.

The inference time comparison (right part)
shows similar trends. USER-LLM achieves infer-
ence times of 107 seconds and 138 seconds on
movie and Netflix datasets respectively, while the
variant without UHEM requires 123 seconds and
299 seconds.

The difference in training and inference time be-
tween the two methods across different datasets
indicates that when history interactions are longer
(10 interactions for netflix versus 5 interactions for
movie), both training and inference time increase.
However, UHEM demonstrates greater improve-
ments in computational efficiency when handling
longer history interactions, as observed in the net-
flix dataset.

5 Conclusion

In this paper, we introduce USER-LLM, a novel
multimodal recommendation framework that lever-
ages the capabilities of LLMs to integrate multi-
modal data into the recommendation process. We
propose UHEM, a module for encoding and com-
pressing long sequences of history interactions with
both textual and visual features into a single token
representation in the semantic space of the LLM,
effectively facilitating LLMs in processing user
preferences. Our extensive experiments on two
real-world datasets demonstrate the effectiveness of
USER-LLM, achieving significant improvements
in key metrics compared to existing baselines.

6 Limitations

The current framework is primarily focused on tex-
tual and visual modalities. However, the absence
of other multimodal information, such as audio,
may restrict the model’s ability to fully grasp user
preferences. Our upcoming research will concen-
trate on integrating additional modalities to enrich
recommendation performance. Additionally, the
current work employs GRU as an example encoder
for UHEM, whose performance compared to other
models is yet to be explored. In the future, we
aim to delve into alternative encoding architectures,
such as transformer-based encoders, in order to
select the optimal model.
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A Appendix



#Question: A user has given high ratings to the following movies:
<ItemTitleList>. Additionally, we have information about the
user's preferences encoded in the feature <UserID>. Using all
available information, make a prediction about whether the user
would enjoy the movie titled <TargetItemTitle> with the feature
<TargetItemID>? Answer with "Yes" or ""No". \n#Answer:

Figure 4: Prompt of enhancing the title.

#Question: A user has given high ratings to the following movies:
<Item_1Title><Item_1Image>...<Item_nTitle><Item_nImage>.

Additionally, we have information about the user's preferences
encoded in the feature <UserID>. Using all available
information, make a prediction about whether the user would
enjoy the movie titled <TargetItemTitle><TargetltemImage>
with the feature <TargetltemID>? Answer with "Yes" or "No".
\n#Answer:

Figure 5: Prompt of enhancing the title.

#Question: Generate a concise movie
description for the title <TargetltemTitle>
around 20 words, highlighting the main theme
and unique elements. \n#Answer:

Figure 6: Prompt of enhancing the title.

Figure 4 shows the original prompt of CoLLM.
Figure 5 is the prompt that we use to incor-
porate visual features into CoLLM. Figure 6
shows the prompt of enhancing the title. The
<TargetItemTitle> should be replaced by the
item’s title.
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