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Abstract

Modern Entity Linking (EL) systems entrench
a popularity bias. However, there is no dataset
focusing on tail and emerging entities in lan-
guages other than English. We present Hansel,
a new benchmark in Chinese that fills the va-
cancy of non-English few-shot and zero-shot
EL challenges. Hansel is human annotated and
reviewed, with a novel method for collecting
zero-shot EL datasets. It is a diverse dataset
covering 8.2K documents in news, social me-
dia posts and other web articles, with Wiki-
data as its target Knowledge Base. We demon-
strate that existing state-of-the-art EL system
performs poorly on Hansel (R@1 of 35.8% on
Few-Shot). We then establish a strong base-
line that scores a R@1 of 43.2% on Few-Shot
and 76.6% on Zero-Shot on our dataset. We
also show that our baseline achieves competi-
tive results on TAC-KBP2015 Chinese Entity
Linking task.

1 Introduction

Entity Linking (EL) is the task of grounding a tex-
tual mention in context to a corresponding entity in
a Knowledge Base (KB). It is a fundamental com-
ponent in applications such as Question Answering
(Févry et al., 2020a; Guu et al., 2020; De Cao et al.,
2019), KB Completion (Shen et al., 2014; Zhang
et al., 2014) and Dialogue (Curry et al., 2018).
Recent studies elaborated the importance of zero-
shot EL and EL for tail entities, but non-English
resources for these challenges are seldom available.
Logeswaran et al. (2019) presented the Zero-Shot
Entity Linking problem, i.e. linking mentions to
entities unseen during training. They created a
zero-shot EL benchmark extracted from the Wikia
forum, but the dataset is English-only. On the other
hand, Chen et al. (2021) raised a common popular-
ity bias in EL systems, i.e. tail entities that are less
frequently seen in training are more challenging
to resolve. They introduced AmbER sets focusing

on tail entity retrieval, also only available in En-
glish. Intuitively, we name the challenge to resolve
long-tail entities as Few-Shot Entity Linking, as
most tail entities have only a few number of train-
ing examples. Despite the aforementioned studies,
a non-English dataset focusing on zero-shot or few-
shot EL still does not exist, resulting in an English
bias to these challenging problems.

Moreover, existing zero-shot and few-shot
datasets have a limited diversity, rooted from their
collection methods that rely on hyperlink structures
or manual templates. Logeswaran et al. (2019) ex-
tracted mentions from Wikia forum posts hyper-
linked to the Wikia KB, and Botha et al. (2020)
used links from Wikinews to Wikipedia, where
only 3K out of 289K (1%) mentions fall into its
zero-shot slice. Chen et al. (2021) generated Am-
bER sets by filling pre-defined templates with KB
attributes. These dataset collection approaches are
limited, as mentions are biased towards hyperlink
editing conventions or syntactic templates.

To address the English bias and lack of syntac-
tic diversity of few-shot and zero-shot EL datasets,
in this paper, we present a human-calibrated and
challenging EL dataset in simplified Chinese lan-
guage, consisting a few-shot and a zero-shot slice.
The few-shot slice is collected from a multi-stage
matching and annotation process. A core property
of this dataset is that all mentions are “hard” (Tsai
and Roth, 2016), where the linked entity is not the
most popular of all entities that share a name in
the training corpus. The zero-shot slice is collected
from a novel searching-based process, where an-
notators search mentions with Web search engines,
given a new entity’s description. Annotators are
also encouraged to search for an adversarial men-
tion with the same text span but a different entity.
We demonstrate that both slices are challenging for
state-of-the-art EL models.

The main contributions of this work are:

* Publish Hansel, a challenging multi-domain



Corpus matches AT @1 correct? Annotate entities

Alias
Leonardo’s boyhood szs not sm{)oth. In 1992, he had just entered the top « (Discard)
five European leagues in Valencia...
The British self-portrait boy named Charles Levi, the photographer praised iCaprio®®!11:
“leonardo” ! 10 ; p 1' v/ : 1 p grap! P' _’x (Keep) —> Leonardo DiCaprio :
him as the "young version of Leonardo" and took several photos of him. American actor and film producer.

14th round of the Chinese Super League kicked off on the evening of the

—| 23rd. Ibrahimovic, Leonardo and Zhu Jianrong respectively made
contributions. They finally defeated R&F with a score of 3:2.

Leonardo Rodriguez Pereira®*0¢;

—> K —
x (Keep) Brizillian footballer.

Figure 1: Annotation process for the Few-Shot dataset, with an actual (translated) example in Hansel-FS. We first match
aliases against the corpora to generate potential mentions, then annotate if AT @1 is the correct candidate for each mention. We
only keep cases where AT@1 is incorrect, and annotate the correct entity against the KB.

Annotate entities

The Adventures of Pinocchio (2021
——> film)?***8!% An animated dark fantasy
musical film.

Entity Search corresponding and adversarial mentions
Having prepared for more than 10 years, Guillermo del Toro’s Pinocchio
was successfully acquired by Netflix, becoming a new film of the
streaming media giant...
073895818 Q The fox and the cat swindled Pinocchio out of his coins. Pinocchio went to
The Adventures of ~ ———t----- report to the officials and found that the Monkey Judge talked

Pinocchio (2021 film) incoherently...

—> Pinocchio®*”’%: A fictional character.

#PinocchioReleaseDate# The fantasy film * Pinocchio”, adapted from the
classic fairy tale, will be released on June 1st for Children’s Day.. . .

+—— NIL_OTHER

Figure 2: Annotation process for the Zero-Shot dataset, with a translated example in Hansel-ZS. Given a new entity, we
search on the Web for a corresponding mention, and a few mentions that share the same mention text but refer to different entities.

evaluation dataset for EL in Chinese with
Wikidata as its KB, featuring a zero-shot slice
with emerging entities, and a few-shot slice
with hard mentions.

* Propose a novel and feasible zero-shot entity
linking dataset collection paradigm, applica-
ble for any language.

* Develop a model supervised with Chinese
Wikipedia that achieves competitive results
on TAC-KBP2015 Chinese EL task, which is
also the best-performing monolingual model
on this task to our knowledge.

2 Hansel Dataset

We publish an EL dataset for simplified Chinese
(zh-hans), named Hansel. The dataset contains
mentions in context drawn from diverse documents,
with the ground truth entity ID annotated. It is or-
ganized into Few-Shot (FS) and Zero-Shot (ZS)
slices, focusing respectively on tail entity link-
ing and zero-shot generalization to emerging enti-
ties. Both slices are human-annotated and expert-
checked. Figure 1 and Figure 2 illustrates the data
collection process.

2.1 Knowledge Base

To capture the common scenario of temporally
evolving knowledge bases, We split Wikidata enti-
ties into Known and New sets using two historical
dumps, with the following steps:

Entity filtering. Following and extending the
filtering logic by Botha et al. (2020), we remove all
instances of Wikimedia disambiguation pages, tem-
plates, categories, modules, list pages and project
pages, Wikidata properties, as well as their sub-
classes. The detailed filtering logic can be found in
Appendix D.

Known Entities (F,,,,.,») refer to Wikidata en-
tities in 2018-08-13 dump ! after entity filtering.
For the scope of this paper, we further constrain
it to entities with a Chinese Wikipedia page. We
use the Wikipedia dump as of 2021-03-01. After
filtering, the set contains roughly 1M entities.

New Entities (F,,.,,) refer to Wikidata entities
in 2021-03-15 dump that do not exist in Ex,own.,
with the same entity and language filtering. 57K
entities fall into this set. Intuitively, entities added
to Wikidata between 2018 and 2021 are emerging

"Downloaded from https://figshare.com/.
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# Mentions # Documents # Entities
In-KB NIL Total In-KB NIL Total Frnown Fnew Total
Hansel-FS 2,138 1,324 3,462 2,134 1,323 3,457 1,899 - 1,899
Hansel-ZS 4,208 507 4,715 4,200 507 4,704 1,054 2,992 4,046

Table 1: Statistics of the Hansel dataset. We break down the number of mentions and documents by whether the label is a
NIL entity or inside Wikidata (In-KB), and the number of distinct entities by whether the entity is in an emerging entity in Ey e .

entities for the scope of our zero-shot slice.

Alias table. We extract the alias table from
Wikipedia 2021-03-15 for both Exyown and Epeqy,
using internal links from Wikipedia, as well as
redirections and page titles, following conventions
(De Cao et al., 2021). The alias table defines the
prior of a mention linking to an entity, P(e|m). We
denote this alias table as AT-base.

2.2 Training Data

Following previous work (Botha et al., 2020; Cao
et al., 2021), we use Wikipedia internal links to
construct a training set. Using the Wikidata ecosys-
tem allows utility of rich hyperlink structure inside
Wikipedia corpus.

All new entities F,.,, are kept unseen during
training. Ideally, one would acquire the 2018
Wikipedia dump as training corpus. As the full
2018 Wikipedia dump is not publicly available, we
use 2021-03-01 Wikipedia dump and hold out all
entity pages mapped to E,.,, as well as all men-
tions with pagelinks to E,,, entities. Our zero-
shot evaluation slice is based on Ej,ey. 2

To focus on simplified Chinese, we converted
all traditional Chinese characters to simplified, in
all training and evaluation datasets as well as the
alias table. We hold out 1K full documents (7.5K
mentions) as the validation set.

2.3 Few-Shot Evaluation Slice

For the FS slice, we collect human annotations
for entity linking in three text corpora: (1) LC-
STS (Hu et al., 2015), covering Weibo microblog-
ging short text 3; (2) SohuNews (long news articles
from Sohu domain), and TenSiteNews (from other
mainstream news domains in Chinese), namely So-
gouCA/SogouCs data from Wang et al. (2008) *.

*Note that future work on this dataset should adopt similar
constraints to make sure E,.,, entities are kept unseen in
training.

3We sampled examples from PART-I of LCSTS.

*Available at http://www.sogou.com/labs/
resource/list_news.php.

The FS slice is collected based on a matching-
based process as illustrated in Figure 1. First, we
use the alias table to perform alias matching on
each corpus to get a large candidate set, and sample
diverse and hard mentions in the matched set for
human annotation. Matching and sampling details
are in Appendix A.

Human annotation. Annotation was performed
on more than 10K examples. For each example,
annotators answer a series of questions: First, they
modify the mention boundary when it is incorrect,
or remove the example if it is not an entity men-
tion. Then, they select among alias table candidates
for the referred entity. For each candidate, the an-
notator has access to its entity description (first
paragraph in Wikipedia) and the original Wikipedia
link. If the candidate with the highest prior (AT@1)
is correct, then the example is discarded. 75% of
examples are dropped in this step. If none of the
candidates are correct, the annotator is then asked
to find the correct Wikipedia page (mapped to a
Wikidata QID) for the entity through search en-
gines. If no Wikipedia page can be found, they
fill the coarse entity type defined in Table 2, thus
labeling a typed NIL entity.

Expert checking. After the first pass of anno-
tation, there is an expert-checking phase, where
human experts manually examine all annotated ex-
amples and update answers. The final updated
results are used as the ground truth (GT) of this
dataset.

Dataset properties. The FS slice has 3,462
mentions from 3,457 documents, covering 1,899 di-
verse entities. Note that the mention-to-document
ratio is close to 1, which is different with traditional
EL datasets such as TAC-KBP2015. This is an in-
tentional property as we sample diverse mentions
from a large set of documents, avoiding repetitive
mentions and entities that commonly appear in a
same document, making the dataset challenging
and syntactically diverse.

The human accuracy of Hansel-FS is 87.3%, i.e.
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Definition

Type(e, Q215627)

Coarse Type

LOC(e) Type(e,Q618123)

ORG(e) Type(e, Q43229)
EVENT(e) Type(e, Q1656682)
OTHER(e) All other entities

Table 2: Coarse types defined with transitive T'ype.

modification rate is 12.7% during expert checking.
When calculating human accuracy, we count either
imperfect mention boundary or wrong entity as in-
correct. 40.1% of the errors are mention boundary
errors. All discovered human errors have been fixed
during the expert-checking phase. Examples of the
FS slice can be found in Figure 2 and Appendix F.

2.4 Wikidata Type system

To facilitate collection of our zero-shot slice, we
first define a type system based on Wikidata struc-
tures. Define original Wikidata entities as F, prop-
erties as P, relations as R(e1, p, e2). We define a
transitive typing feature denoted as T'ype:

R(e1, P31, e2) = Type(eq, ea),
Type(e1,e2) A R(ea, P279,e3) = Type(ei,es3),

where P31 stands for instance of and P279 for
subclass of relations in Wikidata. We then define
coarse types with this feature:

Coarse Types are defined in Table 2. Note that
our LOC type effectively combines GPE, LOC and
FAC types as defined in ACE (Doddington et al.,
2004) and TAC-KBP2016 (Ji et al., 2016) in order
to better fit Wikidata typing guideline >. We use the
same PER definition as TAC-KBP2016, and add
an EVENT type.

Fine Types. We design an entity feature Top-
Snaks as our fine typing system. TopSnaks are de-
fined as the aggregated top 10,000 property-relation
values based on entity frequency °. An example
TopSnak is P37-05, which means "instance of hu-
man". We verify that the TopSnaks generated on
the 2018 Wikidata dump covers about 90% of E,,¢,,
(new entities in 2021), indicating good generaliz-
ability over time. Examples of TopSnaks can be
found in Appendix C.

We refer to https://www.wikidata.org/
wiki/Wikidata:WikiProject_Infoboxes when
choosing appropriate entities for corresponding types.

A “SNAK” refers to “some notation about knowledge’:
https://www.wikidata.org/wiki/Q86719099.

2.5 Zero-shot Evaluation Slice

Collecting a zero-shot slice is challenging, as it
is generally hard to find an occurrence of a new
entity on a fixed text corpus, especially when the
corpus is out-of-domain and hyperlink structures
cannot be exploited. To address this challenge, We
design a novel data collection scheme by search-
ing entity mentions across the Web given an entity
description. The process is detailed below.

Type balancing. We first down-sample FE,cq,
to get a diverse set of entities with various coarse
types, as the original distribution of E,,,, is heavily
biased towards PER and OTHER. We draw sam-
ples from Ey¢q, by 50% random sampling and 50%
type-diversified sampling.

Annotations. For each entity in the sample, an-
notators are given its title, description and Wikidata
aliases. They are asked to search the Internet ’ for a
corresponding mention of the entity and collect the
mention context. They further seek 1 or 2 adver-
sarial examples by searching for a same or similar
mention referring to a different entity. Examples
of collected new and adversarial examples can be
found in Figure 2 and Appendix E. Such confusing
examples introduce more label diversity and reduce
hidden bias on this dataset.

Expert checking. After the first pass, we per-
form expert-checking, where human experts man-
ually examine all annotated examples and update
answers. The final updated results are used as the
ground truth (GT) of this dataset.

Dataset Properties. As reported in Table 1,
in this zero-shot slice, we collect 4,715 mentions
across 4,707 documents, covering 4,046 distinct
entities. Domains of the examples are in news
(39%), social media (15%), and other articles such
as E-books, papers and commerce (46%). Our alias
table R@100 on this dataset is 78.8%, suggesting a
large headroom on this dataset for candidate gener-
ation. The human accuracy of Hansel-ZS is 95.9%,
i.e. the modification rate during expert checking is
4.1%. 53% of modifications are mention boundary
changes, and the rest are entity changes.

3 Models

We establish a few baseline models on this dataset,
including a Dual Encoder (DE) model and a Cross-
Attention encoder model (CA). We also experi-
ment with a novel model architecture, utilizing our

"To facilitate easy searches, we provide annotators with
pre-filled search query templates in an annotation tool.
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Figure 3: Typing-enhanced Dual Encoder (TyDE) diagram. Both mention and entity encoders are 12-layer transformer
encoders initialized from BERT-base, projecting mention in context (annotated with [E1] and [/E1] markers) and entity description
to 256-d embeddings. Cosine similarity between mention and entity embeddings are jointly optimized with typing losses.

Wikidata-based type system to enhance DE perfor-
mance.

3.1 Dual Encoder Model

Following previous work (Wu et al., 2020; Botha
et al., 2020), we train a Dual Encoder (DE) model
to capture entity and contextual mention represen-
tations in a dense vector space. Such models are
scalable in that the entity embeddings can be pre-
computed and stored, enabling fast retrieval or dot-
product based similarity scoring.

The dual encoder maps a mention-entity pair
(m, e) to a similarity score:

¢(m) " (e)

sim(m,e) = —————— (1)

o)l (e)ll”

where both ¢ and v are learned transformer en-
coders projecting mention and entity input se-
quences into d-dimensional vectors (d=256). For
both encoders, we use BERT-base and map the
[CLS] token with a dense layer to the output em-
bedding. Following Botha et al. (2020), we use
mention boundary tokens to wrap mentions in con-
text. We use a sequence length of 128 tokens in
both encoders. We choose the first paragraph in
Chinese Wikipedia as an entity’s description for in-
put of v». The DE model is optimized with in-batch
sampled softmax loss.

We use the DE model as a scoring step on candi-
dates generated by the alias table AT-base, combin-
ing the model’s prediction with the prior to produce
a score s:

s(m,e) = P(elm)sim(m,e). ()

3.2 Cross-Attention Encoder Model

Following (Botha et al., 2020), we train a BERT-
based Cross-Attention model (CA) to re-rank can-
didates generated by the alias table, optimized with
a binary cross-entropy classification loss.

As some evaluation datasets contain NIL en-
tities, i.e. entities not in the target KB, we ap-
ply a new distant supervision strategy to gener-
ate NIL examples for CA model training: we use
unlinked phrases in Wikipedia that have an exact
match to an alias of Ey,,.,, entity. Hypothetically,
since Wikipedia encourages editors to generate
near-complete pagelinks, phrases that do not have
pagelinks are more likely not known entities. We
further downsample NIL examples by mention fre-
quency, keeping at most 10K NIL examples per
mention text.

Since the training set only comes with positive
examples, we use the alias table to mine hard nega-
tives, and randomly keep 20% of negative examples
to reduce label imbalance.

3.3 Typing-enhanced Dual Encoder Model

Previous work (Ling et al., 2015; Raiman and
Raiman, 2018) suggested that type coherence
across mentions can be useful for entity linking.
However, models like DE or CA only implicitly
learn type coherence with pretrained contextualized
representations.

We propose a model architecture, typing-
enhanced dual encoders (TyDE), using Wikidata
type system as an auxiliary supervision task to im-
prove the dual encoder model. On top of mention
and entity encodings output by ¢ and ¢/, we add



classification layers for coarse and fine typing clas-
sification. On each side, we use a softmax classifier
for coarse types and binary classifiers for each of
the 10K fine types. We train the TyDE model with
positives only, using type classification losses in
addition to the batch softmax loss. The architecture
is illustrated in Figure 3.

During inference, we experiment using cosine
similarity with the same definition as in DE model,
and combining with coarse and fine typing scores.
Coarse typing score is defined as:

se(m, e) = ae(m) pe(e), 3)
and fine typing score is:
Sf(m, 6) = Uf(m)Tpf(€)> 4)

where o, pc, oy and py are learned dense layers
projecting ¢ and ¢ outputs to the corresponding
type dimension. o, and p, project to 5 coarse types,
and oy and py project to 10,000 fine types.

We experiment TyDE for scoring with different
settings: (1) use cosine similarity same as DE, so
typing information is only used implicitly via co-
training; (2) multiply typing scores with the DE
score. Note that the combination requires trivial
additional computation for scoring, as the typing
parameters are a single dense layer on top of output
embeddings. We experiment different typing score
combinations in Section 4.2. The best-performing
experiment combines only fine typing score:

s(m,e) = P(elm)sim(m,e)sf(m,e).  (5)

All encoders in DE, TyDE and CA are initial-
ized from the public Chinese BERT-base check-
point. Details on model implementation and hyper-
parameters can be found in Appendix B.

4 Experiments

4.1 Evaluation on TAC-KBP2015

To compare our models with prior work, we bench-
mark on the established TAC-KBP2015 Chinese
EL task. Note that TAC-KBP2015 was originally
designed for cross-lingual EL, but still suitable as
a monolingual benchmark. Following De Cao et al.
(2021), we only evaluate in-KB links, i.e. not con-
sidering NIL entities. We consider full Chinese
Wikipedia (Expown and Ejeq) as our target KB. 8

8We use a Freebase API to resolve predictions to a Free-

base MID, to be consistent with the dataset. When our system
cannot resolve the link, it counts as a prediction error.

Metric Value

Tsai and Roth (2016) R@1 85.1
Sil et al. (2018) R@1 85.9
Upadhyay et al. (2018) R@1 86.0
Zhou et al. (2019) R@1 85.9
De Cao et al. (2021) R@1 88.4
DE R@1 75.2

TyDE R@1 76.2

CA R@1 81.0
CA-tuned R@1 86.9
AT-base R@1 70.0
AT-base R@10 85.7
AT-base R@100 85.9
AT-ext R@1 75.1

AT-ext R@10 90.8

AT-ext R@100 91.3

Table 3: Recall evaluations on the TAC-KBP2015
Chinese EL task. Our monolingual CA-tuned
model compares with cross-lingual SOTA. We also
report recall with our base and extended alias tables.

The evaluation metric is Recall @K, where R@1 is
equivalent to accuracy (Botha et al., 2020).

To be comparable with prior work, we use the
published alias table from mGENRE (De Cao et al.,
2021) and the TAC-KBP2015 training set to extend
our alias table AT-base. We denote the extended
table as AT-ext. We train all models with El,,00n
examples only, as described in Section 2.2, where
only AT-base was used for generating negatives for
CA. We further fine-tune the CA model on TAC-
KBP2015’s training set examples for one epoch,
using AT-ext to generate negatives. The finetuned
model is denoted as CA-funed.

We evaluate DE, TyDE, CA and CA-tuned,
based on AT-ext’s top-10 candidates. Table 3 shows
evaluation results. Despite using a monolingual
EL approach, our best model is comparable with
state-of-the-art models using multilingual data for
training. In particular, CA-tuned outperforms all
previous models with an XEL setting (Sil et al.,
2018; Upadhyay et al., 2018). Notably, our base-
line CA model without using task-specific data
achieves 81.0% for R@1, and the domain-adaptive
tuning on TAC-KBP2015 increases R@1 by 5.9%.

We do a brief error analysis on CA-tuned re-
sults on TAC-KBP2015. Among all R@1 errors,
212 (19%) do not have a Chinese Wikipedia page.



In-KB With-NIL
AT TyDE CA GEN. +margin +cand +both AT CA+TyDE
Metric R@1 R@10 R@100 R@1 R@1 Re@l R@1 R@1 R@l R@l R@1
Hansel-FS 0.0 58.5 60.1 10.8 43.2 35.8 34.5 33.6 34.0 0.0 42.1
Hansel-ZS  70.6 78.5 78.8 71.6 76.6  67.9* 66.8* 68.4*%  68.4*  63.0 70.7

Table 4: Evaluation of our baselines and mGENRE models (denoted as GEN.) on the Hansel dataset. Both datasets are
challenging for the state-of-the-art MEL model, while our CA model generalizes better to few-shot and zero-shot settings.
mGENRE numbers on Hansel-ZS*: does not follow zero-shot training constraints, but still lower than CA results.

Strategy R@1
DE 75.2
TyDE (sim only) 75.9
TyDE (sim+coarse) 74.9
TyDE (sim+fine) 76.2
TyDE (sim+coarse+fine)  75.1

Table 5: Evaluations of TyDE inference strategy on
TAC-KBP2015. We compare combining similarity
with coarse, fine or both typing scores.

Note that we constrain our model to a monolin-
gual setting thus missing these examples, whereas
Cross-Lingual and Multilingual models (Upadhyay
et al., 2018; De Cao et al., 2021) are inherently bet-
ter at solving such examples. 544 (48%) errors do
not have the mention-entity pair as a top-10 alias
table entry, indicating headroom of retrieval or gen-
eration models without reliance on alias tables. 344
(30%) cases are where our CA-tuned model did not
choose the correct candidate. In 39 (3.4%) cases
the freebase MIDs are not resolved to Wikidata.

4.2

We further report an experiment with different infer-
ence strategies with TyDE model. As described in
Section 3.3, we experiment using cosine similarity
P(elm)sim(m, e) with further combining coarse,
fine, or both typing coherence scores. As shown in
Table 5, when compared on the TAC-KBP2015 eval
set, combining similarity with fine-typing score
gives a 1.0 improvement on R@1, while other com-
binations are mostly negative. This may indicate
that TopSnaks-based typing helps with this setting,
while the coarse types are less suitable.

TyDE Inference Strategy

4.3 Evaluation on Hansel

We evaluate our models on Hansel-FS and Hansel-
ZS, setting up a baseline for future work. When
evaluating against Hansel, we do not use dataset-
specific tuning. We use AT-base as the alias table.

Evaluation results of different systems on Hansel
are shown in Table 4.

Comparison with mGENRE. To compare with
prior work, we evaluate the state-of-the-art model
mGENRE (with implementation details in Ap-
pendix H). Table 4 shows the results. According to
our experiment, the base version of mGENRE out-
performs ones with candidates and marginalization.
This may be due to the low recall of AT on the FS
slice, while the base model can recover some AT
misses. Our CA model outperforms mGENRE by
a large margin (+7.4) on this dataset.

We also evaluate mGENRE on the zero-shot
slice. Note that mGENRE was trained on a Wiki-
data dump that overlaps with E,.,,, partially vio-
lating the zero-shot constraint, but the best variant
still under-performs CA (-8.2). CA gets a R@1
of 76.6% on this slice. The ZS slice is easier than
FS, as all examples in FS are unsolvable by AT@1,
while there is no such constraint in our zero-shot
data collection process. Particularly, the adversarial
mentions in ZS can link to head entities.

In short, our AT+CA model is currently the best-
performing for both zero-shot (76.6%) and few-
shot (43.2%) slices, outperforming mGENRE by a
large margin on both scenarios. This suggests that
CA is less prone to popularity bias and generalizes
better to tail and emerging entities. Large room of
improvement remains on both datasets.

Error analysis. We perform an analysis on CA
errors on Hansel-FS. 75% errors are AT misses,
suggesting major headroom for models without re-
liance on alias tables. Among a sample of 40 other
errors, for 30% cases CA predicts a general entity
where the ground truth (GT) is a more specific in-
stance. 28% errors are confusion with locations.
15% are confusion with temporal attributes. 10%
are where CA predicts an irrelevant specific entity
where GT is more general. Detailed error examples
for each bucket is given in Appendix G.

NIL typing. We also set a baseline for entity
linking with NIL classification for Hansel. In this



baseline, we use TyDE model’s coarse classifica-
tion head to compute NIL type, and use CA model
to rank AT-base candidates. A NIL output is pre-
dicted if there is no candidate with output probabil-
ity above a threshold of 0.1. We classify CA’s NIL
output with TyDE coarse typing result, and report
the results in Table 4 as the baseline.

5 Related Work

For years, the primary focus of Entity Linking stud-
ies has been constrained to English-only and fixed-
KB settings (Ling et al., 2015; Févry et al., 2020b;
Ling et al., 2020; Cao et al., 2021). Cross-Lingual
Entity Linking (XEL) was introduced to link non-
English mentions to an English KB. (McNamee
et al., 2011; Ji et al., 2015) Recently, Botha et al.
(2020) introduced Multilingual EL, a more general
formulation to link mentions from any language
to a language-agnostic KB. Their published bench-
mark Mewsli-9 is multilingual, though many lan-
guages including Chinese are not yet covered.

Zero-Shot Entity Linking was proposed by Lo-
geswaran et al. (2019), i.e. linking mentions to
entities that are unobserved during training, and
published an English zero-shot EL dataset. Mewsli-
9 has a zero-shot slice of 3,198 multilingual men-
tions, though only hyperlinked texts in Wikinews
are included. Zero-shot EL on temporally evolving
KBs has been less discussed. To this end, Hoffart
et al. (2014) proposed EL on emerging entities, but
the dataset is also English-only. In this work, we
present Hansel-ZS, the first non-English zero-shot
EL dataset focusing on emerging entities.

Few-Shot Entity Linking was recently studied
in (Chen et al., 2021). They discover that popu-
lar systems are more prune to errors on tail enti-
ties. They introduced AmbER sets focusing on tail
entity retrieval. However, this dataset is English-
only. Mewsli-9 has a few-shot slice obtained
by frequency-binning, but the single domain and
hyperlink-based generation limits the syntactic di-
versity. Tsai and Roth (2016) has a few-shot (hard)
cross-lingual subset, yet the corpus domain is lim-
ited to Wikipedia. Our Hansel-FS is the first non-
English, human-calibrated few-shot EL dataset.

In Chinese language, existing EL datasets are
very limited. An established dataset is TAC-
KBP2015 Tri-Lingual Entity Linking Track (Ji
etal., 2015), adapting the Cross-Lingual EL setting
where the mention is in Chinese and the KB is in
English. DuEL (Han et al., 2020) is an EL dataset

with a native Chinese KB, but the KB only includes
an incomplete subset of Baidu’s knowledge base
(390K entities), making it difficult to serve as a
comprehensive EL benchmark. A recent dataset
CLEEK (Zeng et al., 2020) contains 2,786 men-
tions, annotated to the union of Chinese Wikipedia
and CN-DBPedia (Xu et al., 2017), but it does not
focus on zero-shot or few-shot EL. Our proposed
benchmark enriches Chinese EL resources and al-
leviates their popularity bias, providing ground for
future Chinese few-shot and zero-shot EL studies.

6 Conclusion

To address the popularity and language bias with
Entity Linking datasets, we present a new bench-
mark consisting two parts: the few-shot (FS) slice
where the correct entities are not the most popu-
lar, and the zero-shot (ZS) slice where the entities
are not observed in training. We name our dataset
Hansel as both slices are in simplified Chinese (zh-
hans), and make it publicly available. Along with
the dataset, we propose a method to collect human-
calibrated few-shot and zero-shot EL datasets.

To compare with prior work, we built base-
line models including a dual-encoder (DE) model,
a novel typing-enhanced dual-encoder model
(TyDE), and a cross-attention scoring model (CA).
All models are supervised by hyperlinks in Chinese
Wikipedia, and we made sure that new entities in
the zero-shot slice were not visible during training.

On the TAC-KBP2015 Chinese Entity Linking
track, our CA model (fine-tuned on task-specific
training set) gets R@1 of 86.9%, outperform-
ing previous works with Cross-Lingual linking
(XEL) settings, and achieving competitive results
with mGENRE, the state-of-the-art Multilingual-
EL (MEL) model. Our CA model is the state-
of-the-art monolingual model on the established
benchmark. Our TyDE model improves over a
standard DE with minimal added complexity.

On Hansel, mGENRE only achieves a R@1 of
35.8% on Hansel-FS, much lower than its perfor-
mance on TAC-KBP2015, suggesting difficulty of
our dataset. Our CA model has so far the best
R@1 of 43.2% on Hansel-FS, and R@1 of 76.6%
on Hansel-ZS, outperforming mGENRE on both
slices by a large margin. Future work on Chinese
or multilingual EL. may use our benchmark to test
generalization over tail and emerging entities.
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A Few-Shot Slice Collection Details

We detail the process using the alias table AT-base
to generate a diverse known slice.

Alias matching. We apply the alias table to
perform exact matching on each unlabeled corpus
among LCSTS, SohuNews and TenSiteNews.

During alias matching, we favor long mentions
over short ones if multiple mentions overlap. We
apply a few Chinese-specific design decisions: (1)
heuristically filter out single-character mentions to
reduce noise; (2) do not use any tokenization mech-
anism, since space-tokenization is not available in
Chinese, and any tokenizer may introduce system
bias. (3) also compute P(unlinked|m), i.e. the
prior of a given phrase that do not have a hyperlink
in Wikipedia. We removed the mentions that are
over-commonly missing hyperlinks in Wikipedia,
defined by P(unlinked|m) > 0.98. We found that
this empirically gives a much cleaner candidate set
thus saving annotation efforts.

Mention sampling. The alias matching pro-
duces a large candidate set over each corpus, which
is unfeasible to label thoroughly. To sample a di-
verse and representative subset, we take diverse
mentions and documents into the sample. We sam-
ple each corpus by two equal criteria to get sets of
mention phrases, then randomly select one example
per phrase. The criteria are namely (1) uniformly
sample, and (2) sample only ambiguous mentions
with at least two candidates in the alias table.

As shown in Table 1, Hansel-FS features a di-
verse set of 1.9K entities from 3.5K different docu-
ments.

B Experiment Details

We implement DE, TyDE and CA models using
Tensorflow (Abadi et al., 2016). The DE, TyDE
and CA encoders all use 12 transformer encoder
layers, initialized with BERT-base parameters. The
number of parameters for DE, TyDE and CA are
roughly 204M, 210M and 102M. We use Adam op-
timizer (Kingma and Ba, 2015) with linear weight
decay and use 10% steps for a linear warmup sched-
ule, following Botha et al. (2020).

The models are trained on a single NVIDIA
V100 GPU. All general models are trained for
100K steps. Training of DE and TyDE model
takes approximately 30 hours. Training CA on
Wikipedia takes 16 hours, and finetuning CA on
TAC-KBP2015 takes 4 hours.
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We fix sequence length to be 128 tokens for both
mention and entity encoder for DE and TyDE, and
256 tokens for CA. We select the approximate max-
imum batch size that fits into the GPU memory,
resulting in a batch size of 64 for DE and TyDE,
and 32 for CA. We search learning rate among [1le-
5, 2e-5, le-4] for DE and TyDE. Following Botha
et al. (2020), we fix le-5 as the learning rate for
CA. We search learning rate among [le-6, 5e-6]
for CA-tuned. We search mention and entity em-
bedding dimension d within [128, 256] for DE and
TyDE. We perform one hyper-parameter search,
using batch accuracy in validation set for DE and
TyDE and classification accuracy for CA to make
hyper-parameter choices. Best-performing hyper-
parameters are: learning rate is 2e-5 for DE and
TyDE, and 5e-6 for CA-tuned. Embedding dimen-
sion d is 256. We choose 0.1 as the NIL threshold
probability for CA+TyDE model, for With-NIL
evaluations.

C TopSnaks Examples

Table 6 shows 40 examples of Wikidata TopSnaks
from the 2018 dump. From the table we see that
TopSnaks include diverse entity attributes such as
types, gender, occupation, country and sport. In-
tuitively, our TyDE models encourage the learned
mention and entity embeddings to capture rich in-
formation supervised by these TopSnaks.

D Wikidata Filtering

Following a similar constraint with Botha et al.
(2020), when processing Wikidata dumps, we fil-
tered out entities that are a subclass (P279) or in-
stance of (P31) Wikimedia-internal administrative
entities. We extended the list of such entities by
Botha et al. (2020), detailed in Table 7.

E Examples of Hansel-ZS slice

We provide examples in Table 8 in Hansel-ZS to
demonstrate its properties. As shown in the ex-
amples, our annotation process cultivated some
genuinely hard and ambiguous zero-shot examples.

F Examples of Hansel-FS Slice

In Table 9, we provide examples of Hansel-FS Slice
along with CA model predictions, to demonstrate
properties of the dataset and model. From the anal-
ysis, we see that the CA model can capture infor-
mation in types and relations (e.g. “Line 13” and



Types QIDs
Disambiguation page Q4167410
TopSnak Snak name Templates Q11266439
Q105528595
P31-Q13442814 instance of: scholarly article Q11753321
P31-Q5 instance of: human Q15671253
P21-Q6581097 sex or gender: male Q19887878
P31-Q16521 instance of: taxon Q20769160
P105-Q7432 taxon rank: species Q24731821
P17-Q148 country: People’s Republic of China Q26142649
P421-Q6985 located in time zone: UTC+08:00 Q26267864
P17-Q30 country: United States of America Q36330215
P31-Q7187 instance of: gene Q4657797
P21-Q6581072 sex or gender: female Q48552277
P17-Q145 country: United Kingdom Q56876519
P407-Q1860 language of work or name: English Q74980542
P31-Q13100073 instance of: village-level division Q95691391
in China . . Q97303168
P279-Q20747295 subclass of: protein: coding gene
P31-Q8054 instance of: protein Categories Q4167836
P17-Q183 country: Germany Q105653689
P31-Q8502 instance of: mountain Q13406463
P279-Q8054 subclass of: protein Q1474116
P31-Q486972 instance of: human settlement Q15407973
P106-Q82955 occupation: politician Q15647814
P279-Q7187 subclass of: gene Q20769287
P17-Q142 country: France Q24574745
P31-Q4022 instance of: river Q30432511
P641-Q2736 sport: association football Q54662266
P17-Q159 country: Russia Q59542487
P27-Q30 country or citizenship: USA Q56428020
P1435-Q15700834 hel.”itz?ge designation: Grade II listed Modules Q15184295
building Q15145755
P17-Q55 country: Netherlands Q18711811
P31-Q79007 instance of: street Q59259626
P17-Q20 country: Norway
P31-Q3305213 instance of: painting Wikimedia project page Q14204246
113;8? 205 0 lclflfirt‘r;e ()cfé;;ga Subclasses of above QV7011660
P421-Q6723 located in time zone: UTC+02:00 Q11266439
P31-Q532 instance of: village Q25051296
P17-Q34 country: Sweden Q21528878
P31-Q17329259 instance of: encyclopedic article Q4663903
P407-Q7737 language of work or name: Russian Q13406463
P17-Q96 country: Mexico Q22247630
P421-Q6655 located in time zone: UTC+01:00 Q30415057
Q60715851
Table 6: Example TopSnaks. Q15184295

Table 7: WikiData identifiers used for filtering out
Wikimedia-internal entities.
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Mention1 EJE:. #ESW icEH: FIE 5K L, 20194 [E1] L#RITZE [/E1] 2847 7 B B IE SRS
. FEAFTEE . SEHFAMERSG NE NS5 RS H $E%%ﬂ@€ﬁz¥f§ ..

Translation Source: Morning Post. Reporter: Yan Wang. This morning, the draw ceremony of the men’s singles
competition was held in the 2019 [E1] Shanghai Masters [/E1]. Na Li, who won the Grand Slam champion
twice and entered the Tennis Hall of Fame this year, together with Zhizhen Zhang, who won ...

Entity 1 201 9% L RIMFR53: 20194 F g KM A H12)E L RIM2E, 420194 Lilg5 R
%, JEATPHE FREZF 1000 K TFFH AV H A —uh ..

Translation 2019 Shanghai Masters®%6: The 2019 Shanghai Masters, also known as the 2019 Shanghai
Rolex Masters, was the 12th Edition of the Shanghai Masters, classified as an ATP Tour Masters . ..

Mention 2 #2020871% 57 tH 7954 T?iﬂ% 20175 2 AFFIRIREE . BRYDFISL9- 2@“44\151 20184 [El] ki
KT VE1] 078 TS 10-68/R 7 201 88 i e s BE g BRI SC10-950/R b

Translation #2020 World Snooker Championship# Match Record ...2017 English Open Final: O’Sullivan 9-2 Wilson

2018 [E1] Shanghai Masters [/E1] Semi-final: O’Sullivan 10-6 Wilson 2018 Champion of Champions ...

Entity 2 201 9%E H1 3 57 b i AU FRQ06830641. 201 94F fit FL T i 55 b ¥ KT 2 8 BV B i s JE HE 4 2%
F2019F9 A9H — 15 H 7F L5 & ZEERER AR I )5 2517 -

Translation 2019 Shanghai Snooker Masters: The 2019 World Snooker Shanghai Masters was a pro-
fessional non-ranking snooker tournament that took place at the Regal International East Asia Hotel ...

Mention 3 3XSE20194E11 H30H [E1] L KIfiZE /B1] “E & &SR AR E, FEMREZSNERBBK%E
FGogoing ~ Melon - /M=« UFIIEE A RLOMGHITEE, T TAI M2 b E f B Bk T -

Translation  This is the final of "Legend Tournament" on [E1] Shanghai Masters [/E1] on November 30, 2019. The
legendary team of China is a team of retired players, consisting of Gogoing, Melon, Xiaosan, U and Nuoxia
from OMG Organization. Their opponents are retired players from South Korea . ..

Entity 3 NIL_EVENT

Analysis During data collection, Entity 1 (entity in Eyc.,) was provided. The annotator found Mention 1 via Web
search, as well as two adversarial mentions with the same phrase ("Shanghai Masters"), referring to a tennis
tournament, a snooker tournament, and an online gaming tournament respectively.

Mention 1 1905EEZMifl DA% & T TRENT/REMI/RFELTH ([E1] EHEE VE1) . £ LA AR
WAREETN, B8 TIRERELE TR - .

Translation (1905 Film Network News) Having prepared for more than 10 years, Guillermo del Toro’s [E1] Pinocchio
[/E1] was successfully acquired by Netflix, becoming a new film of the streaming media giant ...

Entity 1 ARBZFIBIC_ (2021 F ) P9 OREFBIL) (B4, ) 2 HH0E T20214F LBIE
E3DEMIIE BT 2HES, AEHEELETNG . .

Translation The Adventures of Pinocchio_ (2021 film)Y*¥388. The Adventures of Pinocchio (tentative
name) is an upcoming American stop-motion animated dark fantasy musical film directed by Guillermo del
Toro and is planned for a 2021 release ...

Mention 2 [E1] ULifd [/B1] #5 TOL BTSN E | - 2R, ZIRTE Eiﬁéiﬁﬁﬁﬂiﬂﬂl XN
TEMN . TRLT, HE A IFRERS, WHOH TREAA T, RAABLIkE .

Translation The fox and the cat swindled [E1] Pinocchio [/E1] out of his coins. Pinocchio went to report to the officials
and found that the Monkey Judge talked incoherently and liked to catch innocent people. In desperation,
Pinocchio had no choice but to fabricate a lie, claiming that he had stolen tons of things, and finally escaped.

Entity 2 DEiA @O0, JLip#, 255k GRARMIE (R B—PEMAY, BAMERFE-BHE
WA LESCEER CREZHEIE)  (18834F) MEM, EEMRFNEERIRAE L — ...

Translation Pinocchio®%7%: Pinocchio, whose name comes from the Italian words pino (pine), is a fictional character
and the protagonist of the children’s novel The Adventures of Pinocchio (1883) by Italian writer Carlo ...

Mention 3 #VUifHE ER4MYR B R EIE OREBZIEIC) FLIEE ([E1 ILEE JE1] ) KAEMTE, &
e A1HJLET - A HDREINEE ( (REHEHR) ) S, ZPHIEIIRERE ( (EWAE)

Translation  #PinocchioReleaseDate# The fantasy film “[E1] Pinocchio [/E1]”, adapted from the classic fairy tale, will
be released on June 1st for Children’s Day. The film is directed by Matteo Galloni (“The Kennel”) ...

Entity 3 NIL_OTHER

Analysis  All with the same mention text, Mention 1 refers an entity in Ey,¢., which is a 2021 film directed by G. del
Toro, with a different canonical name than the mention. Mention 3 refers to another film Pinocchio in 2019
by M. Garrone, which is not in zh-wiki thus deserves a NIL label. Mention 2 refers to the fictional character.

Table 8: Examples in Hansel-ZS slice, illustrating challenging zero-shot and adversarial examples collected
by annotators.
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https://www.wikidata.org/wiki/Q69355546
https://www.wikidata.org/wiki/Q69355546
https://www.wikidata.org/wiki/Q66436641
https://www.wikidata.org/wiki/Q66436641
https://www.wikidata.org/wiki/Q73895818
https://www.wikidata.org/wiki/Q73895818
https://www.wikidata.org/wiki/Q6502703
https://www.wikidata.org/wiki/Q6502703

“Qu Bo” examples), while also making some mis-
takes with entities with similar types or meaning
(see the tennis example). It also demonstrates that
Hansel-FS is a challenging benchmark.

G Error Analysis of CA on Hansel-FS

We provide detailed examples in Table 10 and Ta-
ble 11 for CA model’s common prediction errors on
the challenging Hansel-FS dataset. Specifically, we
did not include alias table misses, and for the rest of
the errors, we categorize 40 examples into buckets
and visualize the top-4 major buckets. Overall, pre-
dicting a common or a specific entity is a common
error, suggesting that a better context comprehen-
sion ability is needed. There are also common
errors confusing entities with different geographi-
cal and temporal attributes, indicating that a better
utilization of entity attributes is required in order
to improve results on the dataset.

H mGENRE Implementation Details

We use the code in the publicly available GENRE
repository’. We use the provided mGENRE model
and do not perform any fine-tuning to its parame-
ters. Since mGENRE uses both Wikipedia and
Wikidata dumps from 2019-10-01, and our ZS
slice include entities from Wikidata 2021-03-15,
for Hansel-ZS evaluations, we extend the catalog
of entity names by considering all languages for
each entity from Ey,¢,,, obtained from the Wikidata
dump.

‘https://github.com/facebookresearch/
GENRE
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Context

Translation

Prediction

Translation

Annotation

Outcome

... 2013 EF R AFIBNLEFRZRARSAAT, 35T 7 FIFLIE T 7E6-1/2-08 L Wi B 17 P KR FE
RAL, MRS ) \BR A E S T AR [E1] V4ERTEE [/E1] WO SFFIHIFER:, FEER -
FLL7-5/2-6/6- 1 & IR URHEFE I, 257K T 5 v AR . ..

The 2013 Italian Open continued. No. 3 seed Azarenka received the message of Ayumi Morita’s withdrawal
when taking a 6-1/2-0 lead. The Belarusian athlete successfully advanced to the [E1] quarter finals [/E1] ...

20 LOFE PN BR A TF 2855 7 BT LRSS 4 /R Gk/R 2 R T, EEF RIS Y a7
ZlBE . REEERNTN- G, RFEL6-4. 6-3. T-6EE - HNZHBE ..

2010 Australian Open - Men’s Singles?®%: Rafael Nadal was the last champion, but lost
to current runner-up Andy Murray in the semifinals. The final champion was Roger Federer. In the final ...

NIL_EVENT

Wrong: “Quarter-finals” is a rare alias of predicted entity “2010 Australian Open—Men’s Singles” (a tennis
tournament). Although the context is relevant to tennis, it should refer to a different tournament in 2013 not
in the KB. The model sniffs for an irrelevant entity with a similar type.

Context

Translation

Prediction

Translation

Outcome

PEALFUERE s B BRSSO A AATHERR, HHl, [B1] #Ek135% [/E1] Bl sEifE, #m
SRS, IBITRFRRCR, BH S ERREFIEEFEHASGETR .

According to the Beijing Metro official Weibo at 7:55 on the 5th, at present, [E1] Metro Line 13 [/E1] has
some equipment failures, and some trains are delayed and the operation interval is relatively long. Passengers
in urgent matters are advised to please Choose other transportation ...

LR ER 1 3 ST QLU ER 135 2%, RAE U T gk EE, FIFREk”, IHFRIL Rk R,
%g%é%%%ﬁw,%*%ﬁ%$E%ﬁﬁﬁﬁ@ﬁﬁﬂ%i%ﬁ@%ﬁﬂﬁ,E?%Eﬂ%%

Beijing Metro Line 13%¥¥™: Beijing Metro Line 13, also known as Beijing Urban Railway, or
“Urban Rail” for short. It was formerly known as Beijing Light Rail Railway and often mistakenly called
“Light Rail”. It is a line connecting Xizhimen Station in Xicheng District, Beijing, China to Dongzhimen ...

Correct: Although the mention “line 13” is ambiguous, the model correctly resolves the mention to that in
Beijing (not the top candidate in the alias table), as is sniffs ‘Xizhimen Station” in the context, a station on
the Beijing subway line 13.

Context

Translation

Prediction

Translation

Outcome

TR1ABT A, @IS 1 5 BN GV S % ST SR 7E Bt PH SR 10 SARAL
Ko FEAE [EL] BHIK [/E1] 58 5 SrerAnBiTRIss 7 6 s phaniiiek, SNFaMEA 2. 0 HIBCKES
1B, AWEFEHIRIER ..

At 7:30 pm on July 1, the 15th round of the Chinese Super League match between Kweichow Moutai vs.
Dalian Shide ignited at the Guiyang Olympic Sports Center. With [E1] Qu Bo [/E1] scored in the Sth minute

and Mooseley scored in the 76th minute, Kweichow Moutai defeated Dalian Shide 2-0 and won the first three
consecutive victories this season. ...

RO, i, HAETRE, cBREMTELEHZDN, YRTEERLHUMA ...

Qu Bo®363: Qu Bo, born in Tianjin, a retired Chinese football player who was a member of the Chinese
national football team ...

Correct: The context is about soccer, and the model correctly links the name “Qu Bo” to the soccer player
even though it is not the most popular candidate in the alias table.

Table 9: Examples in Hansel-FS slice with CA model predictions.
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https://www.wikidata.org/wiki/Q782589
https://www.wikidata.org/wiki/Q782589
https://www.wikidata.org/wiki/Q847744
https://www.wikidata.org/wiki/Q847744
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https://www.wikidata.org/wiki/Q483636

Bucket 1

Predicted general entity while specific one exists (30%)

Context

Translation

Prediction

Translation

Annotation

Translation

. REBEETHAZESN, BRETHETIRELCHESE . DAZEFPHI: “[E1] 3
WA VEN) MABRAIEEFEER, ABRACHE - "MANBAERE, §M T RREE
MRET, EEMEHHLLCE, BIRTLE-

... The office of Prince William of England announced that Prince William’s wife, Princess Kate, is pregnant.
The office said in a statement: “[E1] The Duke of Cambridge [/E1] and the Duchess are very happy to
announce that the Duchess has been happy.” Netizens were unwilling to be lonely, and synthesized the
appearance of the future baby. The baby looks like his parents and is full of fun. ...

SR AERS0: SN E CURIRAAEA AR NEF—H, HRKREEEH RSN . it
Sfi (DA =00 h %) AIEm kT4, mEEEEMEK, HORTEZMUEEEEMA -
S BB NARESIFT A B R -

The Duke of Cambridge®¥!%: The Duke of Cambridge (also translated as the Duke of Cambridge) is
one of them, and it is also a special rank of the British royal family. This title (under the name of Cambridge,
England) can be inherited by male descendants through the eldest son inheritance system ...

SR A BB E T SN ABBRETER T, 2@ NERILEIENE %5, BEMEURETE
FHE/REESBURT ELBZIIR T, RELEFWI A 5 IERE R LK.

Prince William, Duke of Cambridge®®!?: His Royal Highness Prince William, Duke of Cam-
bridge, whose full name is William Arthur Philip Louis, is the eldest son of Prince Charles of Wales and
Diana, Princess of Wales, and the eldest grandson of Queen Elizabeth II and Prince Philip of England. ...

Bucket 2

Predicted similar entity with wrong location (28 %)

Context

Translation

Prediction

Translation

Annotation

Translation

L CHNFUEE RS, SRR T, BAEEIAARMIRGEIE — 08, SEARIUBET - 7
A —BET WHIERE, EE BB AP, L TIRE, NEIAERBE RN - R E
[E1] X [/E1] PHEH 2 RER IR AR -

... “I was standing next to the big basin, waiting for the clothes to be dried. I didn’t expect that the washing
machine exploded within a minute after the clothes were put in. The debris was flying all over the yard, and
even a lot of debris jumped into the kitchen. My good son is okay, but I'm still scared when I think about
it now.” said Shao Yanwei, a villager who lives in [E1] Shizhong District [/E1] Xiwangzhuang Township
Democracy Village. ...

T X ONB, AT [KE HE L ARG R T TR X, XA REA 280 F T AR, AN EE
F5THAN (20044E) - ...

Shizhong District®%%3: Shizhong District is a municipal district under the jurisdiction of Jinan City,
Shandong Province, China. This district covers an area of 280 square kilometers and has a total population of
570,000 (2004). ...

ﬁi@%%“:$$B%$Em3%@E$%%%~¢ﬁ%BoEﬁ@ﬁwﬁ¥ﬁ?%,mmEA
H4877

Shizhong District!%5; Shizhong District is a municipal district under the jurisdiction of Zaozhuang
City, Shandong Province, China. The total area is 375 square kilometers, and the population in 2001 was
480,000. ...

Table 10: Error analysis of CA model on Hansel-FS slice. (Bucket 1 and 2)
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https://www.wikidata.org/wiki/Q836810
https://www.wikidata.org/wiki/Q836810
https://www.wikidata.org/wiki/Q36812
https://www.wikidata.org/wiki/Q36812
https://www.wikidata.org/wiki/Q598098
https://www.wikidata.org/wiki/Q598098
https://www.wikidata.org/wiki/Q1198415
https://www.wikidata.org/wiki/Q1198415

Bucket 3

Similar entity with wrong date (15%)

Context

Translation

Prediction

Translation

Annotation

Translation

.. 4A29H, E-WAMBBRYEEHR, FLh rFAWT; THLTH, G TH20
H, EMmarwgEmicE g, KECRE T M. .. WA, E—-wOEkEHE LRI

WL . T, EETFAREIERG 3 A, RIET BTN LIS SO R A &
AE1 0K, BEEHEEER, 2T [E1] Biza /Bl %L, WHREAEHEFIRE, BERR
HIRE. ... CETHERFREZHOASR, auBES, XAz EHIERILTREE W ERARE

...On April 29, Wang Yimei suffered a torn ligament in her right ankle and underwent surgical treatment; on
July 1, he returned to the team from injury; on July 20, coach Yu Juemin introduced to reporters that Damei
had recovered his five strengths... Now, Wang Yimei has accompanied the Chinese women’s volleyball team
to the London Olympics. ... The time is very tight. In the [E1] Olympic Games [/E1], how can she perform?
Nobody has any idea.” As for the warm-up match with the British women’s volleyball team yesterday, Yu
Juemin bluntly said that this is obviously different from the official Olympic game. ...

F T HEIREZEMILTZshSW. -+ EIREFEMKILTZhS, XFR2008FEE
Bizeadt R EIZ S, T2008E8 ASH E24 HAE 4 N RIME G #IL K217 .

The 29th Modern Summer Olympic Games<: The 29th Modern Summer Olympic Games, also
known as the 2008 Summer Olympics or Beijing Olympics, was held from August 8 to 24, 2008 in Beijing,
the capital of the People’s Republic of China. ...

201 26F FRRMIL AT 2077 20124 B FERMILTEZ) &, IERAFE =1 mH AL
SBEN S, XIRA20124EEHEE S, & T201297 27 H B8 H 12 A ERER BT —JRLr &
MBEENS .

The 2012 Summer Olympic Games®’: The 2012 Summer Olympic Games, officially known as

the 30th Summer Olympic Games, also known as the 2012 London Olympics, is a comprehensive sports
meeting held in London, England from July 27 to August 12, 2012. ...

Bucket 4

Predicted an irrelevant specific instance of a general entity (10%)

Context

Translation

Prediction

Translation

Annotation

Translation

oM e A2 8 HEE IEMEHIM 2 T HifE, MP AT RFR, B EERER T ks
FHERB L RS SR IEE R EE, (B HERR R ORI RE [E1] BI4%E1% [/E1] BEGEE™
ESWR . SRR, “SHENE, BAE RS HPUTAIEN R RER . ~MiFsH, BTRIEE
BHE S RE R SR ESWAMRET - BN ERS NN E 2R Z: 51 2 AL 5 T
?%%&N,%ﬁ%%Jﬁﬁ%ﬁﬁﬁﬁ%ﬁ?ﬁﬂ&ﬁ%ﬁ%?ﬁﬁﬁ@o@ﬁ&%%%ﬁﬁ
BEMT. > ...

... Chinanews.com, June 28. According to a report on the 27th of Russia’s new website, Russian President
Vladimir Putin stated that the election of senators to the Russian Federation Council through direct voting
violates the Constitution, but he does not rule out the possibility of [E1] amending the constitution [/E1]
in the future. Directly elected senators. Putin emphasized, “The Constitution stipulates that the Federal
Council is composed of representatives of the executive and legislative bodies.” He pointed out that the
current Constitution does not provide for the procedure for voters to directly vote for the election of senators.
When asked again whether he would amend the constitution to achieve direct election of members of the
Federal Council, Putin said, “I don’t think we should tackle this issue now under such circumstances. But it is
possible in the future.” ...

2020F M T HHEF AFLOBO8. 2020 FE M T HHER AR MT T T2020F6 A25H E7 A 1H #4171
A HIRARRBE B S5 T AE20204E1 H 15 H MBS K ...

The 2020 Russian constitutional amendment referendum@®¥#7%%: The 2020 Russian
constitutional amendment referendum is a referendum held by Russia from June 25 to July 1, 2020. The
referendum was proposed by Russian President Vladimir Putin at the Federal Conference on January 15,
2020. ...

GEABIEQ M, SEILEIE, MIREE, RIREREIENEN . H—EERAFBESREIEAIL
WE —EERAREBRIEIEAT, EAFEAIUGHEM EEERI

Constitutional amendment®3*%: Constitutional amendment, referred to as constitutional amend-
ment, refers to the amendment of the national constitution. Some countries allow amendments to the text of the
constitution; some countries cannot amend the text of the constitution, but allow additions and amendments
to the back of the text. ...

Table 11: Error analysis of CA model on Hansel-FS slice. (Bucket 3 and 4)
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