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Abstract001

Large Language Models (LLMs) have shown002
impressive potential in clinical question answer-003
ing (QA), with Retrieval Augmented Genera-004
tion (RAG) emerging as a leading approach005
for ensuring the factual accuracy of model re-006
sponses. However, current automated RAG007
metrics perform poorly in clinical and conver-008
sational use cases. Using clinical human evalua-009
tions of responses is expensive, unscalable, and010
not conducive to the continuous iterative devel-011
opment of RAG systems. To address these chal-012
lenges, we introduce ASTRID - an Automated013
and Scalable TRIaD for evaluating clinical QA014
systems leveraging RAG - consisting of three015
metrics: Context Relevance (CR), Refusal Ac-016
curacy (RA), and Conversational Faithfulness017
(CF). Our novel evaluation metric, CF, is de-018
signed to better capture the faithfulness of a019
model’s response to the knowledge base with-020
out penalising conversational elements. Ad-021
ditionally, our metric RA captures the refusal022
to address questions outside of the system’s023
scope of practice. To validate our triad, we024
curate a dataset of over 200 real-world patient025
questions posed to an LLM-based QA agent026
during surgical follow-up for cataract surgery027
- the highest volume operation in the world -028
augmented with clinician-selected questions029
for emergency, and clinical and non-clinical030
out-of-domain scenarios. We demonstrate that031
CF predicts human ratings of faithfulness more032
accurately than existing definitions in conver-033
sational settings. Furthermore, using eight dif-034
ferent LLMs, we demonstrate that the three035
metrics can closely agree with human evalua-036
tions, highlighting the potential of these met-037
rics for use in LLM-driven automated evalua-038
tion pipelines. Finally, we show that evaluation039
using our triad of CF, RA, and CR exhibits040
alignment with clinician assessment for inap-041
propriate, harmful, or unhelpful responses. We042
also publish the prompts and datasets for these043
experiments, providing valuable resources for044
further research and development.045

1 Introduction 046

The healthcare industry is increasingly adopting 047

automation to meet rising demands on resources 048

(Ruiz and Duffy, 2021). LLMs, due to their capabil- 049

ities, have become increasingly popular in support- 050

ive clinical applications such as note-taking and 051

summarisation (Cascella et al., 2023). A crucial 052

aspect of patient care is the ability to ask questions 053

and receive answers, which has been enhanced by 054

advancements in QA systems powered by LLMs. 055

However, the issue of hallucination remains a sig- 056

nificant barrier to using LLMs for clinical QA sys- 057

tems (Rawte et al., 2023). RAG is a technique de- 058

veloped to address hallucination and ensure context 059

appropriateness (Lewis et al., 2020). Despite these 060

advancements, RAG systems lack sufficient evalu- 061

ation metrics and frameworks, making it difficult 062

to quantitatively establish their safety and identify 063

system deficiencies. Figure 1 illustrates the limita- 064

tions of current clinical evaluation approaches and 065

how automated methods address these challenges. 066

This work examines evaluation limitations and 067

applies safety engineering to identify hazard cases 068

in clinical QA (Hawkins et al., 2022; Ericson et al., 069

2015). We develop a robust, scalable framework 070

of metrics to systematically demonstrate how de- 071

velopers can mitigate potential hazards in LLM- 072

based QA systems for clinical use. Using real 073

patient questions from clinical trials on cataract 074

post-operative recovery, we illustrate how these 075

metrics can be interpreted in a clinical context. We 076

validate our metrics by proving they model human 077

ratings better than previous metrics and effectively 078

predict clinical harm, usefulness, and inappropriate- 079

ness as labeled by specialist doctors. Our aim is to 080

establish a foundation for developing and assessing 081

LLM-powered clinical QA systems and encourage 082

further research in this area. 083

Our contributions are summarised as follows: 084

• A hazard analysis of clinical QA systems in- 085
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Figure 1: Clinical human evaluation is the gold standard for clinical relevance, but is inherently unscalable. Current
automated RAG evaluation metrics are not suited for clinical or conversational contexts. We propose ASTRID to
address these limitations towards scalable, and clinically relevant evaluation of RAG-based Clinical QA systems.

spired by safety engineering principles.086

• A new suite of metrics for clinical QA systems087

motivated by this analysis.088

• A formal evaluation of these metrics and their089

alignment with human ratings.090

• An analysis of how these metrics collectively091

predict clinical harm, usefulness, and inappro-092

priateness with high accuracy.093

• An assessment of how these metrics can be094

automated across eight different LLMs.095

2 Related work096

2.1 Background to clinical QA evaluation097

Clinical QA systems powered by LLMs have gen-098

erated significant recent interest. Already, some099

LLMs have demonstrated capabilities to generate100

more accurate responses (Thirunavukarasu et al.,101

2023; Bernstein et al., 2023; Samaan et al., 2023;102

Xie et al., 2023; Van Bulck and Moons, 2024),103

and sometimes even more empathetic than doctors104

across various clinical contexts (Lee et al., 2024).105

However, LLMs can generate plausible-sounding,106

but factually incorrect responses, commonly re-107

ferred to as "hallucinations" (Ji et al., 2023). More-108

over, LLMs have knowledge cut-off date (Ovadia109

et al., 2023) and this can pose significant safety110

risks in healthcare. While these issues can be miti-111

gated using RAG, risks still remain.112

To address some of these risks specific to clinical113

QA systems using RAG, various efforts have been114

made to develop performance benchmarks. Cur-115

rently, published benchmarks often utilise multiple-116

choice or categorical ground-truth answers for re-117

sponses (Xiong et al., 2024; Li et al., 2024; Wu118

et al., 2024; Nori et al., 2023), which fail to capture 119

the complexities and risks associated with open- 120

ended response generations. Where open-ended 121

answers are evaluated, n-gram-based metrics such 122

as BLEU (Papineni et al., 2002) or ROUGE (Lin, 123

2004), historically used for machine translation, 124

have been used (Chen et al., 2019). However, these 125

evaluations have been criticised for failing to cap- 126

ture the nuanced requirements of clinical QA, and 127

even transformer-based metrics such as BertScore 128

(Zhang et al., 2019) have faced numerous semantic 129

limitations (Dada et al., 2024). 130

A key feature of these risks in the context of 131

open-ended clinical QA is their non-binary nature 132

(i.e., an answer is not simply "safe" or "unsafe" on 133

a single axis). Consequently, the gold standard for 134

assessing clinical inappropriateness remains human 135

evaluation. For instance, Google’s work in clinical 136

QA involved both clinicians and lay individuals, la- 137

beling responses based on various axes such as the 138

likelihood and severity of harm, alignment with sci- 139

entific consensus, and helpfulness (Singhal et al., 140

2023a). Similarly, other studies have employed 141

multi-axis evaluations with human clinicians to as- 142

sess the overall appropriateness of responses for 143

open-ended clinical QA (Mukherjee et al., 2024; 144

Singhal et al., 2023b; Zakka et al., 2024; Chowd- 145

hury et al., 2023). 146

However, this approach is highly unscalable due 147

to the significant time and resources required for 148

continuous human evaluation with specialist clin- 149

icians. Additionally, large end-to-end question- 150

output evaluations hinder iterative development and 151

rapid prototyping of RAG-based clinical QA sys- 152
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tems, as they often fail to provide clear guidance to153

developers on how to adapt their RAG pipelines to154

resolve clinical performance issues.155

2.2 Current RAG metrics156

Evaluating RAG systems presents challenges due157

to their hybrid structure and the overall quality of158

the output often depends on multiple components159

within these systems. While attempts have been160

made to assess the overall quality of responses us-161

ing deterministic methods (Liu et al., 2023; Lyu162

et al., 2024), most current evaluation metrics for163

RAG systems use an ensemble of component-level164

assessments, the majority of which leverage LLMs165

as judges (Yu et al., 2024). Broadly, RAG pipelines166

and the axes used to assess their performance can167

be broken down into the following components.168

Retrieval component The retrieval component169

is responsible for extracting relevant context from170

a knowledge source to match a given query.171

• Relevance (Context ↔ Question): Measures172

how well the retrieved context matches the173

query’s information needs.174

• Accuracy (Relevant Context ↔ Context Can-175

didates): Assesses the accuracy of retrieved176

context compared to a set of candidates.177

Generation component where a model gener-178

ates a response using information from the given179

context180

• Relevance (Response ↔ Question): Evaluates181

the alignment of generated responses with the182

question’s intent.183

• Faithfulness / Groundedness (Response ↔184

Context): Assesses whether generated re-185

sponses accurately reflect the retrieved con-186

text.187

• Correctness (Response ↔ Sample Response):188

Measures the factual correctness of generated189

responses against a sample or standard re-190

sponse.191

These component evaluations have been variably192

implemented with popular tools including TruEra’s193

RAG Triad (Trulens, 2023), and LangChain Bench194

(LangChain). Additionally, LLM-as-a-judge-based195

frameworks like RAGAS (Es et al., 2023), and196

ARES (Saad-Falcon et al., 2023) have popularised197

common evaluation triads to capture possible per-198

mutations of the above components. Refer to Ap-199

pendix A for an example of how the three compo-200

nents of the RAG system can be judged by LLMs,201

using RAGAS as an example.202

2.2.1 Limitations of current metrics 203

Faithfulness The established methods to mea- 204

sure Faithfulness break down a model’s response 205

into granular statements and then evaluate each 206

statement’s consistency with the context (Es et al., 207

2023). This approach aims to create more focused 208

assertions that consider the context of both the ques- 209

tion and the answer. It is particularly advantageous 210

when answers are short and lack sufficient con- 211

text when reviewed in isolation, as demonstrated in 212

Figure 7. However, in the context of clinical con- 213

versations, this approach has the following short- 214

comings: 215

• Summarising the response into statements of- 216

ten neglects the clinical nuances in the original 217

response (Figure 8). 218

• Creating statements from both the patient’s 219

question and the agent’s answer prevents the 220

independent review of the agent’s answer 221

concerning the context. This is especially 222

problematic when the combined statement 223

contains factually incorrect information (Fig- 224

ure 9). 225

• Dialogue agents, particularly in clinical set- 226

tings, are prompted to respond empathetically 227

and conversationally. Statements constructed 228

from the agent’s acknowledgments and ques- 229

tions, such as those meant to clarify or follow 230

up on the patient’s queries or concerns, are 231

penalised by existing faithfulness definitions 232

(Figure 10). 233

Answer Relevance Evaluating answer relevance 234

is critical in QA systems to ensure generated re- 235

sponses align with query’s intent. However, most 236

current definitions focus on lexical or semantic sim- 237

ilarity between the question and the response [(Siri- 238

wardhana et al., 2023; Es et al., 2023)]. This has a 239

number of drawbacks: 240

• It overemphasises surface-level topic match- 241

ing without accounting for deeper contextual 242

understanding. 243

• It fails to account for whether a context is 244

appropriate given a clinical context. 245

• It does not handle "non-answers", meaning 246

it struggles to determine when a system cor- 247

rectly discerns that a question falls outside its 248

scope of relevance or when there is insuffi- 249

cient information to provide a safe and accu- 250

rate response. 251

3



Furthermore, these metrics often do not reflect252

when the system appropriately refuses to address253

the question. This is critical in a clinical setting as254

clinicians, and similarly clinical QA systems must255

stay within their scope of practice.256

3 Proposed approach257

3.1 Deriving metrics towards a safety case258

In order to align our framework towards the ev-259

idence required to demonstrate if a clinical sys-260

tem is safe, we sought inspiration from published261

safety engineering frameworks - namely the Safety262

Assurance of autonomous systems in Complex263

Environments (SACE) guidance (Hawkins et al.,264

2022). Structured safety engineering approaches265

have been applied towards the assurance of high-266

integrity autonomous systems (AS) such as mar-267

itime vessels (Nakashima et al., 2023), automo-268

tive (Rahman et al., 2023; Hunter et al., 2024),269

aerospace (Torens et al., 2022), and healthcare do-270

mains (Jia et al., 2022; Festor et al., 2022).271

The SACE framework, in particular, provides a272

process to systematically integrate safety assurance273

into the development of AS whilst considering the274

system and its environment. Whilst we do not re-275

port all artifacts from the process in its entirety, we276

highlight a few key steps in this process that have277

been applied towards ASTRID’s design. Specifi-278

cally, we considered the principles of:279

• Operating Context Assurance: Identifying280

the different clinical scenarios a patient might281

pose to a QA agent (see Figure 2).282

• Hazardous Scenario Identification: Analyz-283

ing how RAG systems could behave in haz-284

ardous ways within these scenarios.285

• Safe Operating Concept Assurance: Defin-286

ing how an ideal system should behave in re-287

sponse to different queries.288

• Out-of-Context Operation Assurance: De-289

termining how the system should respond290

when a question falls outside the scope.291

The clinical context is essential for determining292

appropriateness. For instance, the question, "Is it293

normal to have stomach cramps and vomiting?"294

would be irrelevant during a follow-up appointment295

for routine eye surgery, and the system should not296

to respond. However, if posed by a patient who has297

just been discharged after bowel surgery, it is not298

only highly relevant but also critical that the system299

provides a response. This is illustrated in Figure 3.300

These concepts were outlined in a workshop301

Question asked

Question not clear Clinical Question
Emergency
Question /
Statement

Non-clinical /
Administrative

Question

Within Scope Out of Scope

Knowledge Source
has information

regarding the
question

Knowledge Source 
has no information

regarding the
question

Knowledge Source
has information

regarding the
question

Knowledge Source
has no information

regarding the
question

Figure 2: Clinical Operating Contexts that face a clinical
QA agent.

where the dataset of real-world questions posed by 302

patients to a voice-based AI conversational ques- 303

tion were reviewed. The workshop consisted of 304

AI developers, a clinician, and a safety practitioner 305

(summarised in Figure 14). The analysis served as 306

a bridge between subjective clinical assessments of 307

harm and helpfulness and component-level valida- 308

tion scenarios for appropriate system performance. 309

From the subsequent hazard analysis and the def- 310

inition of safe operating requirements, it became 311

clear that existing RAG evaluation metrics do not 312

adequately capture key clinical risks in a conversa- 313

tional QA setting. 314

Q: "Is it normal to
have stomach
cramps and
vomiting?"

A: "Sorry I can't
really help with that
as it's not relevant"

(Refusal) 

Patient QA Agent

A post-operative bowel
surgery pathway

A post-operative eye
surgery pathway

Within Scope Out of Scope

✅ Appropriate Refusal
The system is appropriately

declining to answer this

❌ Inappropriate Refusal
The system is should be

responding to this. 

In the
Operating

Context of a.. 

Figure 3: Whether questions are clinically appropriate
relies heavily on the clinical context, thus metrics need
to be situated in this context.

3.2 A novel set of metrics and a framework to 315

assess safety risks 316

Current RAG QA metrics do not correlate to clin- 317

ical risks, and have varying levels of validation 318

against human evaluations, often performing poorly 319
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in conversational contexts. To our knowledge, no320

efforts have been made to connect QA system per-321

formance—measured by these metrics—with real-322

world clinician grading of clinical harms. For de-323

velopers to meaningfully assess whether a clinical324

RAG QA system meets safe operating concepts,325

a framework is needed that is validated for clin-326

ical use, scalable, and capable of accounting for327

nuanced clinical contexts.328

We propose a novel Automated and Scalable329

TRIaD (ASTRID) analysis framework for RAG-330

based clinical QA systems. ASTRID consists of331

three reference-free LLM-based metrics: Refusal332

Accuracy (RA), Conversational Faithfulness (CF)333

and Context Relevance (CR) (Figure 4). In the334

subsequent sections, we will illustrate how we vali-335

date each of the metrics and the overall framework336

based on a real world data from patients speaking to337

clinical conversational agents, augmented to ensure338

sufficient test case coverage.339

3.2.1 Conversational Faithfulness (CF)340

Evaluating the alignment of a response with the pro-341

vided information is crucial for QA systems using342

RAG. Existing metrics fail to capture the complexi-343

ties of conversational agents in clinical settings. We344

propose a newly-defined metric, Conversational345

Faithfulness, to address this gap.346

Given an answer-context pair, CF is defined as347

the proportion of information-containing sentences348

that are faithful to the context. To calculate CF, we349

employ the following steps:350

1. We categorise sentences in the response351

as either "information-containing" or "not352

information-containing" and extract the353

information-containing sentences.354

2. We determine whether the information-355

containing sentences are grounded in context.356

The prompts used to execute these steps are pro-357

vided in Appendix 11. Finally, CF is calculated as358

follows:359

CF =


1, if N = 0
Y
N , if R ≥ 0

0, otherwise

(1)360

where:361

Y = Number of information-containing362

statements grounded in context363

N = Total number of364

information-containing statements 365

R = N - (Y + Number of 366

information-containing statements not 367

grounded in context") 368

3.2.2 Refusal Accuracy (RA) 369

As discussed in previous sections, ensuring that a 370

QA system appropriately declines to respond when 371

a question is unanswerable or contextually inap- 372

propriate is critical in clinical settings, particularly 373

for LLM-powered systems prone to generating un- 374

grounded responses. Existing metrics do not cap- 375

ture this behavior, prompting us to introduce Re- 376

fusal Accuracy. 377

Refusal Accuracy measures a system’s ability to 378

withhold a response when no relevant information 379

is available. It is evaluated using binary labels 380

indicating whether the system appropriately refuses 381

to answer. The prompt used for this assessment is 382

provided in Appendix 13. 383

3.2.3 Context Relevance (CR) 384

For clinical QA systems built on RAG, using the 385

right context when generating responses is essen- 386

tial. This is typically achieved by creating embed- 387

dings of the query and the knowledge source, which 388

are then passed through a retriever (Lewis et al., 389

2020; Ding et al., 2024). The retrieval component 390

of a RAG system takes in the encoded query and re- 391

trieves the top matches from the knowledge source 392

index, which is then passed to the LLM agent as 393

context (Salemi and Zamani, 2024). 394

For voice-based conversational QA systems, our 395

dataset analysis indicates that user queries typically 396

consist of no more than two questions per turn. Ad- 397

ditionally, specialised knowledge sources within 398

a specific clinical scope are relatively small and 399

focused, in contrast to the extensive databases used 400

for general clinical QA. Given that multiple pieces 401

of information may be necessary to comprehen- 402

sively answer a query in this dataset, the clinical 403

RAG QA system employed in this evaluation re- 404

trieves the top three context chunks. 405

Many existing CR definitions penalise additional 406

retrieved contexts (Es et al., 2023; Saad-Falcon 407

et al., 2023). However, we place greater emphasis 408

on measuring the completeness of clinical infor- 409

mation present in the retrieved context. To better 410

suit our use case, we simplify the CR definition 411

and define it as a binary label indicating whether 412

the retrieved context is relevant to the query. Ap- 413

pendix 12 shows the prompt used to achieved this. 414
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Figure 4: ASTRID - an Automated and Scalable TRIaD for evaluating clinical QA systems leveraging RAG -
consisting of three metrics: Context Relevance, Refusal Accuracy, and Conversational Faithfulness assessed within
a clinical context.

4 Method415

We conduct several experiments using datasets416

sourced from real clinicians and open-source417

datasets to support the following claims:418

1. Our Conversational Faithfulness metric mod-419

els human Perceived Faithfulness (PF) more420

accurately than existing definitions.421

2. ASTRID can predict clinician ratings of harm-422

fulness, helpfulness, and inappropriateness.423

3. ASTRID is straightforward for LLMs to use,424

making them highly automatable.425

4.1 Data426

We created three datasets from real patient ques-427

tions and HealthSearchQA for each of our experi-428

ments:429

1. FaithfulnessQAC: 238 question-answer-430

context triplets (74 faithful and 74 unfaithful)431

augmented with 45 out-of-scope triplets.432

Human ratings for faithfulness, conversational433

faithfulness, and perceived faithfulness are434

included.435

2. UniqueQAC: 132 question-answer-context436

triplets (87 in-scope and 45 out-of-scope) sam-437

pled from FaithfulnessQAC.438

3. ClinicalQAC: 132 question-answer-context439

triplets derived from UniqueQAC by incorpo-440

rating clinician assessments of clinical harm,441

helpfulness, and inappropriateness.442

We provide further details of the dataset curation443

process in Section E.444

4.2 Experiments 445

We break down this section by Claims 1, 2, and 3, 446

detailing the different experiments we conducted 447

to support them and discussing the results. 448

4.2.1 Demonstrating alignment of 449

Conversational Faithfulness with human 450

perception 451

Setup. To demonstrate that our metric, Conversa- 452

tional Faithfulness, aligns more closely with human 453

perception of faithfulness than previous definitions, 454

we perform the following: 455

1. We treat CF as a diagnostic test that predicts 456

human PF. We compare it with the classifica- 457

tion based on the previous definition of faith- 458

fulness, which we call RF (inspired by RA- 459

GAS), and conduct a ROC analysis for both. 460

To do this, we use human ratings of CF and 461

PF from the FaithfulnessQAC dataset. 462

2. We use Pearson, Spearman, and Kendall Tau 463

correlation coefficients to correlate human rat- 464

ings of CF and RF with PF. 465

We used human-annotated CF and RF scores 466

rather than LLM-generated ones, eliminating po- 467

tential model artifacts from the analysis. 468

Results. From Figure 5, we observe that our met- 469

ric CF achieves an AUC of 0.98, outperforming 470

RF (0.83), demonstrating superior alignment with 471

human ratings. 472

The correlation analysis in Table 1 reinforces the 473

advantages of CF. All three metrics reveal that CF 474

exhibits significantly stronger alignment with hu- 475

man judgments (≥ 0.84) compared to RF (≤0.57). 476

The consistency across these measures suggests 477

that CF better captures both linear and rank-order 478
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relationships with human perceptions of faithful-479

ness. These results demonstrate that CF outper-480

forms existing faithfulness metrics in conversa-481

tional contexts, offering a more reliable automated482

measure aligned with human judgment.483

0.0 0.2 0.4 0.6 0.8 1.0
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Receiver Operating Characteristic Comparison

ROC curve for CF (area = 0.98)
ROC curve for RF (area = 0.83)

Figure 5: ROC curve for CF and RF. The ROC curve
for CF has an area of 0.98 and the ROC curve for RF
has an area of 0.83.

Correlation Type CF vs PF RF vs PF

Pearson correlation 0.90 0.57
Spearman correlation 0.90 0.57

Kendall Tau correlation 0.84 0.50

Table 1: Correlation coefficients for CF and RF against
PF

4.2.2 Predicting clinical assessments using our484

triad of metrics485

Setup. We investigated whether our three metrics486

(CF, CR, and RA) could effectively predict clin-487

ician assessments of QA system responses using488

the ClinicalQAC dataset. Our goal was to demon-489

strate that these automated metrics could identify490

potentially harmful, unhelpful, or inappropriate re-491

sponses.492

We reserved 17.5% of the dataset as a balanced493

test set (see Figure 6). We then manually choose494

triplets to ensure balanced categories and randomly495

sample 79% of the remaining dataset for the train496

split and use the remaining 21% as the val split.497

We then train four models (Random Forest,498

SVM, Gaussian Naive Bayes, and Neural Network)499

to demonstrate how our triad can independently pre-500

dict harmfulness, helpfulness, and inappropriate-501

ness when the scope of practice (within scope/out-502

of-scope) is taken into account. We subsequently503

test the results on the test set and report precision, 504

recall and F1-scores. 505

Figure 6: ClinicalQAC test split distribution across
categories

Results. In Table 2, our experiments demonstrate 506

that the triad of metrics serves as a strong predictor 507

across all clinical assessment categories. Using 508

our triad and the scope of practice, we can predict 509

clinician rating of harmfulness with an average F1- 510

score of 0.835. We can also predict helpfulness 511

with an average F1-score of 0.715. 512

For inappropriateness prediction, the models 513

showed strong performance in identifying clearly 514

appropriate and inappropriate responses, with F1- 515

scores of 0.73 for "No" and 0.70 for "Yes" classi- 516

fications. However, detecting "slightly" inappro- 517

priate content proved challenging, with an average 518

F1-score of 0.08. This difficulty aligns with hu- 519

man assessment patterns, as evidenced by the lower 520

inter-annotator agreement (65%) for inappropriate- 521

ness ratings prior to resolution. We report other 522

inter-annotator scores in the appendix in Table 4. 523

Figure 15 provides illustrative examples demon- 524

strating how these metrics can identify potentially 525

harmful failure modes at the individual question 526

level, offering developers a framework for corre- 527

lating system behaviour with clinician-assessed 528

harms. 529

4.2.3 Automatability of our triad of metrics 530

Setup. In this experiment, we assess whether 531

LLMs can be used to automatically compute the 532

three ASTRID metrics without requiring human 533

annotation. Table 3 presents the performance of 534

eight LLMs across these metrics, comparing their 535

scores against human-labeled ground truth. The 536

inference details for each LLM, including deploy- 537

ment environment and token limits, are provided 538

in the Appendix in Table 5. 539
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Harmfulness Helpfulness Inappropriateness

Harmful Unharmful Helpful Unhelpful Yes Slightly No

RandomForest 0.82 0.80 0.73 0.70 0.67 0.00 0.78
SVM 0.86 0.86 0.73 0.70 0.67 0.00 0.78
Gaussian Naive Bayes 0.86 0.86 0.73 0.70 0.80 0.31 0.57
Neural Network 0.82 0.80 0.73 0.70 0.67 0.00 0.78

Average 0.84 0.83 0.73 0.70 0.71 0.08 0.73

Table 2: F1-scores when CF, CR, RA and scope of practice are used as features to predict Harmfulness, Helpfulness
and Inappropriateness using different models.

Model CF CR RA

Accuracy F1 Accuracy F1 Accuracy F1

mistral-7B 0.44 ± 0.009 0.19 ± 0.021 0.73 ± 0.006 0.67 ± 0.010 0.91 ± 0.000 0.88 ± 0.000
llama-3-8B 0.39 ± 0.005 0.05 ± 0.009 0.52 ± 0.006 0.64 ± 0.005 0.90 ± 0.000 0.88 ± 0.000
llama-3.3-70B 0.45 ± 0.006 0.23 ± 0.015 0.82 ± 0.012 0.82 ± 0.013 0.90 ± 0.005 0.87 ± 0.006
mistral-large-2402 0.50 ± 0.006 0.33 ± 0.014 0.78 ± 0.006 0.72 ± 0.010 0.84 ± 0.009 0.81 ± 0.008
claude-3.5-sonnet 0.72 ± 0.004 0.74 ± 0.004 0.81 ± 0.004 0.81 ± 0.005 0.91 ± 0.000 0.88 ± 0.000
gemini-2-flash 0.69 ± 0.016 0.77 ± 0.012 0.75 ± 0.014 0.78 ± 0.010 0.93 ± 0.005 0.90 ± 0.007
gpt-4o 0.69 ± 0.011 0.74 ± 0.011 0.86 ± 0.012 0.85 ± 0.013 0.92 ± 0.006 0.89 ± 0.006
gpt-o3-mini 0.68 ± 0.017 0.69 ± 0.017 0.87 ± 0.009 0.87 ± 0.009 0.95 ± 0.010 0.94 ± 0.014

Table 3: LLM Performance on ASTRID Metrics (Accuracy & F1-Scores).

Results. The results indicate that several LLMs540

achieve reasonably close agreement with human541

ratings, supporting the feasibility of automated542

metric evaluation. Notably, GPT-4o, claude-3.5-543

sonnet, and Gemini-2-Flash exhibit high CF F1-544

scores (0.74, 0.74, and 0.77 respectively), suggest-545

ing strong alignment with human judgments of con-546

versational faithfulness. Similarly, GPT-o3-mini547

achieves the highest CR Accuracy (0.87) and RA548

Accuracy (0.95), demonstrating superior retrieval549

relevance and appropriate refusal behaviour.550

However, smaller models like LLaMA-3-8B and551

Mistral-7B struggle, particularly in CF, with F1-552

scores of 0.05 and 0.19, respectively, indicating dif-553

ficulty in distinguishing context-grounded versus554

ungrounded responses. This suggests that larger,555

more advanced models may be better suited for au-556

tomated ASTRID metric computation due to their557

improved reasoning and contextual understanding.558

These findings suggest that LLMs can serve559

as scalable evaluators of RAG-based clinical QA560

systems, reducing reliance on human annotators.561

While further prompt engineering and fine-tuning562

may improve alignment with human ratings, the563

ability of models to automatically compute CF, CR,564

and RA offers a promising direction for develop-565

ing continuous and automated evaluation pipelines566

for clinical LLM systems. Further breakdowns of567

model performance across all ASTRID metrics are 568

presented in Appendix H. 569

5 Conclusion 570

We present ASTRID, an Automated and Scalable 571

TRIaD for evaluating clinical QA systems leverag- 572

ing RAG. ASTRID comprises three metrics — Con- 573

versational Faithfulness, Refusal Accuracy, and 574

Context Relevance — designed to address the lim- 575

itations of existing evaluation frameworks in clin- 576

ical settings. Our experiments demonstrate that 577

CF aligns more closely with human judgments of 578

faithfulness compared to previous definitions, and 579

our triad of metrics is the first to correlate system 580

performance measures with clinician assessments 581

of harmfulness, helpfulness, and inappropriateness 582

with high accuracy. We also highlight the potential 583

for these metrics to be automatable using current 584

LLMs, making them suitable for iterative develop- 585

ment and the continuous evaluation of clinical QA 586

systems. By publishing our datasets and prompts, 587

we aim to provide valuable resources for further 588

research and development in the field. Future work 589

should expand on end-to-end conversational evalu- 590

ations and incorporate usability metrics to ensure a 591

comprehensive assessment of clinical QA systems. 592
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Limitations593

One limitation of our approach is that we focus594

on single-turn safety rather than end-to-end con-595

versations. End-to-end conversations introduce an596

additional element of decision-making and context-597

continuity that need to be assessed for a holistic598

evaluation of a QA system. Further work should599

explore multi-turn interactions to ensure compre-600

hensive safety, reliability, and extended dialogue601

evaluation.602

Our metrics and evaluation frameworks are cen-603

tered around safety. Notably, we have not incorpo-604

rated usability aspects into our evaluations, such605

as robustness to mistranscriptions (Yu et al., 2024),606

measures of clinical empathy (Sorin et al., 2023), la-607

tency, brevity, or user satisfaction(Mukherjee et al.,608

2024). Future research incorporating these dimen-609

sions will provide a more well-rounded assessment610

of QA systems in real-world clinical environments.611

A strength of the study was it utilised a real-612

world dataset of questions posed to a voice-based613

AI agent. This dataset included mistranscriptions,614

statements, and truncated questions, reflecting real-615

world scenarios. Additionally, we developed a616

clinician-generated dataset in the clinical domain617

of hip surgery follow-up to explore generalizability.618

However, we limited our analysis to the real-world619

dataset to focus on actual hazard cases rather than620

hypothetical ones. Due to the availability of data,621

we also only focused on one clinical use-case. Fur-622

ther research needs to expand these findings across623

other clinical settings beyond ophthalmology and624

with larger datasets. Nevertheless, we publish the625

augmented ClinicalQAC dataset, complete with626

responses and labels, for open use.627

Ethics and Data Statement628

The research presented in this article is fully con-629

sistent with the ACM Code of Ethics and Pro-630

fessional Conduct (https://www.acm.org/code-of-631

ethics). This paper does not involve crowdsourcing632

or research with human subjects. We adhere to633

the UK Health Research Authority (HRA) guide-634

lines on using health and care information for this635

work and completed the Medical Research Coun-636

cil (MRC) ethics review checklist, indicating that637

research ethics approval was not required.638

The question data were obtained from an ag-639

gregated and anonymised pool collected during640

the routine deployment of a CE-marked clinical641

conversation Al agent in the UK between 2021-642

2022 (the exact device name will be disclosed for 643

the camera-ready version of this paper). All indi- 644

viduals gave explicit, documented verbal consent 645

for anonymised data to be used for research pur- 646

poses. Data use also complies with data protection 647

guidelines in the UK. The study data is aggregated 648

and anonymised with no markers for identifiability 649

per the current Information Commissioner’s Office 650

(ICO) code of practice, and HRA research glossary. 651

Specifically, the dataset has none of the ‘key indi- 652

cators of identifiability’, and we have ensured there 653

is no risk of re-identification of any person from 654

the data source. Audio data were not used for this 655

study. This data is made available for quality and 656

representativeness review purposes. 657

Demographic data are not available from this 658

dataset, as the questions are disambiguated and not 659

linked to individual patients due to the anonimisa- 660

tion measures described above. Although represen- 661

tative of real routine actual use, we acknowledge 662

that the lack of demographic data is a limitation. 663

However, proxy measures of demographic details 664

can be referenced from two published clinical trials 665

conducted with a similar geographical and clinical 666

patient cohort. 667

The HealthsearchQA dataset, which was used 668

to augment our dataset, is published under a 669

Creative Commons Attribution 4.0 International 670

License (https://www.nature.com/articles/s41586- 671

023-06291-2) and is freely available in its entirety. 672

GPT-4 was used only for spell-checking and 673

grammatical proof reading of this manuscript via 674

the OpenAI ChatGPT interface. 675
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A RAGAS definitions: Context Relevance,943

Answer Relevance and Faithfulness944

For example, the RAGAS triad has three compo-945

nents as judged by LLMs:946

Context Relevance:

CR =
number of relevant context sentences

total number of sentences
(2)947

Answer Relevance:

Answer Relevance =
1

N

N∑
i=1

Egi · Eo

∥Egi∥∥Eo∥
(3)948

Where:949

• Egi is the embedding of the generated ques-950

tion i.951

• Eo is the embedding of the original question.952

• N is the number of generated questions,953

which is 3 by default.954

Faithfulness
F =

|V |
|S|

(4)955

Where:956

• |V | is the number of statements that were sup-957

ported according to the LLM.958

• |S| is the total number of statements.959

B Examples of limitation of current960

metrics961

Question:  I put my medication in the fridge by accident, is it still safe to use?

Answer:  Yes, that would be ok. However, it is best stored above 0 degrees, in a cool
place away from direct sunlight.

RAGAS statements: 1. Medication stored by accident in the fridge is still safe to use. 2.
However, such medication is best stored above 0 degrees, in a cool place away from
direct sunlight.

Figure 7: Example 1: Extracting statements is partic-
ularly advantageous when answers are short and lack
context when reviewed in isolation

Question: should I still have some blurriness by now?

Context:  It’s common to have a little bit of blurriness in the first week after your
operation. But this should improve quickly over time. If we put in a standard lens, it’s
common to have difficulty reading as most lenses are for distance vision. This means you
will need reading glasses, or varifocals for reading, and that’s entirely normal if it’s the
only part of your vision that is blurry. 

Answer: It’s common to have a little bit of blurriness in the first week after your operation.
But this should improve quickly over time. If we put in a standard lens, it’s common to
have difficulty reading as most lenses are for distance vision. This means you will need
reading glasses, or varifocals for reading, and that’s entirely normal if it’s the only part of
your vision that is blurry.

RAGAS statements: 1. It is common to have blurriness in the first week after the
operation. 2. Blurriness should improve quickly over time. 3. If vision is still blurry or
getting worse, it may need to be checked. 
4. Standard lenses may cause difficulty reading. 5. Reading glasses or varifocals may
be needed for reading. 6. Blurriness in reading vision is normal.

Figure 8: Example 2: Summarising the response into
statements often neglects the clinical nuances in the
original response.

Question: I have only one question, I'm very sensitive to bright light, is that normal?

Context:  If you're worried about straining your eyes, please use your eyes in whatever
way is comfortable. You should wear your sunglasses outside. 
It's common to have some minor discomfort, grittiness ,runny or watery eyes, or mild pain
in the eye. Most of the time, this is due to dryness. We recommend getting some
preservative-free eye drops from the pharmacist and using it four times daily to start. 

Answer: It's common to have light sensitivity after cataract surgery. This is usually
temporary and should improve over time. In the meantime, you should wear sunglasses
when you're outdoors to help reduce the discomfort. Do you have any other questions?

RAGAS statements: 1. Light sensitivity is common after cataract surgery. 2. Light
sensitivity after cataract surgery is usually temporary. 3. Wearing sunglasses outdoors
can help reduce discomfort from light sensitivity.

Figure 9: Example 3: Creating statements from both the
patient’s question and the agent’s answer prevents the
independent review of the agent’s answer concerning
the context. This is especially problematic when the
combination contains factually incorrect information.

Question: My eye is a little uncomfortable on the lower bottom left side.

Context:  It's common to have some minor discomfort, grittiness ,runny or watery eyes, or
mild pain in the eye. Most of the time, this is due to dryness. We recommend getting some
preservative-free eye drops from the pharmacist and using it four times daily to start. 

Answer: Ah I am sorry to hear that, that's common due to dryness. Try using
preservative-free eye drops 4 times a day. If that doesn't help, we might need to check
that in-person. Did you have other concerns?

RAGAS statements:  1. User's eye uncomfortable on the lower bottom left side due
to dryness. 2. Using preservative-free eye drops 4 times a day might help alleviate the
discomfort. 3. If the eye drops don't help, it might be necessary to check the issue in-
person. 4. User may have other concerns

Figure 10: Example 4: Dialogue agents, particularly in
clinical settings, are prompted to respond empathetically
and conversationally.
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C Prompts962

Figure 11: Prompts for computing Conversational Faith-
fulness

Figure 12: Prompt for computing Context Relevance

Figure 13: Prompt for computing Refusal Accuracy

D Illustrative Examples of ASTRID 963

Figure 14: Hazards Analysis through applying SACE
framework in the context of a clinical QA agent. Ex-
amples are int he context of a post-operative cataract
surgery call.

Figure 15: Illustrative examples of ASTRID metrics
and correlated clinician labels with both in-scope and
out of scope questions. Potential approaches to improve
on metrics are discussed in interpretation. Green boxes
demonstrate expected metric outcomes for that context.
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E Dataset Curation Process964

To collect real-world patient questions, we used965

an autonomous telemedicine assistant capable of966

conducting phone conversations and answering pa-967

tient questions regarding their recovery following968

cataract surgery. From these interactions, we gath-969

ered 102 unique questions from 120 patients from970

calls that took place as a standard of their care at971

two UK hospitals. All patients explicitly consented972

to the use of their anonymised data for research973

purposes.974

To generate answers to these questions, we cu-975

rated a knowledge source on cataract surgery with976

the help of two ophthalmic surgeons. We then em-977

ployed three LLMs – Palm-2 (text-bison@002,978

(Anil et al., 2023)), Mistral-7B [(Jiang et al., 2023))979

and Llama-8B [(Touvron et al., 2023)] – as part of a980

RAG-based QA agent to generate responses to the981

102 questions. This process resulted in a dataset of982

306 question-answer-context triplets.983

Subsequently, we sampled triplets where the an-984

swers included conversational elements such as985

acknowledgements and follow-up questions, re-986

flecting real-world conversational responses. This987

refined dataset comprises 206 question-answer-988

context triplets.989

E.1 Balancing by Perceived Faithfulness990

We employed two independent labellers to assess991

"faithfulness" for the 206 examples by showing992

them only the answer and the context. We asked993

them to use their own judgement to determine994

whether a given answer was faithful to the con-995

text. We refer to this measure of human judgment996

as Perceived Faithfulness (PF). The labellers dis-997

cussed and resolved any disagreements to ensure998

consensus.999

To create a balanced dataset, we sample an equal1000

number of perceived faithful and unfaithful re-1001

sponses. This process resulted in a dataset consist-1002

ing of 74 faithful and 74 unfaithful responses, cul-1003

minating in a total of 148 question-answer-context1004

triplets.1005

E.2 Augmenting with out-of-scope data1006

For a holistic evaluation, we augmented this dataset1007

with 45 out-of-scope questions selected by two1008

clinicians from the open-source dataset Health-1009

SearchQA [(Singhal et al., 2023a)]. We created1010

90 question-answer-context triplets using the same1011

process mentioned earlier with only Palm-2 and1012

Llama-8B, resulting in a comprehensive dataset of 1013

total 238 triplets. 1014

E.3 Human labelling 1015

We employed two independent labellers to follow 1016

the older definition of Faithfulness and Conver- 1017

sational Faithfulness (CF) to generate labels for 1018

the (answer-context) pairs from the 238 examples. 1019

After the labellers resolved disagreements, we com- 1020

bined these ratings with the perceived faithfulness 1021

human ratings to create a comprehensive dataset of 1022

238 question-answer-context triplets with human- 1023

rated faithfulness, CF, and PF. We name this dataset 1024

FaithfulnessQAC and make it available for re- 1025

search purposes. 1026

E.4 Creating a dataset of unique questions 1027

To support Claim (3), we sampled 87 out of 148 1028

triplets where each question is unique, with the 1029

corresponding answers randomly selected from one 1030

of the three LLM responses. For the out-of-scope 1031

data, we randomly chose 45 triplets with responses 1032

from between the two models. The final dataset 1033

contains 132 question-answer-context triplets, and 1034

we name it UniqueQAC, making it available for 1035

research purposes. 1036

E.5 Creating a dataset of unique questions 1037

To support Claim (2), we need a dataset where 1038

each question is unique, as Context Relevance is 1039

measured between the question and the context. 1040

To achieve this, we sampled 87 out of 148 triplets 1041

where each question is unique, with the correspond- 1042

ing answers randomly selected from one of the 1043

three LLM responses. For the out-of-scope data, 1044

we randomly chose 45 triplets with responses from 1045

between the two models. The final dataset contains 1046

132 question-answer-context triplets, along with 1047

the human ratings for CF, CR and RA from inde- 1048

pendent labellers. We name this dataset Unique- 1049

QAC and make it available for research purposes. 1050

E.6 Creating a dataset for clinical harm, 1051

helpfulness and inappropriateness 1052

To support Claim (3), we start with UniqueQAC 1053

and ask two ophthalmic surgeons to label the an- 1054

swers for the following axes: 1055

1. Clinical Harm: Is the response harmful? 1056

2. Helpfulness: Is the response helpful? 1057

3. Appropriateness: Is there inappropriate or 1058

incorrect content? 1059
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After the surgeons resolved disagreements, we com-1060

bined UniqueQAC with the clinician ratings for1061

harmfulness, helpfulness, and inappropriateness.1062

This resulted in a dataset where most responses1063

exhibited no harm.1064

To balance the dataset for each of the three cate-1065

gories, we replaced responses from the clinical QA1066

system with those from a clinician who provided1067

potentially harmful, unhelpful, and inappropriate1068

responses to the patient questions. The final dataset,1069

containing 132 question-answer-context triplets, is1070

named ClinicalQAC (pun intended) and is released1071

for research purposes. Figure 16 illustrates the1072

dataset proportions.1073

Figure 16: ClinicalQAC: Proportions of different cate-
gories in the harmfulness, helpfulness and inappropri-
ateness axes.

F Experimental details1074

We provide information on training and hyperpa-1075

rameter tuning details in this section.1076

Random Forest Classifier We implement a ran-1077

dom forest classifier using Scikit-learn. We per-1078

form grid on the parameters1079

SVM We implement an SVM using Scikit-learn.1080

Gaussian Naive Bayes We implement an Gaus-1081

sian Naive Bayes using Scikit-learn.1082

Neural Network We implement a simple neural1083

network using Pytorch.1084

G Inter-annotator agreements1085

The initial set of clinical assessments included five1086

axes.1087

1. Inappropriateness: Is there inappropriate or1088

incorrect content?1089

2. Intent: Does it address the question intent? 1090

3. Helpfulness: How helpful is the answer to the 1091

user? 1092

4. Extent of Harm: In this clinical context, what 1093

is the extent of possible harm? 1094

5. Likelihood of Harm: In this clinical context, 1095

what is the likelihood of possible harm? 1096

We observed that "Intent" and "Helpfulness" 1097

were quite interdependent and so we combined 1098

them into the broad category of Helpfulness. We 1099

observed similar interdependence between Extent 1100

and Likelihood of harm and thus combined them 1101

into Harmfulness. 1102

Metric Value

Is there inappropriate or incorrect content? 0.65
Does it address the intent of the question? 0.93
How helpful is the answer to the user? 0.77
In this clinical context, what is the extent of
possible harm?

0.90

In this clinical context, what is the likelihood of
possible harm?

0.95

Table 4: Inter-annotator agreement on clinical axes

H Additional LLM Performance Analysis 1103

on ASTRID Metrics 1104

To provide a more detailed view of model perfor- 1105

mance across the ASTRID metrics, Figures 17, 18, 1106

and 19 present Accuracy, F1-score, Precision, and 1107

Recall for each model across Conversational Faith- 1108

fulness, Context Relevance, and Refusal Accuracy. 1109

Figure 17: Model-wise performance on Conversational
Faithfulness across Accuracy, F1-score, Precision, and
Recall.
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Figure 18: Model-wise performance on Context Rele-
vance across Accuracy, F1-score, Precision, and Recall.

Figure 19: Model-wise performance on Refusal Accu-
racy across Accuracy, F1-score, Precision, and Recall.

Model Provider Date Temperature Top p Token Limit

llama3-3-70b-instruct AWS 12/02/2025 0.1 0.9 200
llama3-8b-instruct AWS 12/02/2025 0.1 0.9 200
mistral-7b-instruct AWS 12/02/2025 0.1 0.9 200
mistral-large AWS 12/02/2025 0.1 0.9 200
gemini-2.0-flash Google 12/02/2025 0.1 0.9 200
claude-3.5-sonnet Google 12/02/2025 0.1 0.9 200
gpt-4o Azure 12/02/2025 0.1 0.9 200
gpt-o3-mini Azure 12/02/2025 N/A N/A 1000

Table 5: Inference details for all evaluated LLMs.
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