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Abstract

Guesstimation, the task of making approximate quantity estimates, is a common
real-world challenge. However, it has been largely overlooked in large language
models (LLMs) and vision language models (VLMs) research. We introduce a
novel guesstimation dataset, MARBLES. This dataset requires one to estimate
how many items (e.g., marbles) can fit into containers (e.g., a one-cup measuring
cup), both with and without accompanying images. Inspired by the social science
concept of the “Wisdom of Crowds” (WOC) - taking the median from estimates
from a crowd), which has proven effective in guesstimation, we propose “WOC
decoding” strategy for LLM guesstimation. We show that LLMs/VLMs perform
well on guesstimation, suggesting that they possess some level of a "world model"
necessary for guesstimation. Moreover, similar to human performance, the WOC
decoding method improves LLM/VLM guesstimation accuracy. Furthermore, the
inclusion of images in the multimodal condition enhances model performance.
These results highlight the value of WOC decoding strategy for LLMs/VLMs and
position guesstimation as a probe for evaluating LLMs/VLMs’ world model.

1 Introduction

Daily life often requires us to estimate uncertain quantities, from the crowd size at a political event to
the weight of a turkey needed for a Thanksgiving dinner. In human populations, such “guesstimation”
scenarios often exhibit wisdom of crowds (WOC) effects: in a random sample of estimates, the
median lies closer to the ground truth than most individual guesses [3, 17]. WOC phenomena are
thought to rely on the grounding of conceptual knowledge in embodied, multi-modal experience. For
instance, when estimating the number of jelly-beans in a jar [10], people may rely on an implicit
understanding of the typical size, shape, and firmness of jelly beans, and the shape, volume, and
rigidity of the jar–properties experienced directly through perception and action in the world, in
addition to being expressed in language.

Here we assess whether contemporary large language models (LLMs) exhibit WOC phenomena
similar to those observed in human populations. On one hand, LLMs are crowds unto themselves:
they are trained on vast amounts of linguistic and other data generated and tuned from crowds of
individual human users. Thus multiple samples of responses from a single model may be akin to
asking multiple users from a human population the same question, in which case the median of model
responses might closely approximate the ground truth. On the other hand, LLMs do not have the
same world-grounded experience thought to inform human WOC phenomena: language-only models
are trained solely on tokens generated from text, while vision language models (VLMs) additionally
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Figure 1: (A) The steps of LLM/VLM guesstimation through self-consistency decoding method and
wisdom of crowd (WOC) decoding method, across both verbal condition and multimodal condition.
(B) Increased number of sampled reasoning paths boosts wisdom of crowds (median) accuracy,
outperforming both self-consistency (majority) and greedy decoding. The trend holds true across
(top) verbal condition and (bottom) multimodal condition. The normalized error is shown on a
logarithmic scale (y axis).The error bars are standard errors calculated based on 30 resampling.

incorporate static images. If WOC phenomena arise from the embodiment of concepts in aspects of
physical experience–the ability to perceive and act on the world, interact with objects, move through
space, and so on–one might expect LLMs and VLMs to exhibit patterns of behavior quite different
from crowds of humans. We therefore conducted a series of estimation experiments with human
participants and a range of LLM/VLM models, first establishing the key phenomena for people, then
assessing whether similar or different patterns arise in large language models.

In all experiments, the agent (human or model) was asked to estimate the largest quantity of items that
could fit in a specified container. The items and the containers were all familiar, rigid everyday objects
with a standard shape and size that could be referred to / described in American English. For instance,
participants might be asked how many standard US marbles can fit in a one-cup dry-ingredients
measuring cup, or how many pennies could fit in a one-shot shot glass. We conducted a verbal
condition, where all instructions were provided in natural language alone, and a multimodal condition
where the same instructions were accompanied by photographs of the scenario (e.g. picture of a
measuring-cup filled with marbles). To quantify the WOC effect in each case, we took the normalized
error: absolute difference between median guess and ground truth divided by the ground truth. The
more this error terms reduced with increasing size of the crowds, the greater the WOC advantage
relative to an individual guesser.

For the human data, we considered how the WOC error varies with larger numbers of participants in
the crowd, for both language-only and language+vision variants of the experiment. For LLM/VLM
data we conducted parallel analyses, measuring WOC error for increasing samples of the responses
generated by a common prompt. We further compared LLM WOC behavior to an alternative self-
consistency strategy for improving LLM model alignment, which samples model behavior many
times and returns the majority-vote across samples, rather than the median. Prior work has suggested
that self-consistency can improve model reasoning behavior [12].
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2 Methods and Experimental Setup

MARBLES Dataset. Our MARBLES dataset consists of 15 guesstimation questions, involving five
different containers (a one-cup dry ingredient measuring cup, a shot glass, a Starbucks iced tall cup,
an Altoids tin, and a box for a deck of standard Bicycle playing cards) and three different items
(standard-sized U.S. marbles, standard-sized M&Ms, and U.S. quarters). For example, “How many
standard-sized U.S. marbles does it take to fill a one-cup dry ingredient measuring cup?”. The true
answer for each question was determined by manually measuring the quantity three times and taking
the median. Additionally we captured four photographs for each question: a top view with the items
filling the container, a tilted view, a side view of the container, and a photo showing a single item
inside the container (Figure 1). In the multimodal condition, these images were presented alongside
the textual questions, while in the verbal condition, only the textual questions were provided. See §A
for the full list of questions and §B for the prompts.

Human Experiment. We recruited 230 participants from a university in the US. Participants were
randomly assigned to either the verbal condition (112 participants) or the multimodal condition (108
participants). Each participant was asked to generate estimates for each question in the MARBLES
dataset. We also asked participants to rate their familiarity with each item and container on a 5-point
scale (from 1 = “not familiar at all” to 5 = “extremely familiar”). For each question, we only used
data from participants who rated their familiarity as at least 4 ("quite familiar") for both the item and
the container. This results in 64.9 valid response on average per question.

Large Language Models. We tested various LLMs, including both open-source and proprietary
models. For the verbal condition, we included a Mistral model [4], two Mixtral models [5], five
LLaMA models [11], three Vicuna models [19], and two GPT models. For the multimodal condition,
we included three LLaVA models [7, 6], each with a corresponding base model considered in the
verbal condition. See §C for the detailed names of the LLMs.

LLM Guestimation Methods. For each guesstimation question, an LLM generates a response
x ∈ N, where there exists a ground truth x∗ ∈ N. We evaluate three guesstimation methods
for LLM’s responses: wisdom of crowds (WOC), self-consistency, and greedy decoding. For the
WOC and self-consistency methods, given a question, we sample n reasoning paths (using chain-

Table 1: Normalized errors (ε) averaged across questions for both verbal and multimodal conditions
on the guesstimation task (MARBLES). The three columns are the three guesstimation methods.
Brackets denote standard errors.

Condition Model Wisdom of Crowds Self-Consistency Greedy
(WOC; Median) (Majority)

Verbal Human Survey 0.57 [0.54, 0.59] 0.61 [0.57, 0.64] –

Mistral
mistral-7b-instruct-v0.2 26.60 [21.39, 31.80] 157.94 [102.55, 213.34] 1593.00 [487.33, 2698.67]

Mixtral
mixtral-8x7b-instruct-v0.1 1.57 [0.84, 2.30] 5.63 [3.02, 8.24] 12.81 [5.05, 20.58]
mixtral-8x22b-instruct-v0.1 1.33 [1.13, 1.54] 1.76 [1.40, 2.13] 4.79 [2.24, 7.34]

LLaMA 2
llama-2-7b-chat-hf 1.22 [0.89, 1.56] 1.59 [0.77, 2.40] 34.42 [6.86, 61.97]
llama-2-13b-chat-hf 0.54 [0.46, 0.62] 1.70 [1.08, 2.32] 1.27 [0.87, 1.67]
llama-2-70b-chat-hf 0.49 [0.38, 0.61] 0.76 [0.64, 0.89] 29.16 [13.08, 45.24]

LLaMA 3
llama-3.1-8b 0.72 [0.66, 0.79] 0.92 [0.89, 0.96] inf [nan, nan]
llama-3.1-70b 0.79 [0.74, 0.83] 0.90 [0.87, 0.94] inf [nan, nan]

Vicuna
vicuna-7b-v1.5 0.75 [0.67, 0.84] 0.80 [0.74, 0.87] 8.43 [2.96, 13.90]
vicuna-13b-v1.5 0.95 [0.71, 1.19] 1.00 [0.78, 1.23] 4.78 [1.97, 7.59]
vicuna-33b-v1.3 0.96 [0.74, 1.18] 1.03 [0.87, 1.20] 7.43 [1.43, 13.42]

GPT
gpt-3.5-turbo-0125 0.64 [0.53, 0.74] 0.75 [0.50, 1.00] 16.82 [3.72, 29.93]
gpt-4-0125-preview 1.00 [0.76, 1.23] 1.00 [0.69, 1.30] 1.04 [0.73, 1.34]

Multimodal Human Survey 0.33 [0.29, 0.38] 0.33 [0.28, 0.38] –

LLaVA
llava-v1.6-mistral-7b 0.69 [0.61, 0.77] 0.98 [0.96, 1.00] 3.09 [1.60, 4.57]
llava-v1.6-vicuna-7b 0.75 [0.65, 0.85] 1.27 [0.77, 1.77] 13.10 [2.09, 24.11]
llava-v1.6-vicuna-13b 0.66 [0.59, 0.73] 0.85 [0.80, 0.90] 31.60 [10.65, 52.55]
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of-thought prompting [14, 13]) from the LLM using temperature sampling with T = 1 (Figure 1).
Each reasoning path yields a corresponding estimate x, resulting in a set of responses denoted as
X = {x1, x2, . . . , xn}. For WOC, we take the median of the response set, median(X ) = x⌈n

2 ⌉, as
the final estimate. For self-consistency, we calculate the mode of the response set, mode(X ). In
cases where the response set has multiple modes, we randomly choose one. For greedy decoding, the
temperature is set to 0, making the response deterministic. Thus, for each question, we obtain only
one response from an LLM.

Evaluation Metric. To assess the accuracy of the estimates across questions, we defined the
normalized error. Formally, for a given estimate x̂ and its corresponding ground truth x∗, the
normalized error ε is defined as: ε = |x̂− x∗|/x∗.

3 Results

Humans are Good at Guesstimation. Across verbal and multimodal conditions, humans achieve
the most accurate guesstimation compared to almost all LLMs/VLMs (Table 1). Moreover, human’s
accuracy is further improved with the presence of images in the multimodal condition (ε = 0.33). In
addition, in multimodal condition, the error ε of WOC decoding reduces with increasing size of the
crowds (Figure 1; ε reduces from 0.45 to 0.33 when crowd size increases from 1 to 25). Interesting,
such WOC reduction does not hold true for verbal condition (ε remains 0.59).

Wisdom of Crowds (WOC) Decoding Supports Guesstimation in LLMs/VLMs. For LLMs/VLMs,
the WOC decoding method consistently outperforms the self-consistency and greedy decoding
methods across model sizes and variants (Table 1). The Mistral and Mixtral models enjoy the largest
gain with WOC. The only exception is gpt-4-0125-preview, where WOC and self-consistency
has the same performance.

Increasing Number of Sampled Reasoning Paths Enhances Wisdom of Crowds Performance.
Increasing the number of sampled reasoning paths consistently improves the accuracy of the WOC
method (Figure 1) across both the verbal and multimodal conditions. In contrast, increasing the
sample size does not consistently lead to better guesstimation performance of self-consistency method.

Multimodal Inputs Improve Guesstimation Performance. Similar to human, LLMs also perform
better in the multimodal condition, where both text and images are provided as input. For instance, as
shown in Table 1, the LLaVA model, which takes as input as both text and images and is powered by
the Mistral-7B base model, significantly outperforms its text-only counterpart, Mistral-7B-Instruct.
This highlights that multimodal information improve the LLM’s world model.

4 Related Work

Guesstimation and Wisdom of Crowds. For a crowd to reach better guesstimation, wisdom of
crowds (WOC) has proven to be effective, as long as individual estimates within these groups
are statistically independent [10, 8]. This independence ensures that their errors are uncorrelated,
allowing them to cancel out in aggregate. WOC has shown applications in real-world guesstimation
challenges like market prediction and political forecasting [17].

Vision language models (VLMs)’ Spatial Reasoning. Previous work has investigated the spatial
reasoning capabilities of vision language models (VLMs). Explicit grounding of the model with
spatial awareness helps the model perform better in spatial reasoning [1, 18, 9, 15, 2, 16]. However,
to our knowledge, no work to date has investigated VLMs’ capabilities in guesstimation.

5 Conclusion

In the study, we show that LLMs/VLMs possess the world model necessary for effective guesstimation,
a common yet overlooked task in the AI community. To evaluate this, we introduce the MARBLES
dataset, where one needs to estimate how many items can fit into various containers (along side with
photos included for the multimodal condition). We show that humans are good at guesstimation,
and their accuracy is further improved by the inclusion of images. Moreover, human WOC effect
emerges in the multimodal condition. Second, similar to human, LLMs/VLMs also show the
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WOC effect, where the median of estimates leads to more accurate results than greedy decoding
or self-consistency. In addition, like human, including visual information further improved human
performance. In addition, the benefit of WOC decoding for LLMs/VLMs increases with increasing
number of reasoning paths samples. In sum, we introduce guesstimation as a new task that is very
common in real world but has been overlooked by the AI community.
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A Guesstimation Questions and Ground Truth Answers

Table 2 lists the guesstimation questions used in the MARBLES dataset along with their correspond-
ing ground truth answers.

Table 2: List of questions and their corresponding true answers.

Question True Answer

How many standard-sized U.S. marbles does it take to fill a one cup dry ingredient measuring cup? 62
How many standard-sized U.S. marbles does it take to fill a single-shot shot glass? 13
How many standard-sized U.S. marbles does it take to fill a Starbucks iced tall cup? 109
How many standard-sized U.S. marbles does it take to fill an Altoids tin container? 22
How many standard-sized U.S. marbles does it take to fill the box for a deck of cards (standard-sized Bicycle playing cards)? 24
How many standard-sized M&Ms does it take to fill a one cup dry ingredient measuring cup? 210
How many standard-sized M&Ms does it take to fill a single-shot shot glass? 51
How many standard-sized M&Ms does it take to fill a Starbucks iced tall cup? 382
How many standard-sized M&Ms does it take to fill an Altoids tin container? 95
How many standard-sized M&Ms does it take to fill the box for a deck of cards (standard-sized Bicycle playing cards)? 96
How many U.S. quarters does it take to fill a one cup dry ingredient measuring cup? 160
How many U.S. quarters does it take to fill a single-shot shot glass? 42
How many U.S. quarters does it take to fill a Starbucks iced tall cup? 280
How many U.S. quarters does it take to fill an Altoids tin container? 70
How many U.S. quarters does it take to fill the box for a deck of cards (standard-sized Bicycle playing cards)? 70

B The Prompts used for querying the LLMs/VLMs

Table 3 lists the prompts that we use when querying the LLMs/VLMs.

Table 3: The prompts used for query the LLMs.

Prompt Type Message Type Prompt Example

Initial Prompt System Message You must provide a final answer. You must provide a final answer.

Initial Prompt User Message {question} Think step-by-step.
You have to use the following format
Reasoning: [Your step-by-step reasoning]
Final answer: [A number. No other text or
explanation]

{How many standard-sized M&Ms does it take to fill
a Starbucks iced tall cup?} Think step-by-step. You
have to use the following format
Reasoning: [Your step-by-step reasoning]
Final answer: [A number. No other text or explanation]

Two Step Extraction User Message {initial_response}. Therefore the final an-
swer (arabic numerals) is

{How many standard-sized M&Ms does it take to fill
a Starbucks iced tall cup? Think step-by-step. You
have to use the following format
Reasoning: [Your step-by-step reasoning]
Final answer: [A number. No other text or explanation]
Reasoning:
A Starbucks iced tall cup has a volume of approximately
12 oz or 355 ml. The volume of a single standard-sized
M&M is estimated to be around 0.103 oz or 2.94 ml
based on the density of milk chocolate and average
dimensions of the candy. To calculate the number of
M&Ms needed to fill the cup, we can convert the total
volume to M&M volumes and round up to the nearest
M&M to account for excess candy:
Number of M&Ms = Total volume / Volume of a single
M&M
Number of M&Ms = 355 ml / 2.94 ml
Number of M&Ms = 121.63 = 122 M&Ms
Final answer: 122 M&Ms.}. Therefore the final
answer (arabic numerals) is

C Selection of the LLMs/VLMs

Table 4 lists the LLMs/VLMs that we evaluate.
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Table 4: List of large language models.

Condition Model Family Model Variant

Verbal Mistral mistral-7b-instruct-v0.2
Mixtral mixtral-8x7b-instruct-v0.1

mixtral-8x22b-instruct-v0.1
LLaMA 2 llama-2-7b-chat-hf

llama-2-13b-chat-hf
llama-2-70b-chat-hf

LLaMA 3.1 llama-3.1-8b
llama-3.1-70b

Vicuna vicuna-7b-v1.5
vicuna-13b-v1.5
vicuna-33b-v1.3

GPT gpt-3.5-turbo-0125
gpt-4-0125-preview

Multimodal LLaVA llava-v1.6-mistral-7b
llava-v1.6-vicuna-7b
llava-v1.6-vicuna-13b
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