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Abstract

In this paper, we investigate the performance001
on OCR post-correction in early modern Dutch002
of two types of transformers: large generative003
models and sequence-to-sequence models. To004
this end, we create a parallel corpus by automat-005
ically aligning OCR sentences to their ground006
truth from the EmDComF early modern Dutch007
comedies and farces corpus, and propose an008
alignment methodology that creates new seg-009
ments based on combinations of newline splits.010
This improves the alignment between gold and011
OCR texts, which is essential for the creation012
of a high-quality parallel corpus. After filtering013
out misalignments, we fine-tune and evaluate014
both generative and sequence-to-sequence mod-015
els. We find that mBART outperforms genera-016
tive models for the automatic post-correction of017
early modern Dutch in the EmDComF corpus,018
correcting more OCR sequences and avoiding019
overgeneration.020

1 Motivation & Related Work021

Inspired by the success of generative large language022

models in a variety of NLP tasks, their usefulness023

has recently also been explored to automatically024

correct the output of Optical Character Recogni-025

tion (OCR) models for historical documents. Eval-026

uating 14 foundation models in zero and few-027

shot settings against 8 OCR post-correction bench-028

marks for manuscripts, newspapers, literary com-029

mentaries and other historical documents in dif-030

ferent languages, time periods and transcription031

quality, Boros et al. (2024) found that generative032

models did not improve faulty transcriptions in033

their applied experimental settings. Moreover, they034

often degraded the transcription quality of texts.035

Conversely, Thomas et al. (2024) compared gen-036

erative models for OCR post-correction after su-037

pervised fine-tuning (SFT) to prevalent sequence-038

to-sequence models for OCR post-correction on039

BLN600 (Booth et al., 2024), a dataset of 19th cen-040

tury British newspaper articles, and reported a Char- 041

acter Error Rate (CER) reduction of 54.51% after 042

instruction-tuning generative models for a prompt- 043

based approach to OCR post-correction. 044

Both Boros et al. (2024) and Thomas et al. 045

(2024) recommend fine-tuning transformers on 046

period-, genre- and quality-specific datasets to op- 047

timise OCR post-correction. Therefore, the models 048

and results of their experiments do not directly 049

transfer to datasets from other periods and lan- 050

guages. In the latter study, fine-tuned generative 051

models were evaluated on 19th century English 052

newspapers, which is relatively close to the mostly 053

English web-crawled training data of generative 054

models. In this paper, we compare fine-tuned gen- 055

erative models to sequence-to-sequence models for 056

OCR post-correction in the early modern Dutch 057

(1650-1725) OCRed texts of EmDComF (Debaene 058

et al., 2024), which are less represented in the pre- 059

training data of generative models. Moreover, this 060

type of historical Dutch is characterised by ortho- 061

graphical variation and significant lexical and se- 062

mantic shifts compared to modern standard Dutch, 063

further complicating automatic text processing. 064

We first discuss the methodology for convert- 065

ing OCR and manually digitised texts into a par- 066

allel corpus through automatic sentence splitting 067

and alignment in Section 2. After improving the 068

default sentence alignment, we prepare the EmD- 069

ComF dataset for automatic OCR post-correction, 070

for which we train and evaluate SOTA systems 071

in Section 3. Finally, we draw conclusions from 072

our experiments on the particularities concerning 073

correcting OCR output in EmDComF in Section 4. 074

2 Alignment 075

We make use of the EmDComF subset that has 076

both OCR data, transcribed with Transkribus Print 077

M1, and gold standard texts. This leaves us with 078

92 texts that originate from Census Nederlands 079
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Toneel (CENETON) and 34 texts from Digitale080

Bibliotheek voor de Nederlandse Letteren (DBNL).081

As EmDComF consists of unstructured .txt files,082

we split the full-play texts of the OCR output into083

sentences using nltk (Bird et al., 2009) to create084

workable units. To achieve comparable gold units,085

this approach is also applied to the manually digi-086

tised versions of these texts. However, OCR and087

gold texts almost never have exact matching sen-088

tence lists, either due to typical OCR mistakes omit-089

ting punctuation or poor scanning quality. Another090

source of misalignments are occasional human er-091

rors in the gold texts. Due to this, we ignore casing092

and punctuation for the evaluation.093

In this section, we present a dynamic alignment094

approach that improves the creation of an OCR095

parallel corpus. The goal of the presented align-096

ment experiments is to make the parallel texts of097

EmDComF operational for automatic OCR post-098

correction. Hereto, we separate alignment mis-099

matching from real OCR mistakes by introducing100

alignment after sentence-chunk splitting.101

2.1 Methodology102

In our experiments, we explore two different ap-103

proaches for alignment. The baseline approach104

aims to match the full sentences as they were ex-105

tracted with nltk (Bird et al., 2009). In addition, we106

propose an approach that splits the OCR sentences107

into smaller chunks based on newline characters so108

they can be better aligned with the gold text. After109

splitting a sentence into newline chunks, we create110

a variety of potentially alignable OCR segments111

by combining newline chunks that directly follow112

each other into reconstructed OCR sentences. This113

results in a significant increase in potential align-114

ment matches for each gold sentence per text.115

After creating these lists of gold sentences and116

alignment candidates for OCR sentences, we create117

sentence embeddings for each gold and all align-118

ment candidates using all-mpnet-base-v2 (Reimers119

and Gurevych, 2019), a general-purpose sentence120

transformer. Then, we perform a semantic search121

based on cosine similarity to find the most similar122

OCR candidate for each gold fragment. OCR align-123

ment candidates are limited to the same source text,124

i.e. to gold sentences of the same play, to avoid125

cross-text mappings. The same methodology for126

embedding and semantic search is applied to both127

alignment approaches.128

2.2 Results 129

EmDComF contains texts from two databases that 130

employ different formatting standards in their digi- 131

tisation processes. Therefore, we provide results 132

for both source databases. We remove exact dupli- 133

cates of gold-OCR sentence pairs to minimise the 134

impact of formatting standards, such as repeated 135

character names or structure indications like acts 136

and scenes. This results in a reduced combined set 137

of 83,718 pairs, of which 60,874 originate from 138

CENETON and 22,844 from DBNL, which allows 139

us to focus the evaluation on the more relevant 140

samples, i.e. the core text of the plays. 141

To evaluate the alignment, we calculate the co- 142

sine distance (based on the same sentence embed- 143

dings), character error rate (CER) and word er- 144

ror rate (WER), both edit distances relative to the 145

length of the gold sentence, as well as normalised 146

character error rate (nCER), relative to the longest 147

OCR or gold sentence. The results in Table 1 148

show that our sentence-chunk splitting approach 149

scores better on all metrics compared to the default 150

sentence splitting approach. All score differences 151

are statistically significant based on the p-values. 152

This is supported by the box plots in Figure 1, in 153

which the error rate distributions of our proposed 154

approach are more compact in the combined cor- 155

pora and have significantly fewer outliers. 156

Finally, after manual inspection we introduce a 157

cosine distance threshold of 20% and normalised 158

character error rate threshold of 40%, assuming 159

that matches with larger distances must be mis- 160

takes in alignment. Our baseline sentence split- 161

ting approach indicates that 9147 pairs (CENE- 162

TON: 6838, DBNL: 2309) were wrongly aligned. 163

In comparison, our sentence-chunk splitting ap- 164

proach reduces the number of wrong alignments 165

to 5632 (CENETON: 4134, DBNL: 1498). In ad- 166

dition to the mistakes in alignment, we also inves- 167

tigate the numbers of exact matches achieved by 168

both approaches, where the alignment is flawless. 169

Compared to the baseline approach, with 46,507 170

exact matches (55.55%), the reconstructed OCR 171

sentences attain 50,208 exact matches (59.97%). 172

3 OCR post-correction 173

Based on our alignment approach, we combine 174

both sets of OCR and gold standard sentences into a 175

parallel corpus to conduct the OCR post-correction 176

experiments in EmDComF. To guard the quality of 177

these experiments, we remove cross-text duplicates 178
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CENETON DBNL
cos_dist nCER CER WER cos_dist nCER CER WER

sent_split 4.38 9.51 15.46 20.13 3.98 8.79 13.28 17.30
improved 2.91 6.66 7.87 11.78 2.79 6.37 7.27 10.67
p-value < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001 < 0.001

Table 1: Cosine distance, normalised CER, CER and WER before and after improved alignment in percentages.
P-values indicate the statistical significance of the score difference per metric. See Appendix A for an example.

Figure 1: Comparison of sentence (left) and sentence-chunk (right) alignment on CENETON and DBNL combined.

and poor matches between sentence-chunk split179

OCR and gold (cfr. supra), since we cannot correct180

nor evaluate OCR sentences when they are aligned181

with the wrong gold standard. Doing this, we ex-182

clude wrong alignments from the experiments to183

correct OCR mistakes. The resulting OCR post-184

correction dataset consists of a train (52,894), test185

(14,693) and development (5,878) set, stratified for186

the percentage of exact string matches at 62.15%.187

3.1 Methodology188

For this corpus, we explore two distinct methodolo-189

gies using transformer models. The first method190

involves fine-tuning a selection of pre-trained trans-191

former models for sequence-to-sequence (seq2seq)192

modelling, which is considered the current state-193

of-the-art approach for OCR post-correction. The194

second method encompasses fine-tuning of large195

generative models, a novel approach that is gain-196

ing ground as the new state-of-the-art for many197

NLP problems. For seq2seq fine-tuning, we select198

mBART (Tang et al., 2020) as a strong multilingual199

model that has shown to work well for English.200

To investigate the large generative models,201

we employ parameter-efficient fine-tuning, with202

QLoRa (Dettmers et al., 2023), which creates a203

low-rank decomposition of the weight matrix of204

the large model that can be trained for parameter- 205

efficient fine-tuning. We make use of the super- 206

vised fine-tuning with trl (von Werra et al., 2020) 207

based on a prompt that combines the OCR text with 208

the gold output (Appendix B). As foundation mod- 209

els, we use the following selection of instruction- 210

tuned models. We start from Llama 3 as a strong 211

multilingual model and compare it to GEITje, a 212

Dutch-specific model of a similar size and Fietje, 213

a Dutch-specific model with a significantly lower 214

number of parameters. Since these generative mod- 215

els are known to provide additional examples and 216

explanations, we employ a set of post-processing 217

rules to limit the model outputs to the correction of 218

the original OCR sentence. These post-processing 219

rules include the removal of the input of the prompt 220

template, instruction-tuning tokens, and replacing 221

outputs that are longer than the input text by 3 or 222

more tokens with the baseline OCR text. For fair 223

evaluation, the same rules are applied to the output 224

of the seq2seq models. 225

3.2 Results & Discussion 226

The results from our experiments in Table 2 reveal 227

that the mBART seq2seq model outperforms all 228

generative models. This score difference is best 229

reflected in mBART’s lowered WER, meaning that 230
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it succeeded best in concatenating, splitting, adding231

or removing OCR sequences, reducing error rates232

and increasing exact matches (Appendix C). This233

is further supported by the results on the subset fo-234

cusing exclusively on samples requiring OCR post-235

correction (imperfect matches). Moreover, when236

considering the exact matches prior to OCR cor-237

rection, we find that generative models produce238

exceedingly long sequences. To estimate overgen-239

eration, we calculate the length difference between240

the gold sentences and the output after OCR post-241

correction. Whilst mBART has a mean difference242

of 0 on this subset of exact matches, Llama, GEITje243

and Fietje increase the character length by 0.05,244

0.27 and 0.32 respectively. We hypothesise that245

generative models are more prone to overgenera-246

tion because they sequentially add tokens to the247

output and can therefore diverge more easily from248

OCR input texts than seq2seq models. We con-249

clude that conceptually seq2seq models are more250

appropriate for this task as they focus on the input251

text when generating an output, which proves to252

be a significant advantage for processing both per-253

fect OCR (exact matches with gold) and OCR with254

mistakes.255

nCER CER WER #match
testset (n=14,693)

baseline 2.94 3.03 6.93 9131
Fietje 4.67 5.26 10.12 7575
GEITje 4.28 4.80 8.87 8204
Llama 3 2.85 2.96 5.94 9773
mBART 2.81 2.90 5.76 9920

imperfect matches (n=5,562)
baseline 7.77 8.01 18.31 0
Fietje 9.22 9.66 19.72 277
GEITje 8.56 8.99 17.15 692
Llama 3 7.26 7.52 14.83 906
mBART 7.15 7.37 14.24 1053

Table 2: Mean error rates and exact matches on the test
set and the subset of imperfect matches. Baseline scores
are calculated after alignment prior to post-correction.

Although Llama 3 is not directly pre-trained for256

Dutch, unlike GEITje and Fietje, it is the best per-257

forming generative model in our experiments, com-258

ing in as the second best performing model after259

mBART. Manual evaluation reveals that Llama 3260

deviates less from the prompt template, whereas261

GEITje and Fietje require more system-specific262

rules to provide clean output. Additionally, GEITje263

and Fietje introduce noise into the OCR sentences264

more consistently than Llama 3, resulting in higher265

error rates and fewer exact matches than the base-266

line (raw OCR output). These results align with267

the work of (Boros et al., 2024), who investigated 268

the performance of generative models in zero and 269

few-shot settings. We thus find that fine-tuned gen- 270

erative models do not outperform seq2seq models 271

for early modern Dutch OCR post-correction in the 272

EmDComF corpus, which differs from the findings 273

of Thomas et al. (2024). We hypothesise this is 274

because their corpus is more closely related to the 275

pre-training data of the generative models, facili- 276

tating the transfer to OCR post-correction for their 277

type of historical data. 278

Finally, we recognise that Transkribus Print M1 279

performs well, even without post-correction, and 280

establishes a strong baseline. As a result, there ap- 281

pears to be limited room for improvement through 282

post-correction, making the task particularly chal- 283

lenging. Still, our best generative and seq2seq 284

model significantly increase the exact matches after 285

post-correction by 642 (4.36%) and 789 (5.37%), 286

respectively, on the test set. 287

4 Conclusion 288

With this research, we advance the processing of 289

automatically digitised historical texts by exploring 290

the impact of sentence alignment and OCR post- 291

correction for early modern Dutch in the EmD- 292

ComF corpus. First, we propose an approach that 293

combines OCR newline splits to create more valid 294

candidates for sentence alignment when establish- 295

ing an extensive parallel corpus. Though this ap- 296

proach is quite straightforward, it increases the ex- 297

act matches from 56% to 60% and reduces wrong 298

alignments from 10.93% to 6.73% on the corpus. 299

Second, we evaluate the performance of SOTA 300

models for OCR post-correction. The results of 301

our experiments suggest that the mBART seq2seq 302

model is the best performing approach for correct- 303

ing OCR output, with lower error rates and an in- 304

crease of 5.35% exact matches. Despite the solid 305

performance of large generative models for OCR 306

post-correction in late modern English newspapers 307

in related work, sequence-to-sequence models re- 308

main the SOTA for early modern Dutch in EmD- 309

ComF. 310

In conclusion, we consider the insights and meth- 311

ods from this work to be applicable to other projects 312

focused on the creation and processing of corpora 313

for digital humanities. In fact, improved digitisa- 314

tion could benefit many texts available online in 315

scanned format, especially historical and linguisti- 316

cally non-normative datasets such as EmDComF. 317
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Limitations318

Firstly, the proposed methodologies were only319

tested on a single dataset. In our experiments we320

removed wrong alignments based on manually de-321

fined thresholds to create a parallel corpus. How-322

ever, OCR mistakes may be the cause of wrong323

alignment and are not included in this study, though324

these examples may be relevant for post-correction.325

As a result, our scores might be a positive estimate326

due to these controlled conditions. Still, this group327

contains only 5,632 of the 83,718 pairs, leaving328

enough samples for analysis. In future work we329

will experiment with held-out train and test sets330

from different source databases, employing more331

out of distribution settings. Furthermore, the mod-332

els can expectedly only be directly transferred to333

other historical Dutch corpora, as the performance334

on distantly or unrelated languages will likely be335

significantly different. We made use of sentence-336

level splitting of the texts in our methodology. Con-337

versely, it would also be possible to group the texts338

into dialogues or paragraphs to allow language pro-339

cessing in larger and more meaningful contexts,340

which is possible for structured drama corpora like341

those available on DraCor. The automatic insertion342

of this type of structural knowledge into unstruc-343

tured text is left for future work. Finally, we expect344

that generative models would likely work better on345

larger sequences than on the sentence level.346
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Appendix 401

A Alignment 402

{gold} en wyl ik dat rapsody ken
{sent_split} gitized by google \n 27 \n 28 \n

beslikte swaantje \n en wyl ik dat rapsody ken
{improved} en wyl ik dat rapsody ken

{translation} and while I know that rapsody

B Prompt Template 403

{user} Correct the OCR errors in the provided text.
Not all texts contain errors.
### Text: {INPUT_OCR}

{ass}### Corrected Text: {CORRECTED_OCR}
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C Post-Correction404

{gold} zou uw juffer weg weezen
{base} ou uw juffer weg weezen

{mBART} zou uw juffer weg weezen
{Llama 3} ou uw juffer weg weezen
{GEITje} nou uw juffer weg weezen

{Fietje} uw juffer weg weezen

{translation} shall your missus leave
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