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Abstract
The use of multimodal memes to spread ha-001
tred, propaganda, violence, in social and digital002
media can be tackled by content moderation003
by AI-based meme analysis. In this paper, we004
present a comprehensive and systematic analy-005
sis of vision-language models (VLMs) for dis-006
parate meme classification, and introduced a007
novel approach Combining VLM Explanation008
to Fine-tune LLMs (CoVExFiL). In the pro-009
posed CoVExFiL, we generated a VLM-based010
understanding of meme images and fine-tuned011
the LLMs on textual understanding of the em-012
bedded meme text. Our contributions are three-013
fold: (1) Benchmarking VLMs with diverse014
prompting strategies for these sub-tasks; (2)015
Evaluating LoRA fine-tuning across all VLM016
components to assess performance gains; and017
(3) Proposing a novel approach where detailed018
meme interpretations generated by VLMs are019
used to train smaller language models (LLMs),020
significantly improving classification. After ex-021
tensive experimentation, we observe that CoV-022
ExFiL improved the baseline performance by023
8.34%, 3.52% and 26.24% for sarcasm, offen-024
sive and sentiment classification, respectively.025
These findings shed light on the capabilities026
and shortcomings of VLMs, while also estab-027
lishing CoVExFiL as a promising strategy for028
advancing meme understanding.029

1 Introduction030

Multi-modal memes have gained popularity031

(Petrova, 2021) due to their eloquent and power-032

ful way to convey complex, subtle messages (Das,033

2023). The widespread use of memes propagat-034

ing hatred (Gelber and McNamara, 2016), abuse,035

misogyny, and propaganda poses a serious concern036

(Bhattacharya, 2019) that can be resolved by AI-037

based meme understanding (Hee et al., 2024). AI-038

based meme understanding can facilitate social039

media moderation, digital content filtering, hate040

speech mitigation, and even early detection of on-041

line radicalization. In an attempt to resolve this042

issue, the AI community has published several use- 043

ful datasets and model frameworks, as detailed in 044

Appendix A. 045

These studies explored the capabilities of multi- 046

modal deep learning models, Large Language Mod- 047

els (LLMs) and Vision-Language Models (VLMs) 048

(Afridi et al., 2021). While traditional deep learn- 049

ing models show limited generalization across dif- 050

ferent meme types (Shah et al., 2024), the LLMs 051

excel at text processing but are incapable of pro- 052

cessing visual information (Cai et al., 2025). On 053

the contrary, the VLMs demonstrate strong multi- 054

modal reasoning capabilities. However, the perfor- 055

mance of these VLMs varies significantly based 056

on contextual understanding (Xing et al., 2024). 057

The existing approaches achieve subpar efficacy, 058

probably because they cannot comprehend the com- 059

plementary and indirect linkage between text and 060

image(Zhong and Baghel, 2024). 061

Although VLMs are capable of rich, context- 062

aware multi-modal reasoning, they require substan- 063

tial computing resources for fine-tuning (Zhang 064

et al., 2024; Li et al., 2025). Additionally, most 065

VLMs are trained on general image-text datasets 066

without meme-specific content, which constrains 067

their ability to develop specialized understanding 068

of this domain. Besides, accurate meme under- 069

standing necessitates relating the information to 070

the contextual understanding and the cultural back- 071

drop (Yus, 2019). Given these challenges, achiev- 072

ing accurate meme classification poses consider- 073

able difficulties for existing AI architectures (Jha 074

et al., 2024). In contrast, lightweight LLMs such 075

as BERT show strong performance on text-based 076

classification tasks, including sentiment analysis, 077

emotion detection, and offensive language identi- 078

fication (Devlin et al., 2019; Sosea and Caragea, 079

2025; Barbieri et al., 2020). The main limitation 080

lies in the trade-off between capability and effi- 081

ciency: VLMs can understand multi-modal con- 082

tent well (Caffagni et al., 2024) but are resource- 083
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Figure 1: Schematic diagram of the three strategies mentioned in the experiment section.

intensive to train, while lightweight LLMs are effi-084

cient and show effectiveness for text-based classifi-085

cation tasks (Chang et al., 2024) but cannot process086

images. This contrast opens up an opportunity to087

combine their strengths for more effective meme088

classification by leveraging their complementary089

capabilities. By combining high-level reasoning090

from VLMs with LLMs through textual represen-091

tations, we can achieve three key benefits. First,092

we can leverage the multi-modal understanding ca-093

pabilities of the VLMs, leading to a significant re-094

duction of computational overhead for deployment095

compared to fine-tuning VLMs directly. Second,096

we can provide rich training data in the form of097

VLM-generated textual understandings that can be098

fed directly to LLMs. Third, we can efficiently099

fine-tune LLMs to classify the memes for down-100

stream tasks, including sentiment, humor, sarcasm,101

offense, motivation, and misogyny detection.102

We utilized widely used open-sourced VLMs in103

different settings as illustrated in Fig. 1 to address104

the following research questions-105

• R1: Are the pre-trained VLMs with diverse106

types of prompting powerful enough to under-107

stand memes?108

• R2: Does fine-tuning VLMs using adapters 109

improve the performance? 110

• R3: Can we combine pre-trained VLMs con- 111

textual understanding to train the LLMs for 112

better classification? 113

The important contributions of the work are: 114

• Benchmarking VLM Meme Classification: 115

We benchmark the performance of various 116

VLMs using diverse prompting strategies 117

such as Zero Shot (ZS), Zero Shot Chain- 118

of-Thought (ZSC), Few Shot (FS), Few Shot 119

Chain-of-Thought (FSC). 120

• Evaluating LoRA Fine-Tuning: We system- 121

atically explore the parameter-efficient LoRA 122

fine-tuning approach on diverse meme under- 123

standing tasks. 124

• Novel Meme Understanding Approach: We 125

introduce an innovative approach called Com- 126

bining VLM Explanation to Fine-tune LLMs 127

(CoVExFiL). In this approach, we use VLM- 128

generated meme interpretations from multiple 129
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prompting techniques to train LLMs. The pro-130

posed approach with a three-step CoT prompt-131

ing produces the best results.132

Some of the key findings from this paper are as133

follows-134

• Fine-tuning VLMs using the LoRA adapter135

was comparatively less effective for our task,136

likely due to its constraint of updating only137

a small set of additional adapter parameters138

rather than the full model weights. On the139

other hand, the Qwen model surpassed the140

baseline performance for sentiment and sar-141

casm classification under Few Shot prompting142

by 16.71%, and 0.39%, respectively.143

• The proposed CoVExFiL strategy yields no-144

ticeable performance gains in tasks such as145

sarcasm and offensiveness detection, with a146

significant 26.10% improvement in SN, out-147

performing SOTA. This performance gain can148

be attributed to its strong meme understand-149

ing, and error analysis further confirms the150

effectiveness of training on generated expla-151

nations.152

2 Datasets and Experimental Setup153

We used two popular datasets in our experiments:154

Memotion(Sharma et al., 2020) and MAMI (Multi-155

media Automatic Misogyny Identification)(Fersini156

et al., 2022). The Memotion dataset categorizes157

memes into five emotion-related tasks—humor158

(HM), sarcasm (SR), offensiveness (OF), senti-159

ment (SN), and motivation (MV). Among these,160

humor, sarcasm, offensiveness, and sentiment are161

multiclass classification tasks, while motivation is162

a binary classification task. These tasks span a163

broad spectrum of meme classification challenges,164

and to the best of our knowledge, this is the first165

work that explores all of them collectively in a uni-166

fied framework. On the other hand, the MAMI167

dataset consists of two sequential tasks: first, de-168

tecting whether a meme is misogynistic (MG),169

which is formulated as a binary classification task;170

and second, if misogyny is detected, identifying171

the specific type(s) of misogyny (MGT) through172

a multilabel classification task. We have detailed173

the statistics of the datasets in Table 1. We em-174

ploy LLAVA, Qwen, LLaMA, and InstructBLIP175

open-source vision-language models (VLMs) in176

our study, as detailed in Table 2.177

Dataset Task Labels # Samples Length

Memotion

Sentiment (SN)
Positive 4,160 13.27
Neutral 2,201 12.85
Negative 631 13.57

Humor (HM)

Not Funny 1,651 13.71
Funny 2,452 12.69
Very Funny 2,238 13.02
Hilarious 651 13.09

Sarcasm (SR)

Not Sarcastic 1,544 13.19
General 3,507 13.02
Twisted Meaning 1,532 13.08
Very Twisted 394 13.10

Offensive (OF)

Not Offensive 2,713 13.31
Slight 2,592 13.00
Very Offensive 1,466 12.74
Hateful Offensive 221 13.21

Motivation (MV)
Not Motivational 4,525 13.01
Motivational 2,467 13.19

MAMI

Misogyny (MG)
Misogynous 5,500 16.21
Non-Misogynous 5,500 19.90

Misogyny type (MGT)

Shaming 1,420 18.54
Stereotype 3,160 18.34
Objectification 2,550 18.93
Violence 1,106 18.26

Table 1: Dataset statistics. Here, ‘Length’ denotes the
average caption length in words.

VLM Size Version
LLAVA-1.6 (LV) 7B llava-hf/llava-v1.6-mistral-7b-hf

Qwen2-VL (QW) 7B Qwen/Qwen2-VL-7B-Instruct

LLaMA-3.2-Vision (LM) 11B meta-llama/Llama-3.2-11B-Vision-Instruct

InstructBLIP (IB) 7B Salesforce/instructblip-vicuna-7b

Table 2: Selected VLMs and their corresponding ver-
sions used in our experiments.

3 Experiments 178

In this section, we report the details of three types 179

of experiments, each guided by a distinct research 180

philosophy. While the first experiment explores 181

the effectiveness of different prompting strategies, 182

the second experiment finetunes the LoRA adapter 183

associated with the VLMs reducing computational 184

cost. Our main contribution, CoVExFiL, lies in the 185

third experiment, which introduces a novel two- 186

step approach for enhanced meme understanding. 187

Details of each experiment are provided in the sub- 188

sections. 189

3.1 Experiment-1 : Prompting VLMs using 190

various methods 191

One effective way to guide model outputs in low- 192

resource and few-shot settings is through prompt- 193

ing, which does not require altering model param- 194

eters (Alayrac et al., 2022; Zhou et al., 2024). In 195

this experiment, we evaluated various prompting 196

strategies such as Zero Shot (ZS), Zero Shot Chain- 197

of-Thought (ZSC), Few Shot (FS), and Few Shot 198

Chain-of-Thought (FSC) to classify memes. While 199
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in the ZS setting we prompted VLMs to classify200

the memes, in ZSC (Wei et al., 2022; Xu et al.,201

2024a) we additionally asked the VLMs to provide202

detailed step-by-step reasoning. In the FS version,203

we followed similar steps; however, in addition,204

we included some example input for context. The205

FSC setting combined the FS approach with CoT-206

based reasoning. The specific prompts used in each207

strategy, along with their corresponding experimen-208

tal settings, are illustrated in Appendix B.3. Fig-209

ure 5 presents detailed query formats and prompt210

structures for all four strategies, making it easier211

to understand the differences and design choices212

involved. Also, to ensure reproducibility and min-213

imize randomness in responses, we maintained a214

low temperature setting (0.1) for the VLM through-215

out all experiments.216

3.2 Experiment-2: Fine-tuning VLMs using217

LoRA adapter218

In this experiment, we explored a substitute option219

of employing LoRA (Low-Rank Adaptation) (Hu220

et al., 2022), a parameter-efficient approach for221

fine-tuning VLMs. Instead of updating all model222

parameters, LoRA trains lightweight adapter layers,223

enabling VLMs to efficiently adapt to the meme224

classification task. Since the performance of the225

pre-trained VLMs depends on the training data,226

they perform well only if the model is trained on227

similar data. For LLAVA, Qwen, and LLaMA,228

we fine-tuned LoRA adapters in all vision and lan-229

guage layers, including the attention and MLP mod-230

ules, ensuring comprehensive adaptation for both231

image encoding and text generation. In contrast,232

for InstructBLIP, we fine-tuned only the q_proj and233

v_proj layers, focusing on the core multimodal fu-234

sion mechanism to enhance cross-modal alignment235

with minimal resource usage. For LoRA-based236

fine-tuning, we used the following hyperparame-237

ters a rank of 16 and set the LoRA scaling factor α238

to 32. The fine-tuning was performed for 2 epochs239

using the adamw_8bit optimizer with a learning240

rate of 2× 10−4.241

3.3 Experiment-3: CoVExFil242

In our earlier experiments on meme classification,243

we explored a variety of prompting strategies and244

used LoRA-based fine-tuning as a computationally245

efficient alternative to full-scale VLM fine-tuning.246

Moving a step beyond these methods, i) first, we247

focused on leveraging the interpretability of VLMs248

to generate richer textual understandings of memes249

on the various prompts (Figure 5). Rather than 250

relying solely on final predictions, we aimed to 251

extract these intermediate understandings, and sub- 252

sequently, (ii) we used them to guide lightweight 253

LLMs for downstream classification. For this pur- 254

pose, we propose a novel, two-step, interpretable 255

approach, termed CoVExFiL (Combining VLM 256

Explanation to Fine-tune LLMs), where we prompt 257

the LMs to generate textual understanding of the 258

meme image, which is used to fine-tune the LLMs. 259

The key motivation for this approach is to harness 260

the extensive world knowledge that VLMs acquire 261

from their pre-training on massive, diverse datasets, 262

making them uniquely suited to address the inher- 263

ent diversity and evolving nature of memes. This 264

contrasts with standard fine-tuning on a limited 265

dataset, which often fails to generalize effectively 266

to novel memes (Nguyen and Ng, 2024a). Instead 267

of undertaking the computationally expensive task 268

of fine-tuning the VLM itself, we leverage its ca- 269

pabilities to generate rich data by various prompt- 270

ing, which in turn can efficiently fine-tune much 271

smaller LLMs. We considered three widely popu- 272

lar and powerful pre-trained LLMs: BERT (De- 273

vlin et al., 2019), RoBERTa (Liu et al., 2019), 274

and XLNet (Yang et al., 2019)(as detailed in Ap- 275

pendix B.2.1). This experiment aims to investigate 276

whether VLM-generated meme understandings can 277

help and enhance downstream classification capa- 278

bilities of LLMs. To the best of our knowledge, 279

we are the first to explore this approach across a 280

diverse range of tasks in meme understanding. 281

MDL PM Memotion MAMI Avg.
HM SR OF SN MV MG MGT

LV

ZS 27.43 13.82 11.57 24.73 25.67 57.31 14.65 25.03
ZSC 29.83 12.76 24.55 32.35 47.33 68.38 31.06 35.18
FS 25.94 32.98 12.72 16.57 51.42 75.46 34.93 35.72

FSC 28.30 18.92 23.44 27.91 55.96 77.65 28.77 37.28

QW

ZS 25.97 14.82 19.89 35.49 51.58 49.12 13.24 30.02
ZSC 27.29 12.79 24.88 36.09 57.62 71.77 25.55 36.57
FS 27.57 10.23 29.41 44.70 53.06 70.87 25.74 37.37

FSC 31.34 22.18 27.72 44.19 52.69 73.31 38.92 41.48

LM
ZS 24.76 18.23 20.79 20.32 19.34 51.65 12.37 23.92

ZSC 29.91 17.85 22.68 41.48 49.80 60.76 27.79 35.75

IB
ZS 22.85 19.47 13.69 11.25 18.12 45.47 11.18 20.29

ZSC 23.85 28.64 22.69 20.25 45.12 49.47 20.18 30.03

Avg. 27.09 18.56 21.17 29.61 43.98 62.60 23.70
Std. ±2.56 ±6.72 ±5.78 ±11.17 ±14.33 ±11.64 ±9.29

SOTA △ 49.09 32.85 34.38 38.30 59.28 87.40 73.14

Table 3: Performance of VLMs via prompting ap-
proaches. The highest F1 score for each task is in blue
(column-wise).
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MDL Memotion MAMI Avg.
HM SR OF SN MV MG MGT

LV 30.21 17.58 11.57 29.83 49.16 64.16 24.53 32.43

QW 36.35 20.97 29.89 30.34 51.58 61.33 27.83 36.89

LM 33.95 23.17 26.34 31.72 49.33 58.98 22.13 35.08

IB 23.03 15.98 18.98 28.61 35.19 47.33 19.83 26.99

Avg. 30.89 19.43 21.70 30.13 46.32 57.95 23.58
Std. ±4.86 ±2.84 ±7.52 ±1.28 ±6.66 ±6.50 ±3.37

SOTA △ 49.09 32.85 34.38 38.30 59.28 87.40 73.14

Table 4: LoRA Adapter Fine-Tuning (Experiment 2).
The highest F1 score for each task is shown in blue
(column-wise).

4 Results and Discussion282

We quantify the performance using average283

weighted F1 score to counter the class imbalance284

issue. We compare results task-wise and model-285

wise, highlight key trends, and show how each strat-286

egy enhances meme classification performance.287

4.1 Observations for Experiment 1288

Table 3 demonstrates that FSC prompting improves289

performance in all tasks, with QW achieving the290

highest AWF1 41.48. This result highlights the291

importance of structured reasoning and its effec-292

tiveness in enhancing multimodal understanding.293

Task-wise, misognyny (MG) shows the best per-294

formance (77.65), likely due to the presence of295

explicit cues. In contrast, tasks like sarcasm (SR)296

and offensiveness (OF) resulted in lower average297

weighted F1 score (18.56–29.61) on average, re-298

flecting challenges in contextual and complexity.299

Model-wise, QW and LV respond best to prompt-300

ing strategies, with LV attaining 49% gain from ZS301

to FSC. In contrast, IB and LM perform poorly un-302

der ZS (20.29, 23.92), indicating limited reasoning303

without guidance. Although prompting lags behind304

SOTA, three-step CoT shows promise. Notably,305

in tasks such as misogyny (MG) and motivational306

(MV), the performance gains remain modest.307

4.2 Observations for Experiment 2308

Table 4 reporting the efficacy after using LoRA309

fine-tuning affirms that this method does not lead310

to noticeable improvement. Tasks such as hu-311

mor (HM), sarcasm (SR), offensiveness (OF), sen-312

timent (SN), motivation (MV), misogyny (MG),313

and misogyny type (MGT) report relative improve-314

ment of 14.01%, 4.69, 2.50, 1.76, 5.32, -7.43, -315

0.51, respectively. Motivational (MV) and misog-316

yny (MG) detection tasks attained relatively higher317

scores, while sarcasm (SR) and offensiveness (OF)318

remained challenging. Compared to Exp 1, LoRA319

underperforms in terms of best model performance 320

(e.g., Qwen-FSC: 41.48 in Exp 1 vs. Qwen-LoRA: 321

36.89). While LoRA fine-tuning slightly improves 322

task-wise averages, prompting-based methods, es- 323

pecially CoT, consistently obtain better model per- 324

formance. Overall, Qwen-FSC achieves signifi- 325

cantly better results with prompting (e.g., 41.48 326

vs. 36.89), showing that prompting strategies han- 327

dle complex meme understanding more effectively 328

than LoRA. 329

4.3 Observations for Experiment 3 330

As per the results shown in Table 5, it signifi- 331

cantly outperformed prior experiments. CoVExFiL 332

achieved relative gains of 23.10% (HM), 7.92% 333

(SR), 21.01% (OF), 8.07% (SN), 1.86% (MT), and 334

2.32% (MG) over the best prompting scores (Exp 335

1). Notably, CoVExFiL reports a 26.14% improve- 336

ment over the state-of-the-art (SOTA) for sentiment 337

(SN), while sarcasm (8.34%) and offensiveness 338

(3.58%) saw only moderate gains. This result is 339

expected because sarcasm often masks negative 340

sentiment behind positive wording. We also in- 341

cluded a detailed error analysis in Section 5. The 342

error analysis revealed persistent over-reliance on 343

surface features. The result further indicated that 344

the absence of explicit phrases or visual cues in the 345

case of irony and sarcasm leads to misclassification. 346

Besides, the evaluation metrics penalize near-miss 347

predictions, tempering sarcasm and offensiveness 348

improvements. Nevertheless, we find that higher F1 349

scores align with CoT-based understandings, with 350

Qwen achieving the highest BERT Scores under 351

CoT prompting and LlaVA with ZSC prompting 352

attained an average F1 of 46.12%, representing an 353

11.2% increase over Exp 1 (QW-FSC: 41.48%) and 354

25.0% over Exp 2 (QW-LoRA: 36.89%). These 355

results demonstrate that VLM explanation–based 356

fine-tuning outperforms both direct prompting and 357

adapter tuning, and that three-step CoT prompting 358

(ZSC, FSC) produces more structured explanations 359

that enhance downstream LLM fine-tuning, col- 360

lectively driving significant classification accuracy 361

gains. 362

5 Error analysis 363

The classification approach does not fully underline 364

the capability of the VLMs for meme classification. 365

Hence, we further analyze the performance of the 366

best models and prompting techniques using quali- 367

tative and quantitative methods. 368
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Memotion MAMI

MDL PM HM SR OF SN MV MG MGT Avg.
BR RB XL BR RB XL BR RB XL BR RB XL BR RB XL BR RB XL BR RB XL

LV

ZS 26.57 16.24 28.95 26.23 15.97 19.28 26.36 20.52 22.16 26.53 25.56 31.79 51.96 16.75 54.03 66.95 67.80 67.89 53.07 43.29 44.96 35.85
ZSC 32.01 31.37 29.37 32.70 34.93 35.59 35.04 31.97 32.14 48.22 44.47 47.87 58.67 46.75 55.20 68.52 66.51 68.51 54.33 51.97 57.10 46.12
FS 35.90 32.95 34.59 30.54 34.93 33.01 34.10 30.26 34.35 47.01 43.18 47.32 54.68 53.07 56.75 56.94 60.14 47.68 52.82 48.53 50.52 43.77
FSC 36.59 31.15 32.85 34.94 35.08 35.45 31.42 30.53 32.16 47.08 45.39 43.83 48.20 46.75 49.98 61.08 60.09 55.01 50.01 52.07 51.08 39.16

QW

ZS 27.42 11.37 21.47 30.41 18.56 25.24 29.17 21.56 25.46 36.02 25.39 27.32 55.07 37.89 46.58 71.70 67.09 71.38 52.84 56.12 56.56 38.79
ZSC 31.66 32.44 38.46 24.53 26.67 35.33 32.98 28.94 24.52 43.66 47.51 48.31 57.02 36.75 55.29 71.59 75.08 79.45 58.47 56.33 57.56 45.84
FS 38.29 31.43 35.92 32.26 32.02 31.81 35.61 32.53 34.77 46.57 44.47 39.61 55.01 53.21 56.95 33.51 36.43 33.52 56.69 53.83 56.99 41.50
FSC 35.13 31.89 33.46 33.89 31.29 32.52 34.76 30.64 31.48 41.58 42.17 40.19 55.63 56.05 56.49 64.85 68.71 71.46 51.62 54.02 57.83 45.51

LM
ZS 29.02 21.37 30.41 28.95 17.78 25.67 28.64 30.35 28.24 37.15 25.39 33.61 46.37 36.75 48.24 71.73 71.50 76.01 55.38 56.01 56.06 40.70
ZSC 30.18 31.37 32.45 28.93 28.91 29.25 34.77 33.20 26.97 45.63 35.23 45.59 56.69 53.21 53.97 68.26 70.85 70.40 56.23 56.12 56.33 44.98

IB
ZS 25.15 16.24 21.47 24.62 18.94 29.34 23.20 22.20 17.87 29.63 30.78 25.42 49.35 36.75 42.90 60.15 62.81 60.86 52.34 53.82 52.10 36.00
ZSC 32.25 30.10 28.37 31.02 28.89 30.03 26.69 28.98 29.28 43.46 33.83 35.39 55.21 55.93 38.51 64.39 63.09 64.81 54.44 54.38 55.65 42.13

Avg. 31.68 26.49 30.65 31.17 27.00 30.21 31.06 28.47 28.28 41.06 36.95 38.85 53.66 44.16 51.24 63.31 64.18 63.92 54.02 53.06 54.69
Std. ±3.95 ±6.28 ±3.20 ±3.79 ±7.13 ±5.82 ±4.68 ±5.49 ±6.25 ±7.84 ±7.29 ±7.68 ±4.56 ±7.35 ±6.01 ±5.18 ±5.84 ±6.97 ±2.79 ±3.27 ±2.94
SOTA 49.09 32.85 34.38 38.30 59.28 87.40 73.14

Table 5: Finetuning LLMs on VLM-generated explanations (Exp 3). Notation: The highest F1 score of each LLM
is in bold (column-wise) and the highest F1 score in each task is in blue. LM and IB do not support FS, and FSC
prompting.

5.1 Quantitative analysis369

We evaluate the textual meme understanding gen-370

erated by the VLMs in Experiment-3 using stan-371

dard metrics—BLEU (Post, 2018), ROUGE (Lin,372

2004), and BERTScore (Zhang et al., 2019)—fol-373

lowing best practices in text generation evaluation374

(Van der Lee et al., 2021). ROUGE score captures375

surface-level similarity through n-gram and longest376

common subsequence overlap. BLEU measures377

n-gram precision for evaluating fluency and align-378

ment. BERTScore assesses semantic similarity us-379

ing contextual embeddings, enabling meaning in-380

sight beyond lexical matches. The metrics provide381

complementary insights, including surface-level382

and semantic understanding required for proper383

evaluation.384

We generated silver-standard textual explana-385

tions using GPT-4 (gpt-4-0613) (Achiam et al.,386

2023) for analyzing the VLM-generated under-387

standing in detail. The datasets do not contain388

ground-truth explanations. Since generating reli-389

able ground truth through manual annotation in390

a crowdsourcing framework is a subjective, ex-391

pensive, resource-intensive, and time-consuming392

(Liu et al., 2023b; Maniparambil et al., 2023; Xu393

et al., 2024b), we relied on GPT-4 (gpt-4-0613).394

Of late, the AI/NLP community is increasingly395

using LLMs and VLMs for silver-standard annota-396

tions (Liu et al., 2023b; Maniparambil et al., 2023;397

Xu et al., 2024b) where even strong benchmarks398

now evaluate VLMs using GPT-4 generated refer-399

ences (Liu et al., 2023a; Caffagni et al., 2024; Bhat-400

tacharyya and Wang, 2025). Recent computational401

meme understanding research shows VLMs effec-402

tively reduce annotation effort while maintaining 403

quality (Nguyen and Ng, 2024a). Besides, some 404

recent studies have reported that some VLMs can 405

surpass human performance in certain metrics of 406

visual recognition tasks (Lin et al., 2024). 407

We compare the meme explanations generated 408

by VLMs with those from GPT-4 using the met- 409

rics above. Table 6 presents the results of this 410

comparison. We observe a correlation between bet- 411

ter textual understanding and improved F1 scores 412

in Table 5. Notably, the QWEN-2-VL model, 413

which performs best in most Experiment-3 cases, 414

also achieves the highest BERTScores across both 415

datasets, indicating stronger semantic understand- 416

ing. 417

We analyze the overall quality of the understand- 418

ing generated by the four pre-trained VLMs un- 419

der the CoT prompting in Experiment 3. For this 420

purpose, we compare the quality of explanations 421

across correctly and incorrectly classified samples. 422

In order to quantitatively understand the rationale 423

behind the performance of the classifications in 424

Experiment 3. For this purpose, we computed the 425

BERTScore difference between the two groups us- 426

ing GPT-4-generated silver labels as a reference. 427

Figure 2 shows the resulting differences across all 428

tasks and models. 429

We chose the three-step CoT setting for this anal- 430

ysis because it yielded the highest average F1 score 431

(46.12) in the CoVExFiL experiment. By analyz- 432

ing CoT-based outputs from the four VLMs, we 433

aim to determine whether larger BERTScore differ- 434

ences reflect meaningful explanations for correct 435

predictions—are associated with better classifica- 436

tion performance. 437

6



Model Prompting
Memotion MAMI

ROUGE-1 ROUGE-2 ROUGE-L BLEU BERT-Score ROUGE-1 ROUGE-2 ROUGE-L BLEU BERT-Score

LV

ZS 34.75 11.99 22.04 2.23 58.25 34.43 11.52 21.59 2.22 57.88
ZSC 50.97 20.99 26.58 13.43 64.23 48.91 19.14 25.77 10.89 62.59
FS 46.75 16.02 24.38 8.41 60.56 38.87 10.20 20.73 5.31 57.02
FSC 41.44 14.61 23.07 6.76 61.97 37.26 11.32 20.48 5.31 59.75

QW

ZS 33.75 13.69 21.64 3.43 56.18 42.67 15.93 24.09 6.41 60.82
ZSC 50.99 20.92 26.75 13.32 64.48 41.71 9.52 19.43 4.84 57.36
FS 43.4 19.2 26.43 5.81 60.01 47.73 17.58 25.2 11.2 62.78
FSC 49.78 19.71 27.45 12.24 64.96 47.53 17.49 25.07 11.07 62.65

LM
ZS 44.44 17.65 25.24 8.69 61.57 47.47 17.98 25.43 10.71 61.34
ZSC 51.25 21.23 26.84 13.67 64.57 48.00 18.86 24.32 11.24 61.69

IB
ZS 7.17 5.22 6.95 1.1 40.33 7.34 5.08 7.01 0 40.85
ZSC 7.73 5.31 7.09 1.23 40.34 7.33 5.10 7.01 0 40.81

Table 6: Evaluation performance of the considered VLMs versus GPT-4 generated understanding. The highest value
of each metric is in bold (column-wise).

Figure 2: BERT Score Difference between correctly classified vs misclassified samples

To be more specific, higher BERTScore differ-438

ences indicate that the correctly classified samples439

are semantically more meaningful. Most likely,440

these richer explanations guide the downstream441

LLMs in obtaining accurate predictions during the442

fine-tuning stage. Conversely, smaller differences443

suggest that the explanations lacked sufficient se-444

mantic depth or clarity. Most likely, the lack of445

proper comprehension caused misclassification. In446

such cases, the explanations for misclassified sam-447

ples often appear to be lexically or semantically448

similar to the correct predictions. This observation449

highlights that the model is not able to comprehend450

subtle linguistic and contextual cues. We came to451

the following conclusions from Figure 2, indicating452

the BERT score difference for Memotion datasets. 453

In some cases, the explanations for incorrect 454

classifications were often lexically similar to those 455

of correct classifications. This contradiction sug- 456

gests that models are unable to distinguish subtle 457

linguistic and contextual cues in sarcasm and of- 458

fensiveness. Generally, sarcasm and offensiveness 459

resulted in the lowest BERT Score differences, sug- 460

gesting that the explanation quality for correct and 461

incorrect classifications is similar. We can conclude 462

that the AI model cannot comprehend the inherent, 463

indirect, and twisted messaging of sarcastic and 464

offensive statements. In contrast, sentiment and 465

humor understanding resulted in relatively higher 466

BERTScore differences, indicating that the VLMs 467
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produce a moderate BERT score for the memes468

they correctly classify. On the contrary, the model469

fails to comprehend the challenging memes, pro-470

ducing low BERT scores, leading to misclassifi-471

cation. We conclude from the observations that472

the VLMs are better at identifying emotionally473

charged language or clear comedic elements in474

memes. However, motivational classification exhib-475

ited mixed performance, with some models relying476

on generic inspirational language without captur-477

ing deeper contextual meaning. Overall, the results478

highlight that while VLMs can effectively classify479

emotionally and socially sensitive aspects such as480

sentiment, they struggle with complex linguistic481

nuances like sarcasm and offensiveness.482

5.2 Qualitative analysis483

In this section, we examined misclassified samples,484

even by the best-performing VLMs in experiment485

3. Figure 6 shows a few such examples from the486

test set. The following are our findings:487

As per detailed analysis, we observed several488

misclassification patterns for diverse meme under-489

standing tasks. These observations revealed the490

inherent ability of the models to interpret visual491

and textual cues effectively.492

In Example 1, a meme labeled offensive was493

misclassified as not_offensive. The VLM’s expla-494

nation focused on childlike expressions and formal495

attire, ignoring hateful undertones. The highlighted496

regions were unrelated to offensive cues, revealing497

the model’s inability to detect subtle hate signals.In498

Example 2, a meme labeled "very_twisted" was499

predicted as "not_sarcastic." The meme features a500

Nazi rally with one man refusing to salute, while501

Hitler is visible in the crowd. The caption reads,502

"Man is refusing to stand with the fascists that have503

taken over Germany." Despite the obvious irony,504

the model failed to detect sarcasm. This failure505

is likely due to the lack of an explicit mention of506

Hitler, which resulted in weak alignment between507

the visual context and the text. Example 3 con-508

tained a Big Bang Theory character humorously509

comparing his singing to Justin Bieber’s. The Big510

Bang Theory character humorously compared his511

singing to Justin Bieber’s. Although the model was512

able to understand that the meme is humorous, it513

could not comprehend the severity of the humor514

as it lacked contextual insights. Consequently, the515

model misclassified the meme as funny, instead of516

labelling it as very funny. In Example 4, the model517

correctly predicted the meme as positive, with the518

explanation aligning well across both modalities. 519

The model was able to understand the image of 520

a smiling person recalling a funny pet story. The 521

examples demonstrate that the model can identify 522

when visual and textual information are aligned. 523

As per our analysis, the current Vision-Language 524

Models (VLMs) can understand basic aspects of 525

memes but often miss deeper, context-driven cues. 526

These models frequently rely too heavily on either 527

the visual or textual modality, which causes them 528

to overlook implicit offensiveness, miss sarcasm 529

conveyed through visual irony, or misjudge the de- 530

gree of humor. They also struggle to recognize 531

culturally or historically significant visual elements 532

when the accompanying text does not make them 533

explicit. Even when the models partially grasp the 534

meme’s intent, strict evaluation metrics penalize 535

them harshly, failing to account for close predic- 536

tions. These findings highlight the need to develop 537

models that align visual and textual information 538

more effectively, reason contextually, and offer 539

clearer explanations to handle subtle and complex 540

tasks in meme understanding. 541

6 Conclusion 542

In this treatise, we presented a systematic, in-depth 543

study on utilizing VLMs in diverse strategies for ac- 544

curate meme classification. The analysis affirmed 545

that pre-trained VLMs generally perform well in 546

the presence of explicit cues in tasks like SN and 547

MG. However, this approach cannot accurately 548

comprehend nuanced content like SR or OF. The 549

prompting strategies, particularly CoT, improved 550

the reasoning and classification accuracy. However, 551

LoRA-based fine-tuning proved to be less effective, 552

mostly because LoRA alters a relatively small num- 553

ber of parameters from very few selective layers. 554

Our proposed CoVExFiL approach, which inte- 555

grates VLMs and LLMs, performs well in multiple 556

tasks. These findings underscore the effectiveness 557

of prompting and distillation for improving meme 558

understanding. 559

Our analysis shows that VLMs grasp meme con- 560

text well when the content contains clear, straight- 561

forward clues. However, they struggle with hid- 562

den meanings, particularly in OF and SR tasks. 563

The CoT provides moderate performance gains and 564

helps bridge this gap to some extent. 565
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Limitations566

The primary limitations of our work are described567

below: First, we used only publicly available568

VLMs and did not include larger or closed-source569

models that might deliver stronger reasoning and570

different insights. Second, we explored four dis-571

tinct prompting strategies, yet we did not cover the572

full spectrum of possible prompt variations, which573

may affect performance. Third, we used LoRA-574

based fine-tuning instead of complete model fine-575

tuning due to high computational costs, possibly576

limiting adaptability and effectiveness. Fourth, we577

treated each meme independently and relied on pub-578

licly available meme explanations, which may lack579

external context, such as historical events or social580

media trends, and reflect annotator biases or miss581

cultural nuances. Addressing this requires more582

straightforward guidelines, culturally aligned anno-583

tators, and familiarity-based filtering. Addressing584

these issues through broader model selection, richer585

evaluation, full fine-tuning, external knowledge in-586

tegration, and multilingual support offers a clear587

path for future work.588
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A Related Works1008

In recent years, there has been a growing interest in1009

analyzing memes through both custom deep learn-1010

ing (DL) architectures and vision-language models1011

(VLMs). A comprehensive survey by Nguyen and1012

Ng (2024b) compiled 24 datasets spanning five1013

major task categories related to meme understand-1014

ing. Complementing this, Martinez Pandiani et al.1015

(2025) examined 158 content-based studies, includ-1016

ing 119 newly analyzed papers and identified more1017

than 30 datasets specifically focused on toxic meme1018

analysis published up to 2024.1019

Over the past few years, multi-modal meme anal-1020

ysis has emerged as a prominent research area in1021

NLP and multi-modal learning(Nguyen and Ng,1022

2024a; Kumari et al., 2025; Wang et al., 2024;1023

Nguyen and Ng, 2024b; Pandiani et al., 2025;1024

Sharma et al., 2022). These works generally fo-1025

cused on understanding the interplay of visual and1026

textual information in memes for addressing a wide1027

range of tasks, such as sentiment and emotion de-1028

tection, humor and sarcasm recognition, identifi-1029

cation of misogynistic or offensive content, fig-1030

urative language interpretation, and bias assess-1031

ment in model predictions (Afridi et al., 2021).1032

Several specialized corpora have been released to1033

capture the rich variety of figurative, humorous,1034

and harmful content in memes. Xu et al. (2022)1035

introduced MET-meme, a collection targeted at1036

metaphorical memes, demonstrating that models1037

struggle when literal text masks non-literal intent.1038

Liu et al. (2022) introduced the FigMemes dataset1039

containing memes consisting of sarcasm, irony,1040

hyperbole, and metaphor. The work also demon-1041

strated that integrating social-political context via1042

the MSDBert architecture proposed in the work1043

substantially improves the detection of figurative1044

language. Suryawanshi et al. (2020) proposed the1045

MultiOFF meme dataset, annotated for fine-grained1046

offensiveness and satire, highlighting the role of1047

cultural and linguistic factors in perceiving offense.1048

Fersini et al. (2022) curated the misogyny-focused1049

SemEval-2022 Task 5 benchmark, which goes be-1050

yond binary labels to classify different types of1051

gendered hate. Finally, the Memotion and MAMI1052

datasets provide multi-dimensional labels (humor,1053

sentiment, intent), enabling simultaneous evalua-1054

tion of positive and harmful meme aspects (Ra- 1055

mamoorthy et al., 2022; Afridi et al., 2021). 1056

Researchers have developed sophisticated deep 1057

learning architectures that explicitly model both 1058

intra-modal and inter-modal interactions, integrat- 1059

ing textual and visual information for meme clas- 1060

sification. Pan et al. (2020) introduced a dual at- 1061

tention framework with separate intra-modal and 1062

inter-modal blocks designed to capture contradic- 1063

tions between text and image, achieving signifi- 1064

cant improvements in sarcasm detection perfor- 1065

mance. Similarly, Liu et al. (2022) developed MSD- 1066

Bert, which fuses cross-modal embeddings within 1067

a BERT backbone to better capture subtle figura- 1068

tive language cues in the FigMemes dataset (Liu 1069

et al., 2022). Sharma et al. introduced a frame- 1070

work, termed DISARM (Detecting the Victims Tar- 1071

geted by Harmful Memes), to augment standard 1072

multi-modal fusion with Named Entity Recogni- 1073

tion. Gupta and Kwatra (Gupta and Kwatra, 2021) 1074

combined image inpainting with a Vision Trans- 1075

former architecture to enhance visual cue recovery 1076

for improved meme sentiment analysis. Ouaari 1077

et al. (2022) presented a multimodal feature extrac- 1078

tion method using deep visual and textual encoders 1079

for classifying meme sentiment. Sultan et al. (2024) 1080

proposed MemesViTa, a novel hierarchical fusion 1081

model based on Vision Transformers for accurate 1082

detection of troll memes. Collectively, these studies 1083

highlight that sophisticated fusion techniques de- 1084

signed to capture inter-modal dynamics are crucial 1085

for achieving substantial gains across diverse meme 1086

analysis sub-tasks, including humor, sarcasm, and 1087

harm detection. Early works like Hendricks et al. 1088

(2018) introduced grounded visual explanations, 1089

aligning model justifications with image regions. 1090

Jia and Liang (2017) showed that explanation gen- 1091

eration enhances trust in NLP models, a principle 1092

now extended to multi-modal meme understanding. 1093

Radford et al. (2021) demonstrated the ability of 1094

CLIP to generate interpretable outputs for memes 1095

by aligning visual and textual modalities. Sharma 1096

et al. (2023) proposed LUMEN, a framework for 1097

humor classification in memes, combining multi- 1098

modal understanding with contextual explanation 1099

generation. Parallel to the direct multimodal anal- 1100

ysis of memes, another line of research has ap- 1101

plied language models to deconstruct other forms 1102

of persuasive media, albeit in a unimodal, text-only 1103

context. For instance, Kalra et al. (2020) focused 1104

on commercial advertisements by creating a new 1105

dataset annotated with fine-grained rhetorical strate- 1106
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gies—such as appeals to emotion or scarcity—and1107

then fine-tuned BERT to classify these techniques1108

from ad text. In the domain of political advertising,1109

Villegas et al. (2021) first trained a text-based clas-1110

sifier to identify a political ad’s sponsoring party1111

and subsequently performed a differential analysis1112

to reveal the distinct topics and persuasive frames1113

characteristic of each party’s messaging. These1114

studies underscore the value of using transformer1115

models to decode complex, persuasive language in1116

specific cultural domains, a principle our work ex-1117

tends to the more challenging multimodal context1118

of memes. VLMs, meanwhile, have revolutionized1119

meme analysis by enabling semantically aligned,1120

multi-modal representations. VisualBERT (Li et al.,1121

2019) and ViLBERT (Lu et al., 2019) introduced1122

unified and dual-stream architectures, respectively,1123

for vision-language fusion. UNITER (Chen et al.,1124

2020) and OSCAR (Li et al., 2020) enhanced align-1125

ment through large-scale pretraining and object1126

tag anchoring. CLIP (Radford et al., 2021) set a1127

new standard with contrastive learning and zero-1128

shot classification. Models like MiniGPT-4 (Zhu1129

et al., 2023) extended these capabilities by incor-1130

porating visual grounding and transformer-based1131

vision processing. Additional strategies, such as1132

caption enrichment (Blaier et al., 2021), multi-task1133

learning (Lee and Shen, 2022), and external knowl-1134

edge integration (Pramanick et al., 2021), have1135

been shown to improve meme classification per-1136

formance and interpretability. (Jha et al., 2024)1137

proposed a MemeGuard framework fine-tuned with1138

a dedicated VLM for harmful meme interpretation,1139

applied a multi-modal knowledge-selection mod-1140

ule, and then prompts a general-purpose LLM to1141

generate context-aware interventions.1142

Despite advancements in meme understanding,1143

current deep learning models often fail to general-1144

ize beyond the datasets they are trained on, limit-1145

ing their real-world applicability. Most lack inter-1146

pretability, offering no insight into their predic-1147

tions—an issue in sensitive contexts. Additionally,1148

robustness to adversarial content and generaliza-1149

tion across cultures remain largely unaddressed.1150

Addressing these gaps is key to building adaptable,1151

trustworthy meme understanding systems.1152

B Experimental Setup1153

B.1 Datasets Details1154

This section includes the details of the two datasets,1155

namely, Memotion dataset Sharma et al. (2020)1156

and Multimedia Automatic Misogyny Identifica- 1157

tion dataset (MAMI hereafter) Fersini et al. (2022), 1158

used for extensive experimentation. The dataset 1159

statistics are given in Table 1, and dataset charac- 1160

teristics are detailed in the following subsection- 1161

B.1.1 Memotion Dataset 1162

The memotion dataset (Sharma et al. (2020)) (pub- 1163

licly available on Kaggle) contains 9,871 multi- 1164

modal memes collected from Google images. The 1165

dataset creation process involved selecting memes 1166

from 52 categories, including political figures and 1167

popular cultural references such as Hillary, Trump, 1168

Minions, and Baby Godfather. Only memes with 1169

embedded English text were retained to ensure lin- 1170

guistic consistency. The memes were annotated 1171

using Amazon Mechanical Turk1, where five an- 1172

notators independently judged each meme, and a 1173

majority voting scheme was used to combine the 1174

annotations. The memes were labeled according 1175

to five emotion-oriented dimensions: humor, sar- 1176

casm, offensiveness, motivation, and sentiment. In 1177

particular, the details of the classification tasks are 1178

as follows- 1179

• Task A: Sentiment Classification 1180

Classifies memes into three classes: Positive, 1181

Neutral, and Negative. 1182

• Task B: Emotion Classification 1183

Labels memes based on one of the following 1184

emotions: humor, Sarcasm, Offensiveness, or 1185

Motivation. 1186

• Task C: Scales of Semantic Classes 1187

Categories memes into overlapping emotional 1188

scales: 1189

– Humor: not_funny, funny, very_funny, 1190

hilarious. 1191

– Sarcasm: not_sarcastic, general, 1192

twisted_meaning, very_twisted. 1193

– Offensiveness: not_offensive, slight, 1194

very_offensive, hateful_offensive. 1195

– Motivation: not_motivational, motiva- 1196

tional. 1197

We have visualized some sample memes and 1198

their corresponding class labels from the Memotion 1199

dataset in Fig. 2. 1200

1https://www.mturk.com/

14

https://www.mturk.com/


Image
Tasks

humor sarcasm offensive sentiment motivational

- hilarious

- very_funny

- funny

- not_funny

- very_twisted

- twisted_meaning

- general

- not_sarcastic

- hateful_offensive

- very_offensive

- slight

- not_offensive

- postive

- neutral

- negative

- motivational

- not_motivational

- hilarious

- very_funny

- funny

- not_funny

- very_twisted

- twisted_meaning

- general

- not_sarcastic

- hateful_offensive

- very_offensive

- slight

- not_offensive

- postive

- neutral

- negative

- motivational

- not_motivational

Figure 3: Data samples from the Memotion dataset. For each meme, the full set of subcategories corresponding to
each classification task is listed. The ground-truth label for each task is highlighted in green.

B.1.2 MAMI1201

The MAMI dataset Fersini et al. (2022) (Apache1202

2.0 licensed) detects misogyny in memes and sub-1203

classifies the type of misogynist content. The1204

memes in this dataset were collected from two1205

sources- social media platforms such as Twitter1206

and Reddit, and meme-sharing websites like 9GAG,1207

Imgur, and KnowYourMeme. These memes were1208

collected by using specific hashtags such as #girl,1209

#girlfriend, #women, #feminist, threads, and dis-1210

cussions covering feminist debates and other sim-1211

ilar events. The dataset was annotated using the1212

crowdsourcing concept. The dataset consists of1213

two types of labels: i) whether the meme is misog-1214

ynist or not, and ii) whether the misogynist meme1215

corresponds to shaming, stereotype, objectification,1216

or violence classes. The first stage involved assign-1217

ing binary labels to detect the presence or absence1218

of misogyny and subclassification of misogynous1219

memes. Figure 4 presents a few sample memes1220

from the MAMI dataset for manual understanding1221

of its content and labeling structure. The dataset1222

supports two key tasks:1223

The details of the sub-tasks is given below-1224

• Sub-task A: Misogyny Detection1225

Classifies memes as Misogynous or Non-1226

Misogynous.1227

• Sub-task B: Misogyny Type Classification1228

Categorizes misogynous memes into one or 1229

more overlapping types: 1230

– shaming: Criticism of women based on 1231

appearance or behavior. 1232

– Stereotype: Imposition of traditional 1233

roles or fixed traits on women. 1234

– Objectification: Treating women as ob- 1235

jects. 1236

– violence: Depictions or implications 1237

of physical or psychological violence 1238

against women. 1239

Table 1 summarizes the sample distribution for 1240

both the Memotion and the MAMI datasets. “Avg. 1241

Length” denotes the average sample length in 1242

words for each category. 1243

B.2 Configuration of VLMs 1244

In this study, we evaluate four open-source vision- 1245

language models (VLMs) for the meme classifi- 1246

cation task, as they are widely used in the image 1247

captioning and visual reasoning literature. The spe- 1248

cific models used in our experiments are listed in 1249

Table 2, along with their implementation details. 1250

LLAVA-1.6: LLAVA-1.6 (Large Language and 1251

Vision Assistant) (LV) (Liu et al., 2024b) is a 1252

vision-language model optimized for multi-modal 1253

tasks. It extends LLAVA-1.5 (Liu et al., 2024a) 1254

by incorporating improved instruction tuning and 1255
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Image
Task A Task B

misogyny shaming stereotype objectification violence

1 0 1 0 1

0 0 0 0 0

Figure 4: Example from the MAMI dataset illustrating two tasks: Task A (binary: 1 = misogynistic, 0 = non-
misogynistic) and Task B (multi-label: 1/0 for shaming, stereotype, objectification, violence).

enhanced vision-language alignment, where CLIP1256

(Radford et al., 2021) is used as the vision encoder1257

and Vicuna (Chiang et al., 2023) as the text en-1258

coder.1259

Qwen2-VL: Qwen2-VL (Bai et al., 2024) is an1260

advanced vision-language model, specifically de-1261

signed to employ a mixed training regimen, both1262

image and text.The model integrates a Vision Trans-1263

former (ViT) for visual processing with a Qwen21264

series language model for textual understanding.1265

A standout feature is its use of Multimodal Rotary1266

Position Embedding (M-RoPE), which effectively1267

encodes positional information across modalities.1268

LLaMA-3.2-Vision: Building on the foundation1269

of LLaMA-3.1 (Grattafiori et al., 2024), LLaMA-1270

3.2-Vision incorporates a 40-layer transformer en-1271

hanced with a dedicated vision adapter. This1272

adapter leverages local and global cross-attention1273

mechanisms to effectively merge image features1274

from a vision transformer into the pre-trained lan-1275

guage model. The model’s scalable architecture is1276

designed to handle sophisticated multimodal rea-1277

soning and process large-scale datasets, making it1278

suitable for the challenges of meme interpretation.1279

InstructBLIP: InstructBLIP (Dai et al., 2023)1280

is a Vision-Language Model (VLM) fine-tuned on1281

a wide array of vision-language instructions. As1282

an evolution of BLIP-2, it employs a Q-Former1283

component to bridge a frozen vision encoder with a1284

powerful language model, such as Vicuna or Flan-1285

T5. Its training on diverse instructional data equips1286

the model with strong zero-shot generalization ca-1287

pabilities, allowing it to perform proficiently on1288

various tasks, including meme classification, with- 1289

out prior task-specific training. 1290

B.2.1 Configuration of LLMs 1291

To complement the vision-language understanding 1292

from VLMs, we use three pretrained language mod- 1293

els—BERT (BR) (Devlin et al., 2019), RoBERTa 1294

(RB) (Liu et al., 2019), and XLNet (XL) (Yang 1295

et al., 2019) —as classification backbones in our 1296

CoVExFiL pipeline (Exp 3). We have listed the 1297

particulars of the LLMs in Table 7. These models 1298

are fine-tuned using the textual explanations gener- 1299

ated by the VLMs, enabling a decoupled two-step 1300

classification process. 1301

BERT (BR): BERT (Bidirectional Encoder Rep- 1302

resentations from Transformers) (Devlin et al., 1303

2019) is a transformer-based model trained using 1304

masked language modeling. Its bidirectional at- 1305

tention makes it effective for capturing contextual 1306

dependencies in text. We use the base uncased 1307

version in our experiments. 1308

RoBERTa (RB): RoBERTa (Liu et al., 2019) im- 1309

proves upon BERT by training on larger datasets 1310

with dynamic masking and no next-sentence pre- 1311

diction. It is known for robust performance across 1312

many classification benchmarks. 1313

XLNet (XL): XLNet (Yang et al., 2019) is an au- 1314

toregressive model that incorporates permutation- 1315

based training to capture the bidirectional context. 1316

It overcomes some of the limitations of BERT, par- 1317

ticularly in modeling word order and long-range 1318

dependencies. 1319
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Prompt template

Suppor t Examples:{
[image1] [text description for class 1] [Label: 1]
[image2] [[text description for class 2] [Label: 2]
[image3] [[text description for class class 3] [Label: 3]
[image4] [[text description for class class 4] [Label: 4]
}
{Image: { image} ,
Query: Analyze the following meme and classify its category as one of the following if the given meme is: [class1, class2, class3, class4]. Also, 
provide a brief explanation for your classification"}
Answer:

Suppor t Examples:{
[image1] [text description for class 1] [Label: 1]
[image2] [[text description for class 2] [Label: 2]
[image3] [[text description for class class 3] [Label: 3]
[image4] [[text description for class class 4] [Label: 4]
}
{Image: { image} ,
Query:"Analyze the following meme and classify its category as one of the following if the given meme is:[class1, class2, class3, class4]. 
Let?s think step by step. 
Step1: Start by analyzing the visual content to describe what is seen in the image. 
Step2:Then examine the textual content to explain the meaning or implication of the text. 
Step3:Finally, provide a combined interpretation of how the visual and textual elements work together to convey a message. 
Step4:Conclude with the classification based on your reasoning.}
Answer:

Few-shot 
Chain-of-thought

{Image: { image} ,
Query:"Analyze the following meme and classify its category as one of the following if the given meme is:[class1, class2, class3, class4]. 
Let?s think step by step. 
Step1: Start by analyzing the visual content to describe what is seen in the image. 
Step2:Then examine the textual content to explain the meaning or implication of the text. 
Step3:Finally, provide a combined interpretation of how the visual and textual elements work together to convey a message. 
Step4:Conclude with the classification based on your reasoning.}
Answer:

{Image: { image} ,
Query Analyze the following meme and classify its category as one of the following if the given meme is: [class1, class2, class3, class4]. Also, provide 
a brief explanation for your classification" }
Answer: 

Prompt Type

Zero-shot

Few-shot
(k=1)

Chain-of-thought

Figure 5: Prompt Template for Experiment 1. Here, we have specified the prompts we used in ZS, ZSC, FS, and
FSC.

LLM Size Version
BERT 110M bert-base-uncased

RoBERTa 125M roberta-base

XLNet 110M xlnet-base-cased

Table 7: Considered LLMs and their corresponding
versions for our experiments.

B.2.2 Baselines1320

The baseline models presented in Table 8 serve1321

as reference points for evaluating performance on1322

the Memotion and MAMI datasets. These mod-1323

els were selected based on their relevance to the1324

respective tasks and their reported effectiveness in1325

prior studies.1326

• M2Seq2Seq-MLD (Zhang et al., 2023): A1327

multi-task seq2seq model for multimodal sar-1328

casm, sentiment, and emotion recognition. It1329

captures intra- and inter-modality/context-task1330

dynamics for SN and HM.1331

• MT-BERT+TextGCN (Kumari et al., 2024):1332

Combines Multi-Task BERT with TextGCN1333

for improved text classification via contextual 1334

and graph-based features. 1335

• PBR (Pretraining-Based Representation) 1336

(Zhang and Wang, 2022): This model 1337

combines image features from CLIP with 1338

textual embeddings from BERT and UNITER, 1339

integrated through a late fusion strategy. The 1340

final predictions are made using an ensemble 1341

of XGBoost classifiers and refined through 1342

rule-based post-processing. 1343

• BERT+ViT (Singh et al., 2023): This model 1344

combines a variant of the BERT language 1345

model, pretrained on hate-speech text data, 1346

with a Vision Transformer (ViT) serving as 1347

the visual encoder. 1348

B.3 Configuration of Prompts 1349

In Experiment 1, we explored a range of prompt- 1350

ing strategies to evaluate their effectiveness in 1351

meme understanding. These included Zero-Shot 1352

(ZS), Zero-Shot Chain-of-Thought (ZSC), Few- 1353

Shot (FS), and Few-Shot Chain-of-Thought (FSC) 1354
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MEME VLM Meme Understanding CoT

Label:hateful_offensive
Predicted:not_offensive

Visual Content Analysis
The meme consists of two images arranged vertically. 
1. Top Image: Features a baby dressed in a formal tuxedo. The baby has a serious expression and is pointing, suggesting 
authority or a commanding demeanor. The background appears to be an outdoor setting, possibly a walkway or park.
2. Bottom Image: Shows a young boy, also in formal attire (a tuxedo), interacting with a woman in a wedding dress. The 
boy is looking up at the woman, who appears to be smiling or looking fondly at him. This scene implies a social or 
affectionate moment were he's teasing her.
 Textual Content Examination
1. Top Image Text: WOMAN, GET OVER HERE THIS INSTANT - This text is written in a bold, prominent font. The 
phrase suggests a humorous take on the baby?s serious demeanor, as it mimics a commanding or authoritative tone 
typically used by an adult.
2. Bottom Image Text: Hmm. not bad. - This text is more casual and laid-back, indicating the boy's evaluation or approval 
of the woman, likely perceiving her attractiveness or presence positively.
 Combined Interpretation
The meme juxtaposes the two images to create a humorous narrative.

Label:very_twisted 
Predicted:not_sarcastic

Visual Content Analysis
The image depicts a historical scene involving multiple figures, likely from a Nazi rally or meeting. Central to the 
composition is a man in a brown uniform with a red armband, standing with his arms crossed and an expression of defiance 
or discomfort. He is surrounded by several individuals, predominantly wearing military uniforms, who are raising their 
right arms in a salute, a gesture associated with Nazi ideology. To the right, a recognizable figure appears to be Adolf 
Hitler, seated and looking on. The overall tone of the image conveys tension, with a clear division between the standing 
man and the others who are participating in the salute.
 Textual Content Examination
The text accompanying the image states: Man is refusing to stand with the fascists that have taken over Germany. This 
phrase underscores the central theme of resistance against authoritarianism. It highlights the defiance of the man in the 
center, suggesting he is standing against the prevailing fascist ideology represented by Hitler and his supporters. The use of 
the word refusing emphasizes an act of willful opposition, further reinforcing the idea of individual courage in the face of a 
powerful regime.
 Combined Interpretation
The interplay between the visual and textual elements constructs a narrative of resistance by a man. The image visually 

Label:very_funny
Predicted:funny

This meme features a scene from the television show ""The Big Bang Theory."" The image shows a character holding a 
microphone, seemingly in the middle of a performance or speech. The text above the character This meme effectively 
combines sarcasm and reality. reads ""STILL A BETTER SINGER THAN JUSTIN BEIBER,"" which is a humorous 
comparison suggesting that the character in the image is a better singer than the pop star Justin Bieber. The humor comes 
from the absurdity of the comparison? given that Justin Bieber is a well-known and popular singer, it is unlikely that 
someone on a TV show would claim to be a better singer than him. The juxtaposition of a fictional character's claim with a 
real-world celebrity's reputation creates a funny and exaggerated scenario. The meme is likely intended to be lighthearted 
and entertaining, playing on the absurdity of the comparison."

Label:positive
Predicted:postive

The image features a person with short, light brown hair and a mustache. 
The text overlay on the image reads, I once had a Lizard and a Fish as pets... The text is written in red and white, with the 
words Lizard and a Fish in white and the rest of the text in red.
### Analysis and Explanation
1. **Visual Content** :
   - The person appears to be smiling, suggesting a positive or lighthearted tone.
   - The choice of a black background highlights the person, making them the focal point of the image.
2. **Textual Content** :
   - The text I once had a Lizard and a Fish as pets... implies that the person had pets that are not typically kept together in 
the same environment. Lizards and fish are often kept in separate habitats, with fish needing water and lizards needing 
land.
   - The text suggests a humorous or unexpected anecdote, possibly indicating that the person had a unique or unusual pet 
setup.
### Combined Interpretation
The combination of the visual and textual elements creates a humorous and light-hearted meme. The person's positive 
expression and the unexpected nature of having a lizard and a fish as pets together add to the comedic effect. The stark 
contrast between the black background and the person's clothing further emphasizes the subject, drawing attention to the 
text and the person's reaction.
In conclusion, the meme uses the juxtaposition of a smiling person and a humorous pet story to create a funny and relatable 

Figure 6: Examples from the test set with their corresponding gold labels are shown to illustrate the VLM’s
understanding. Memes where the task was performed well are marked in green, those performed moderately well or
relatable are marked in blue, and those where the task was performed poorly are marked in red.

prompting. The specific prompts used in each strat-1355

egy, along with their corresponding examples and1356

experimental settings, are illustrated in Figure 5.1357

This figure presents detailed query formats and1358

prompt structures for all four strategies, making1359

it easier to understand the differences and design1360

choices involved. Also for reproducibility we kept 1361

the temperature of the VLM very low (0.1). 1362

We used string presence through label parsing 1363

to determine the predicted class from the model’s 1364

output. This label parsing strategy was applied con- 1365

sistently across all tasks to extract the appropriate 1366
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Category Labels SOTA Model
Sentiment Pos, Neu, Neg 38.30 M2Seq2Seq-MLD

Humour [H, VF, F, NF] 49.09 M2Seq2Seq-MLD

Sarcasm [VT, TM, S, G] 32.85 MT-BERT+TextGCN

Offense [HF, VF, O, NO] 34.38 MT-BERT+TextGCN

Motivation [M, NM] 59.28 MT-BERT+TextGCN

Misogyny [Miso, Non-Miso] 87.40 BERT+ViT

Misogyny Type [V, S, O, Sh] 73.14 PBR

Table 8: Performance comparison across different tasks
and metrics after removing baseline results.

prediction whenever a class name appeared in the1367

response.1368

B.4 Details of Computational Efficiancy1369

On average, LoRA fine-tuning large VLMs on an1370

A100 80GB GPU required 6-9 GPU hours and 44-1371

60 GB of memory per task, whereas fine-tuning1372

smaller LLMs with CoVExFiL reduced these re-1373

quirements to 0.2-0.4 GPU hours and 10-12 GB1374

of memory per task. For inference, both the time1375

per sample and GPU memory usage were consis-1376

tent across the prompting and CoVExFiL methods,1377

as both approaches utilized prompting strategies.1378

The average inference time per sample remained1379

8-18 seconds, and GPU memory usage stayed at 16-1380

40 GB. Furthermore, as the dataset size increased,1381

both GPU hours and memory usage also increased.1382
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