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Abstract

From media platforms to chatbots, algorithms shape how people interact, learn,
and discover information. Such interactions between users and an algorithm often
unfold over multiple steps, during which strategic users can guide the algorithm to
better align with their true interests by selectively engaging with content. However,
users frequently exhibit inconsistent preferences: they may spend considerable
time on content that offers little long-term value, inadvertently signaling that such
content is desirable. Focusing on the user side, this raises a key question: what
does it take for such users to align the algorithm with their true interests?
To investigate these dynamics, we model the user’s decision process as split between
a rational “system 2” that decides whether to engage and an impulsive “system 1”
that determines how long engagement lasts. We then study a multi-leader, single-
follower extensive Stackelberg game, where users, specifically system 2, lead by
committing to engagement strategies and the algorithm best-responds based on
observed interactions. We define the burden of alignment as the minimum horizon
over which users must optimize to effectively steer the algorithm. We show that a
critical horizon exists: users who are sufficiently foresighted can achieve alignment,
while those who are not are instead aligned to the algorithm’s objective. This critical
horizon can be long, imposing a substantial burden. However, even a small, costly
signal (e.g., an extra click) can significantly reduce it. Overall, our framework
explains how users with inconsistent preferences can align an engagement-driven
algorithm with their interests in a Stackelberg equilibrium, highlighting both the
challenges and potential remedies for achieving alignment.

1 Introduction

We study the interactions between human users and an algorithm over multiple steps. While these
interactions may benefit both parties, the user and the algorithm can have misaligned interests. Our
focus is on the user side, asking what it takes for a user to align the algorithm with her interests.
We explore this alignment problem in an interactive environment where users may exhibit inconsistent
preferences within an incentive-aware framework. The following explains our setting in detail.

Our setting and model. When users have consistent preferences—i.e., the engagement length is
in proportion to user’s true reward—the alignment problem reduces to engagement maximization.
Recent advances in designing instruction-following language models rely on this assumption of
consistent preferences, often using models such as Bradley-Terry [1] to directly or indirectly infer
human rewards and optimize them to maximize human approval [2–4]. Similarly, recommender
systems are typically designed to optimize recommendations that maximize user engagement [5].

Users can, however, have inconsistent preferences, where their actions may not reflect their true
interests. This often occurs when a user’s decision results from a combination of impulsive system 1
and rational system 2 processes [6–8], or when consumption choices are influenced by both long-term
benefits (enrichment) and a desire for instant gratification (temptation) [9]. In such cases, revealed
preferences do not necessarily align with the user’s true preferences.
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In general, due to inconsistent preferences or misaligned objectives [10–12], the algorithm’s goal
may diverge from the user’s. Can a strategic user then still succeed in aligning the algorithm with her
interests? This question is central to our study, where we examine the conditions and strategies that
enable users to steer the algorithm despite such misalignments.

We model the alignment problem as a multi-leader, single-follower Stackelberg game, where users
act as leaders by committing to strategies, and the algorithm best responds. We group users with
similar interests under the same user type to capture preference heterogeneity. Our model reflects
real-world settings in which users can initiate or terminate interactions, and excludes scenarios such
as strategic classification [13, 14] where the algorithm first commits to a strategy, such as a classifier.
By assuming the algorithm best responds, we abstract away its learning process [15, 16]. This is
reasonable as modern systems interact frequently with users and learn from abundant behavioral data.

Our Stackelberg game captures a dynamic setting where a user interacts with the algorithm over
multiple steps within a session. After each interaction, the algorithm updates its posterior over the
user’s type, gradually personalizing its responses. As a result, the strategies of other users affect
how well an individual can steer the algorithm. The user’s goal is to guide the algorithm toward
higher-reward recommendations over time. However, she must trade off long-term signaling with
short-term rewards, creating a tension that places the burden of alignment on the user.

Our results. To quantify the burden of alignment on the user, we ask: over what future horizon must
the user optimize her strategy for the cost of alignment to be worthwhile? We propose this horizon
as a measure of burden. When users exhibit inconsistent preferences, system 2 must be sufficiently
foresighted to align the algorithm with user’s true interests. We show that each user type has a critical
threshold: only if the user’s horizon exceeds this can she steer the algorithm; otherwise, similar to
[17], the algorithm effectively aligns her to its own objective, despite the user leading the game.

The significant burden on users prompts the question: what design features can ease alignment? We
explore a setting where users can exert observable effort during each interaction—such as clicking
a small, non-beneficial button—as a way to signal system 2’s strong disinterest. Though the effort
yields no direct reward, it enables users to convey preferences without disengaging, simplifying their
strategies. As in the baseline setting, alignment still requires a critical optimization horizon. However,
allowing users to “burn effort” as a signal [18] substantially reduces the burden of alignment.

In summary, we present a framework to analyze the alignment problem between an optimal algorithm
and users with inconsistent preferences. By fully characterizing the equilibria in a multi-leader
Stackelberg game, where users lead, we quantify the burden of alignment in terms of the horizon
over which users must optimize. Our framework also guides the design of improved alignment
environments by quantifying how costly signaling through effort-burning can reduce this burden. As
noted by Dean et al. [19], we believe that such formal mathematical models can provide valuable
insights for the broader field of interaction design in future studies.

Additional related work. The alignment problem has been studied across computer science, social
science, and economics as a game between users and platforms/algorithms. The most closely related
setting is a Stackelberg game in which the leader—typically the platform—commits to a strategy over
multiple interactions, and the follower—a user—responds. Because recommendations unfold over
multiple steps, users may act strategically, anticipating how their responses influence future outcomes.
Haupt et al. [20] term such users strategic, in contrast to myopic users who optimize locally. Similar
to our work, they show that users tend to engage in behaviors that accentuate differences relative to
users with other preference profiles. Haupt et al. [20] and Cen et al. [21] provide empirical support
for this behavior, while Cen et al. [22] study its implications for platform utility.

Our work departs from these studies in two key ways. First, we center users as leaders in the
Stackelberg game, focusing on settings where users—particularly system 2—can commit to strategies
that the platform observes (e.g., via repeated interactions or prior data). This shift allows us to ask
what it takes for users, as leaders, to maximize their own rewards. Second, we extend the analysis to
a multi-leader, single-follower game and examine how the presence of other users shapes individual
strategies, drawing parallels to Nash equilibrium. Please refer to Appendix A for an extensive review
of related work.
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2 Model

We model the interactions between an algorithm and users. The users aim to find specific responses
or recommendations, while the algorithm seeks to maximize user engagement. We first outline the
structure of these interactions and then present a detailed model for both the users and the algorithm.

The user-algorithm interactions occur in sessions. Each session involves multiple interactions between
the algorithm and a fixed user. In each interaction, the algorithm suggests an item/content and observes
whether the user engages with it and for how long. The algorithm uses these observations to refine
future suggestions. For users, engagement generates a reward, which is higher when the item aligns
with their true interest. We assume users have fixed interests throughout a session.

For strategic users, engagement serves a dual purpose: consuming rewards and signaling preferences.
If a rational user fully controlled both engagement and its duration, aligning with the algorithm could
be as simple as engaging more with preferred content. However, users often exhibit inconsistent pref-
erences, sometimes spending time on content misaligned with their true interests. This inconsistency
complicates alignment and motivates our study.

2.1 Model of human users

We model a user by their type θ ∈ Θ, which encodes the user’s intention during a session. Thus, the
same person may have different types across sessions. For simplicity and tractability, we focus on the
case where the set of user types Θ is finite.

Upon receiving a recommendation s ∈ S, the user makes two decisions: whether to engage, and if
so, for how long. Let y ∈ Y ⊆ R≥0 denote the user’s response, where y > 0 indicates engagement
lasting y steps. We model human users with potentially inconsistent preferences. The decision to
engage is governed by the user’s fully rational system 2. If the user chooses to engage, the length
of engagement is determined by system 1, with an expected value of E[y | y > 0; θ, s] = 1/αθ(s).
Note that in our analysis of optimal decision-making, the expected value of y is the only important
factor, which we can interpret as the expected utility of the algorithm when a user of type θ engages
with content s. When y follows a geometric distribution with a success rate of αθ(s), our model
reduces to that of Kleinberg et al. [6].1

The user receives an expected reward of rθ(s) upon engagement. This reward is independent of
engagement length, without loss of generality: even if realized rewards depend on duration, the length
is independently governed by system 1, so its effect can be absorbed into the expectation rθ(s).

The user discounts future rewards by a factor γH < 1 per time step.2 This parameter is central to our
analysis of the foresight required for a user to align the algorithm with her interests. We assume a
uniform γH across all users, though our analysis readily extends to a heterogeneous population.

2.2 Model of algorithm

We assume the algorithm maximizes engagement, a common proxy for objectives in human-facing
systems; e.g., video recommendation engines optimize for prolonged viewing to increase ad revenue.
Our framework also extends beyond engagement: if y is the algorithm’s utility from an interaction,
the algorithm can be viewed as a utility maximizer. This general perspective encompasses any policy
or language model that interacts with users to optimize a utility measure, such as human approval.

Formally, let H = (s1, y1, · · · , sT , yT ) represent the history of interactions in a session. The
algorithm’s realized utility from H is

∑T
t=1 yt. However, like human users, the algorithm may also

be myopic, discounting future returns by a factor of γA < 1 per step. Thus, the algorithm’s valuation
of H at the start of the session is

∑T
t=1 γ

t−1
A yt. Given the models of the users and the algorithm, we

next define their respective strategies and introduce a notion of equilibrium.

1To further clarify the connection to Kleinberg et al. [6], we treat the entire interaction that system 1 has after
system 2 decides to engage as a single item. While the user may consume different things during engagement,
from system 2’s perspective, the only relevant parameter is the expected reward as we will see, and from
the platform’s perspective, it is the expected length of engagement. What exactly gets consumed during the
engagement does not reveal information about the user’s type, since it wasn’t the result of a rational/strategic
decision and the platform only records engagement decisions as we shall see.

2We have implicitly assumed that users might discount rewards between interactions, but not during a single
interaction, so our previous point on the irrelevance of the length of the engagement and reward remains intact.
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3 Strategies and equilibria

The algorithm’s strategy π : (S × Y )∗ → S maps the session history H = (s1, y1, s2, y2, . . . ) to
the next recommendation in general. On the user side, only the engagement decision is strategic: a
user of type θ engages with content s with probability fθ(s). We denote the user strategy profile by
f = (fθ)θ∈Θ. We now characterize the values induced by these strategies, formulate the optimization
problems faced by value-maximizing users and the algorithm, and introduce the resulting equilibria.

3.1 Algorithm’s strategy and value

For simplicity, we assume that the algorithm only acts on the binary engagement history Ĥ =
(s1, ŷ1 := 1{y1 > 0}, s2, ŷ2 := 1{y2 > 0}, . . . ) rather than the full history H . Suppose the
algorithm has a prior λ = (λθ)θ∈Θ over Θ. The Q-value of the algorithm starting with content s is

QA(λ, s;f , π) := Eθ∼λ

[
EH∼(fθ,π|s)

[ ∑
(st,yt)∈H

γt−1
A yt

]]
.

Here, H ∼ (fθ, π | s) is shorthand for the distribution over the possibly infinite-length history
induced by the user strategy fθ and the algorithm strategy π, starting with s.

Although the algorithm’s policy π may depend on the full history Ĥ , optimal decision-making depends
only on the posterior [λ | Ĥ;f ] over user types. This follows directly from the Bellman updates,
which we prove in Lemma B.1 for completeness. Overloading notation, we define QA(λ, s;f) :=
maxπ QA(λ, s;f , π). The Bellman update then allows us to compute QA(λ, s;f) recursively as

QA(λ, s;f) = Eθ∼λ

[ fθ(s)
αθ(s)

+ γA Eŷ∼Ber(fθ(s))

[
max
s′

QA

([
λ | (s, ŷ);f

]
, s′;f

)]]
. (1)

This plays a pivotal role in our analysis of the best strategies. Once QA is found, the optimal policy is

π∗(Ĥ) ∈ argmax
s

QA
(
[λ | Ĥ;f ], s;f

)
.

3.2 User’s strategy and value

The user’s strategy specifies the engagement probability fθ : S → [0, 1] over content space S. Given
the algorithm’s strategy π and initial content s, the Q-value for a user of type θ is

Qθ(s;f , π) := EH∼(fθ,π|s)

[ ∑
(st,yt)∈H

1{yt > 0} γt−1
H rθ(st)

]
.

Let λ denote the algorithm’s current posterior over user types. Suppose the algorithm uses the strategy
profile f ′ to calculate this posterior, where f ′ is not necessarily the same as f . Overloading the
notation, we obtain the following Bellman update for the user’s Q-value:

Qθ(λ, s;f ,f
′) = fθ(s) rθ(s)

+ γH Eŷ∼Ber(fθ(s))Qθ

([
λ | (s, ŷ);f ′], argmax

s′
QA

([
λ | (s, ŷ);f ′], s′;f ′);f ,f ′

)
.

(2)

When taking the argmax, we can assume any item that maximizes the QA is chosen.

3.3 Equilibrium definition

We consider a multi-leader, single-follower Stackelberg equilibrium. In this setup, users (leaders)
commit to a strategy f , and the algorithm (follower) best responds to f ′ = f . Although the algorithm
does not directly observe f , the assumption of f ′ = f is reasonable given that modern algorithms
have access to vast amounts of data and computational resources to infer user strategies. Additionally,
we assume that no individual user (leader) has an incentive to unilaterally deviate from the equilibrium
strategy. From the users’ perspective, this implies they are in a mixed-strategy Nash equilibrium.

To formalize equilibrium, we consider two session entry scenarios: random entry (RE) and algo-
rithmic entry (AE). Under random entry, the user stumbles upon an initial content s, for example
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by landing on a video platform. Let s be drawn from a distribution p1, and let the prior over user
types λ be common knowledge. At equilibrium, for every θ ∈ Θ, we have

fRE
θ ∈ argmax

fθ

V RE
θ

(
λ; (fθ,f

RE
−θ )

)
:= Es1∼p1

[
Qθ

(
λ, s1; (fθ,f

RE
−θ ), (fθ,f

RE
−θ )

)]
. (3)

In the case of algorithmic entry, the algorithm recommends the first item to the user at the start of
the session. Given that the prior over user types λ is common knowledge, the recommended item is
s1 ∈ argmaxs QA(λ, s;f). Thus, at equilibrium, for every θ ∈ Θ, we have

fAE
θ ∈ argmax

fθ

V AE
θ

(
λ; (fθ,f

AE
−θ )

)
:= Qθ

(
λ, argmax

s
QA

(
λ, s; (fθ,f

AE
−θ )

)
; (fθ,f

AE
−θ ), (fθ,f

AE
−θ )

)
. (4)

The study of these general notions of equilibrium can be intractable. Therefore, we next define a
special case of interest that enables us to characterize equilibria and analyze their properties.

3.4 Special case: Inconsistent actions and rewards

For a user of type θ, steering the algorithm via system 2’s engagement decisions is challenging when
system 1’s engagement length (or, equivalently, the algorithm’s utility) is misaligned with the user’s
reward. This challenge is amplified when users with complementary interests shape the algorithm’s
default behavior, making it harder for type θ to distinguish herself. We formalize this case below.

Suppose there are two possible (types of) items: S = {a, b}. Item a is more tempting for everyone,
so 1/αθ(a) > 1/αθ(b) for every θ ∈ Θ. For some types of users, Θ1 ⊆ Θ, item b is more rewarding,
i.e., rθ(b) > rθ(a), however, the remaining types Θ2 = Θ \ Θ1 have interests aligned with the
algorithm, i.e., rθ(a) > rθ(b). We refer to users with type θ ∈ Θ1 as type 1 users and those with
type θ ∈ Θ2 as type 2 users. For easy reference, we summarize this special case in Table 1. Note that
type a and b contents can have different interpretations, such as being popular versus niche items [5].

Table 1: Special case of interest where type 1 users have inconsistent actions and rewards

User type Engagement length Reward

θ ∈ Θ1 1
αθ(a)

> 1
αθ(b)

rθ(a) < rθ(b)
θ ∈ Θ2 rθ(a) > rθ(b)

When type 1 users engage with content a, the algorithm receives utility 1/αθ(a)—higher than from
content b. If system 2 always engages, the algorithm has no incentive to recommend b. To steer the
algorithm away from a, system 2 must reduce its engagement probability such that fθ(a) <

αθ(a)
αθ(b)

.
Refusing to engage (1) signals the user’s type, (2) discourages recommendation of tempting content,
but (3) incurs a cost of (1 − fθ(a)) rθ(a) when a is shown. This trade-off complicates the user’s
strategy. In the next section, we will analyze the resulting best strategies of this special case, but
before that, to further contextualize our model and this special case, consider two examples:
Example 1. A user opens a music recommender system while working, with the intent of listening to
calm music. If the user (system 2) chooses to engage with the platform, they select a starting music s,
after which the platform autoplays subsequent items. The number of musics autoplayed after s until
the user disengages and selects another entry music s′ defines the length of engagement y, determined
by system 1. The platform benefits from longer engagement, e.g., through ad revenue, whereas the
user benefits from listening to calm music while working. However, suppose the user is also a fan of
singer X, whose music is engaging but distracting. This user is then a type 1 user, and the platform
must choose between recommending calm music (type b) or X’s music (type a) during the working
session. Note that during the working session, the user’s intent remains fixed. Yet, on a later occasion,
say, when relaxing, the same user’s intent may shift toward listening to X’s music for an extended
period, effectively becoming a type 2 user.
Example 2. A chatbot that charges per API call may operate in several “modes.” In an educational
mode, longer conversations are valuable for a student, aligning incentives between user and platform
(type 2). In contrast, for an engineer seeking a quick answer, shorter sessions are preferable (type 1).
Similarly, a therapy chatbot operating in an affirmative mode may sustain longer conversations
by offering emotionally validating responses, even if doing so delays meaningful progress. Here,
deciding whether to engage with a psychologist chatbot in a mode is a system 2 decision, while the
duration of the conversation is governed by system 1, and what should be the default mode every
time while the user is going through weeks of therapy is the algorithm’s choice.
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4 Characterizing equilibria: Algorithm’s best response

In this section, we characterize the algorithm’s optimal strategy for the special case outlined in
Sec. 3.4. Specifically, we show that, under reasonable assumptions, the algorithm’s Q-value is
piecewise linear in the prior λ over user types and that the algorithm’s strategy behaves as a linear
classifier acting on λ. Building on this, in the next section, we will characterize the users’ optimal
strategies for maximizing their value at equilibrium under both random and algorithmic entries.

To solve the algorithm’s Q-value from the Bellman update in Eq. (1), we first restrict f under the
following reasonable assumptions to avoid pathological cases.

Assumption 1. Let s∗θ ∈ argmaxs rθ(s) be the highest rewarding content for user type θ. We assume
that every user of type θ always engages with s∗θ , i.e., fθ(s∗θ) = 1 ,∀θ ∈ Θ, and no user chooses
occasional engagement with s, i.e., fθ(s) < 1, if that does not discourage the algorithm about s, so

fθ(s) ∈
[
0,

αθ(s)

αθ(s∗θ)

)
∪ {1} , ∀θ ∈ Θ,∀s ∈ S .

In our special case of interest, this assumption implies

fθ(a) ∈
[
0,

αθ(a)

αθ(b)

)
∪ {1} , fθ(b) = 1 , ∀θ ∈ Θ1 , (5)

fθ(a) = 1 , ∀θ ∈ Θ2 . (6)

Given this restricted user strategy profile, we now present the algorithm’s best response:

Theorem 4.1 (Algorithm’s best response). Given that the algorithm has a posterior λ over Θ, it will
best respond by recommending item a if and only if

∑
θ∈Θ hθλθ ≥ 0, where

hθ =
1− γA

(1− γAfθ(a)) (1− γAfθ(b))

[ fθ(a)
αθ(a)

− fθ(b)

αθ(b)

]
. (7)

See proof on page 22. This theorem shows that the algorithm best responds by using a linear
classifier h = (hθ)θ∈Θ, which acts on the posterior λ. Interestingly, hθ depends only on the strategy
of user type θ, i.e., fθ, with no interaction between users appearing in h. This simplifies our
characterization of the equilibrium, as we will discuss next.

5 Characterizing equilibria: User’s best response

Given the algorithm’s best response, we now analyze the user’s best response, which defines the
Stackelberg equilibrium of our game. We demonstrate that the user’s strategy often takes a simple
form that allows us to identify all equilibria. We then examine the user’s regret under equilibrium over
a finite horizon. This regret is measured using an undiscounted sum of realized rewards, reflecting
how much reward the user forfeits due to being myopic (i.e., having γH < 1). We show that a user
incurs a constant regret only if they are sufficiently foresighted, meaning γH exceeds a threshold
specific to their type.

Starting from Theorem 4.1, we observe that the algorithm uses a linear classifier to make its decisions.
Here, a user of type θ contributes to the classifier’s margin by an amount of hθλθ. Therefore, this
user can influence the classifier to recommend item a (or item b) by choosing a larger (or smaller)
value of hθ. For instance, a type 1 user has hθ ∝ fθ(a) − αθ(a)/αθ(b). This user can push the
classifier’s value toward a negative value, favoring item b, by refusing to engage, i.e., setting fθ(a)
below αθ(a)/αθ(b).

A type θ user’s ability to steer the algorithm toward her preferred item depends on the strategies of
other users—specifically, on the classifier margin from the perspective of type θ:

mθ :=
∑

θ′∈Θ\{θ}

hθ′λθ′ . (8)

Intuitively, a larger margin implies that a type 1 user will have greater difficulty steering the algorithm.
We now formalize this intuition by fully characterizing the equilibria under algorithmic entry:
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Theorem 5.1 (Equilibrium under algorithmic entry). Let mAE
θ be the margin of the algorithm’s

classifier from the perspective of user type θ when all other user types follow the equilibrium strategy
under algorithmic entry. Define the steerable sets for type 1 and 2 users as follows:

θ ∈ Θ1 : Fθ :=
{
x ∈

[
0,

αθ(a)

αθ(b)

)
| λθ

αθ(b)
−mAE

θ − x
( λθ

αθ(a)
− γA mAE

θ

)
≥ 0

}
θ ∈ Θ2 : Fθ :=

{
x ∈ [0, 1] | λθ

αθ(a)
+mAE

θ − x
( λθ

αθ(b)
+ γA mAE

θ

)
≥ 0

}
.

Let s∗θ and (−s∗θ) be the high and low reward contents for type θ. The user’s strategy at equilibrium is

fAE
θ (s∗θ) = 1 , fAE

θ (−s∗θ) =


any value in Fθ , Fθ ̸= ∅ ,
0 , Fθ = ∅ , γH >

rθ(−s∗θ)
rθ(s∗θ)

,

1 , Fθ = ∅ , γH <
rθ(−s∗θ)
rθ(s∗θ)

,

any value in [0, 1] , Fθ = ∅ , γH =
rθ(−s∗θ)
rθ(s∗θ)

.

See proof on page 24. This theorem shows that for each user type θ, there exists a steerable set Fθ,
defined by a linear constraint on the user’s strategy. If nonempty, any strategy in Fθ results in an
equilibrium. Notably, a larger margin mAE

θ shrinks Fθ for type 1 users and expands it for type 2.

The definition of Fθ also highlights the role of γA, which captures the algorithm’s foresight. Notably,
γA appears only in the product γA mAE

θ , so its effect depends on both the sign and magnitude of the
margin. For instance, when mAE

θ > 0, increasing γA expands the steerable set for type 1 users: as
the algorithm becomes more foresighted, even slight disengagement from type 1 users can effectively
influence its behavior. Moreover, the steerable set for type 1 users has the following structure:

Corollary 5.2. The steerable set for user type θ ∈ Θ1 is nonempty if and only if λθ ≥ αθ(b)m
AE
θ .

Moreover, when nonempty, Fθ = [0, c) for some c.

See proof on page 25. As an immediate result of this corollary, we have the following observation:

Corollary 5.3. For a user of type θ ∈ Θ1, in any equilibrium under algorithmic entry where
mAE

θ > λθ/αθ(b) and γH ̸= rθ(a)/rθ(b), the user’s strategy is

fAE
θ (b) = 1 , fAE

θ (a) = 1

{
γH <

rθ(a)

rθ(b)

}
.

This observation extends beyond algorithmic entry: in Theorem B.2, deferred to the appendix for
conciseness, we show that the same user strategy also holds at equilibrium under random entry.

When the steerable set is empty, these results imply that—regardless of whether entry is algorithmic or
random—a strategic user will disengage from undesired content only if she is sufficiently foresighted.
Let τH := 1/(1− γH) be the user’s effective horizon. Type 1 users disengage only if

τH :=
1

1− γH
>

rθ(b)

rθ(b)− rθ(a)
. (9)

If the effective horizon is short, the user will fully engage with the tempting content, aligning with
the algorithm’s interest. This can lead to significant regret for the user, as we shall discuss next.

Regret under equilibrium strategies. While we used γH-discounted rewards to model the user’s
limited foresight, comparing strategies requires an undiscounted sum of rewards. Let V T

θ (λ;f)
denote the expected total reward over T steps for a user of type θ, given a strategy profile f , a type
distribution λ, and an algorithm that best responds:

V T
θ (f) := EHT∼(fθ,π∗)

[ ∑
(st,yt)∈HT

1{yt > 0} rθ(st)
]
.

Here, HT ∼ (fθ, π
∗) denotes the distribution of histories of length T when the user leads by the

strategy fθ and the algorithm best responds. Note that the first item in the history may be either
randomly chosen or optimally selected by the algorithm. We dropped λ from the notation for brevity.
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Let fxE,γH→1 be the best user strategy profile under x-entry (either random or algorithmic)
when γH → 1. We define the regret of user type θ after T steps as

RegretTθ (f
xE) := V T

θ (fxE,γH→1)− V T
θ (fxE) .

We can see that a user incurs constant regret—spending only a fixed number of time steps aligning
the algorithm with her preferred content—if and only if her effective horizon is sufficiently large:
Corollary 5.4. A user of type θ ∈ Θ1 has constant regret in equilibrium if and only if Eq. (9) holds.

See proof on page 25.

6 Costly signaling reduces the burden of alignment

In this section, we show that if the platform enables costly signaling—such as allowing the user to
click a small button to show disinterest—then system 2 can incur this additional cost to better signal
its type. The possibility of incurring a cost effectively separates type communication from content
consumption and can ease the user’s engagement decisions.

We begin by formalizing costly signaling and redefining the user’s strategy and equilibrium. As
before, we first derive the algorithm’s best response, then characterize the user’s. Finally, we quantify
how much introducing costly signaling can alleviate the user’s burden to achieve constant regret.

6.1 Strategies, values, and equilibrium

We assume that the user’s system 2 can choose to incur a fixed cost c, and this effort is observable
by the algorithm. A user of type θ adopts a strategy that, when presented with item s, involves both
the probability of engagement, denoted by fθ(s), and the probability of incurring the cost, denoted
by uθ(s). We denote the strategy profile of the users by (f ,u), where u := (uθ)θ∈Θ.

The algorithm observes a history of both engagements and costs: Ĥ = (s1, ŷ1, û1, s2, ŷ2, û2, · · · ),
where û is a binary indicator of whether the cost was incurred. As before, the algorithm maintains a
posterior distribution over user types given Ĥ to best respond, which yields the Bellman update

QA(λ, s;f ,u) = Eθ∼λ

[ fθ(s)
αθ(s)

+ γA E ŷ∼Ber(fθ(s))
û∼Ber(uθ(s))

[
max
s′

QA

([
λ | (s, ŷ, û);f ,u

]
, s′;f ,u

)]]
. (10)

Let λ denote the current algorithm’s posterior over user types. Suppose the algorithm uses the strategy
profile (f ′,u′) to calculate this posterior, where f ′ and u′ are not necessarily the same as f and u.
We have the following Bellman update for the user type θ’s Q-value:
Qθ(λ, s; f ,u,f

′,u′) = fθ(s) rθ(s)− uθ(s) c (11)

+ γH E ŷ∼Ber(fθ(s))
û∼Ber(uθ(s))

Qθ

([
λ | (s, ŷ, û);f ′,u′], argmax

s′
QA

([
λ | (s, ŷ, û);f ′,u′], s′;f ′,u′); f ,u,f ′,u′

)
.

We study a multi-leader, single-follower Stackelberg equilibrium where users (leaders) commit to
a strategy (f ,u), and the algorithm (follower) best responds to (f ′ = f ,u′ = u). For brevity, we
omit (f ′,u′) from Qθ notation and focus on the case of algorithmic entry. At equilibrium, we have

(fAE
θ , uAE

θ ) ∈ argmax
fθ,uθ

Qθ

(
λ, argmax

s
QA

(
λ, s; (fθ,f

AE
−θ ), (uθ,u

AE
−θ )

)
; (fθ,f

AE
−θ ), (uθ,u

AE
−θ )

)
. (12)

We next characterize equilibria of this form and show they impose a lower burden on the user.

6.2 Characterizing equilibria: Algorithm’s best response

We characterize the algorithm’s optimal strategy, focusing on the special case outlined in Sec. 3.4.
We show that, similar to the case without signaling, the algorithm’s Q-value is piecewise linear in
the prior λ over user types, and the algorithm’s strategy functions as a linear classifier operating
on λ. To solve the Bellman update in Eq. (10), we impose an additional restriction on (f ,u) beyond
Assumption 1 to rule out pathological cases:
Assumption 2. Let s∗θ ∈ argmaxs rθ(s) be the highest rewarding content for user type θ. We assume
that no user of type θ pays a cost when recommended with s∗θ , i.e., uθ(s

∗
θ) = 0 ,∀θ ∈ Θ, and no user

pays a cost for content s if that does not discourages the algorithm from recommending s:

uθ(s) > 0 =⇒ fθ(s) ∈
[
0,

αθ(s)

αθ(s∗θ)

)
, ∀θ ∈ Θ,∀s ∈ S .
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Given these restrictions over the user strategy profile, we now present the algorithm’s best response:

Theorem 6.1 (Algorithm’s best response with signaling). Given that the algorithm has a posterior λ
over Θ, it will best respond by recommending item a if and only if

∑
θ∈Θ hθλθ ≥ 0, where

hθ =
1− γA(

1− γAfθ(a)(1− uθ(a))
) (

1− γAfθ(b)(1− uθ(b))
)[ fθ(a)

αθ(a)
− fθ(b)

αθ(b)

]
. (13)

See proof on page 25. We next discuss the characterization of the equilibrium with signaling.

6.3 Characterizing equilibria: User’s best response

Given the algorithm’s best response, we now analyze the user’s best, we now formally characterize
the equilibria under algorithmic entry when users can incur an observable cost c:

Theorem 6.2 (Equilibrium under algorithmic entry with signaling). Let mAE
θ be the margin of the

algorithm’s classifier from the perspective of user type θ when other user types follow the equilibrium
strategy under algorithmic entry with signaling. Define the steerable sets for type 1 and 2 users as

θ ∈ Θ1 : Fθ :=
{
(x, y) ∈

[
0,

αθ(a)

αθ(b)

)
× [0, 1] | λθ

αθ(b)
−mAE

θ − x
( λθ

αθ(a)
− γA (1− y)mAE

θ

)
≥ 0

}
θ ∈ Θ2 : Fθ :=

{
(x, y) ∈ [0, 1]2 | λθ

αθ(a)
+mAE

θ − x
( λθ

αθ(b)
+ γA (1− y)mAE

θ

)
≥ 0

}
.

Let s∗θ and (−s∗θ) be the high and low reward contents for type θ. Define the critical γH value for
type θ as

γc
H :=

c+ rθ(−s∗θ)
(
1− αθ(−s∗θ)

αθ(s∗θ)

)
c+ rθ(s∗θ)− rθ(−s∗θ)

αθ(−s∗θ)

αθ(s∗θ)

.

Assume γH ̸= γc
H and c <

αθ(−s∗θ)
αθ(s∗θ)

rθ(−s∗θ). The user’s strategy at equilibrium is

(fAE
θ (s∗θ), u

AE
θ (s∗θ)) = (1, 0) ,

(fAE
θ (−s∗θ), u

AE
θ (−s∗θ)) =


any value in Fθ , Fθ ̸= ∅ ,
(
αθ(−s∗θ)
αθ(s∗θ)

, 1) , Fθ = ∅ , γH > γc
H ,

(1, 0) , Fθ = ∅ , γH < γc
H .

See proof on page 27. When signaling via incurred costs is allowed, the steerable set is defined by
bilinear constraints over the user strategy. Several key insights follow. First, compared to Theorem 5.1,
the projection of the steerable set onto the fθ dimension is at least as large with costly signaling as
without. Second, for both user types, incurring a cost can expand the steerable set when the margin
works against them. Specifically, for type 1 (type 2) users with mAE

θ > 0 (mAE
θ < 0), if (x, y) ∈ Fθ,

then so is any (x, y′) with y′ ≥ y. Finally, as in the no-signaling case, the steerable set for type 1
users is nonempty if and only if λθ ≥ αθ(b),m

AE
θ . The proof parallels the argument in Corollary 5.2.

When the steerable set is empty and the signaling cost is sufficiently small, Theorem 6.2 contrasts
sharply with Theorem 5.1. In this case, sufficiently foresighted users optimally choose to incur
the cost and partially engage with undesired content. This allows them to decouple type signaling
from reward consumption: they fully communicate their type by paying the cost, while limiting
engagement. Formally, for type 1 users, we state the following result under an empty steerable set:

Corollary 6.3. For a user of type θ ∈ Θ1, in any equilibrium under algorithmic entry with costly
signaling where mAE

θ > λθ/αθ(b) and the signaling cost is sufficiently small, the user’s strategy is

fAE
θ (b) = 1 , uAE

θ (b) = 0 ,

fAE
θ (a) → 1{γH < γc

H} · αθ(a)

αθ(b)
, uAE

θ (a) = 1 .

As an immediate result, one can verify that, similar to the case without signaling, the user must still
be sufficiently foresighted to achieve constant regret in every case:

9



Corollary 6.4. Assuming the cost of signaling is sufficiently small, a user of type θ ∈ Θ1 will always
have constant regret in equilibrium under algorithmic entry with signaling if and only if

τH >
1

1− γc
H

=
rθ(b)−

(
rθ(a)

αθ(a)
αθ(b)

− c
)

rθ(b)− rθ(a)
.

Compared to Corollary 5.4, a key insight emerges: costly signaling lowers the burden of alignment.
Specifically, the required effective horizon for a type 1 user is relatively reduced by

rθ(a)

rθ(b)

αθ(a)

αθ(b)
− c

rθ(b)
.

In conclusion, the opportunity to signal by incurring a cost can both expand the steerable set for users
and reduce the alignment burden, requiring optimization over a shorter horizon.

7 Discussion

We presented a formal framework to examine the burden of alignment in settings where users have
inconsistent preferences. Given the vast array of design choices in such contexts, mathematical
modeling is essential to understand the trade-offs and inform practice about the limitations of
alignment and potential solutions [19, 23].

Our analysis assumes the platform seeks to maximize engagement or utility—a reasonable goal for
self-interested platforms that benefit from user interaction. However, one way to reduce the burden of
alignment is to reconsider this objective, if modifiable. Alternatives include optimizing for long-term
returns [8], user enrichment [9], or societal objectives [24]. These approaches often require inferring
user mental states that are not directly observable, but must be inferred from behavioral data [25].

While our study focuses on misalignment between user and algorithmic interests, it is important to
note that engagement maximization may still produce unintended outcomes even without explicit
misalignment. For example, differences in user feedback rates across content types can inadvertently
lead the algorithm to favor certain types of content [26].

Our work has several limitations. We simplify the learning process by assuming that users are aware
of their rewards and that the algorithm has full knowledge of strategies. Additionally, we focus on
a two-sided interaction between the platform and users, while real-world scenarios often include a
third side—content creators—who may strategically invest in different content types [27].

In summary, our work highlights a critical challenge in alignment from the user’s perspective. By
providing an economic framework, we contribute to a deeper understanding of the limitations of
alignment and the importance of modeling human decision-making. This framework can also inform
human–computer interaction design [28, 29] on how to better accommodate diverse user preferences
and behavior.
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NeurIPS Paper Checklist

1. Claims
Question: Do the main claims made in the abstract and introduction accurately reflect the
paper’s contributions and scope?
Answer: [Yes]
Justification: The abstract and the introduction exactly reflect the claims made throughout
the paper.
Guidelines:

• The answer NA means that the abstract and introduction do not include the claims
made in the paper.

• The abstract and/or introduction should clearly state the claims made, including the
contributions made in the paper and important assumptions and limitations. A No or
NA answer to this question will not be perceived well by the reviewers.

• The claims made should match theoretical and experimental results, and reflect how
much the results can be expected to generalize to other settings.

• It is fine to include aspirational goals as motivation as long as it is clear that these goals
are not attained by the paper.

2. Limitations
Question: Does the paper discuss the limitations of the work performed by the authors?
Answer: [Yes]
Justification: During explaining our setting, reviewing related work, and the final discussion,
we explicitly discuss the limitations of our work.
Guidelines:

• The answer NA means that the paper has no limitation while the answer No means that
the paper has limitations, but those are not discussed in the paper.

• The authors are encouraged to create a separate "Limitations" section in their paper.
• The paper should point out any strong assumptions and how robust the results are to

violations of these assumptions (e.g., independence assumptions, noiseless settings,
model well-specification, asymptotic approximations only holding locally). The authors
should reflect on how these assumptions might be violated in practice and what the
implications would be.

• The authors should reflect on the scope of the claims made, e.g., if the approach was
only tested on a few datasets or with a few runs. In general, empirical results often
depend on implicit assumptions, which should be articulated.

• The authors should reflect on the factors that influence the performance of the approach.
For example, a facial recognition algorithm may perform poorly when image resolution
is low or images are taken in low lighting. Or a speech-to-text system might not be
used reliably to provide closed captions for online lectures because it fails to handle
technical jargon.

• The authors should discuss the computational efficiency of the proposed algorithms
and how they scale with dataset size.

• If applicable, the authors should discuss possible limitations of their approach to
address problems of privacy and fairness.

• While the authors might fear that complete honesty about limitations might be used by
reviewers as grounds for rejection, a worse outcome might be that reviewers discover
limitations that aren’t acknowledged in the paper. The authors should use their best
judgment and recognize that individual actions in favor of transparency play an impor-
tant role in developing norms that preserve the integrity of the community. Reviewers
will be specifically instructed to not penalize honesty concerning limitations.

3. Theory assumptions and proofs
Question: For each theoretical result, does the paper provide the full set of assumptions and
a complete (and correct) proof?
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Answer: [Yes]

Justification: We present the assumptions very clearly before every theory. All the theorems
are linked to their proof in the appendix.

Guidelines:

• The answer NA means that the paper does not include theoretical results.
• All the theorems, formulas, and proofs in the paper should be numbered and cross-

referenced.
• All assumptions should be clearly stated or referenced in the statement of any theorems.
• The proofs can either appear in the main paper or the supplemental material, but if

they appear in the supplemental material, the authors are encouraged to provide a short
proof sketch to provide intuition.

• Inversely, any informal proof provided in the core of the paper should be complemented
by formal proofs provided in appendix or supplemental material.

• Theorems and Lemmas that the proof relies upon should be properly referenced.

4. Experimental result reproducibility
Question: Does the paper fully disclose all the information needed to reproduce the main ex-
perimental results of the paper to the extent that it affects the main claims and/or conclusions
of the paper (regardless of whether the code and data are provided or not)?

Answer: [NA]

Justification: This is a theory paper.

Guidelines:

• The answer NA means that the paper does not include experiments.
• If the paper includes experiments, a No answer to this question will not be perceived

well by the reviewers: Making the paper reproducible is important, regardless of
whether the code and data are provided or not.

• If the contribution is a dataset and/or model, the authors should describe the steps taken
to make their results reproducible or verifiable.

• Depending on the contribution, reproducibility can be accomplished in various ways.
For example, if the contribution is a novel architecture, describing the architecture fully
might suffice, or if the contribution is a specific model and empirical evaluation, it may
be necessary to either make it possible for others to replicate the model with the same
dataset, or provide access to the model. In general. releasing code and data is often
one good way to accomplish this, but reproducibility can also be provided via detailed
instructions for how to replicate the results, access to a hosted model (e.g., in the case
of a large language model), releasing of a model checkpoint, or other means that are
appropriate to the research performed.

• While NeurIPS does not require releasing code, the conference does require all submis-
sions to provide some reasonable avenue for reproducibility, which may depend on the
nature of the contribution. For example
(a) If the contribution is primarily a new algorithm, the paper should make it clear how

to reproduce that algorithm.
(b) If the contribution is primarily a new model architecture, the paper should describe

the architecture clearly and fully.
(c) If the contribution is a new model (e.g., a large language model), then there should

either be a way to access this model for reproducing the results or a way to reproduce
the model (e.g., with an open-source dataset or instructions for how to construct
the dataset).

(d) We recognize that reproducibility may be tricky in some cases, in which case
authors are welcome to describe the particular way they provide for reproducibility.
In the case of closed-source models, it may be that access to the model is limited in
some way (e.g., to registered users), but it should be possible for other researchers
to have some path to reproducing or verifying the results.

5. Open access to data and code
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Question: Does the paper provide open access to the data and code, with sufficient instruc-
tions to faithfully reproduce the main experimental results, as described in supplemental
material?
Answer: [NA]
Justification: This is a theory paper.
Guidelines:

• The answer NA means that paper does not include experiments requiring code.
• Please see the NeurIPS code and data submission guidelines (https://nips.cc/
public/guides/CodeSubmissionPolicy) for more details.

• While we encourage the release of code and data, we understand that this might not be
possible, so “No” is an acceptable answer. Papers cannot be rejected simply for not
including code, unless this is central to the contribution (e.g., for a new open-source
benchmark).

• The instructions should contain the exact command and environment needed to run to
reproduce the results. See the NeurIPS code and data submission guidelines (https:
//nips.cc/public/guides/CodeSubmissionPolicy) for more details.

• The authors should provide instructions on data access and preparation, including how
to access the raw data, preprocessed data, intermediate data, and generated data, etc.

• The authors should provide scripts to reproduce all experimental results for the new
proposed method and baselines. If only a subset of experiments are reproducible, they
should state which ones are omitted from the script and why.

• At submission time, to preserve anonymity, the authors should release anonymized
versions (if applicable).

• Providing as much information as possible in supplemental material (appended to the
paper) is recommended, but including URLs to data and code is permitted.

6. Experimental setting/details
Question: Does the paper specify all the training and test details (e.g., data splits, hyper-
parameters, how they were chosen, type of optimizer, etc.) necessary to understand the
results?
Answer: [NA]
Justification: This is a theory paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The experimental setting should be presented in the core of the paper to a level of detail

that is necessary to appreciate the results and make sense of them.
• The full details can be provided either with the code, in appendix, or as supplemental

material.
7. Experiment statistical significance

Question: Does the paper report error bars suitably and correctly defined or other appropriate
information about the statistical significance of the experiments?
Answer: [NA]
Justification: This is a theory paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The authors should answer "Yes" if the results are accompanied by error bars, confi-

dence intervals, or statistical significance tests, at least for the experiments that support
the main claims of the paper.

• The factors of variability that the error bars are capturing should be clearly stated (for
example, train/test split, initialization, random drawing of some parameter, or overall
run with given experimental conditions).

• The method for calculating the error bars should be explained (closed form formula,
call to a library function, bootstrap, etc.)
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• The assumptions made should be given (e.g., Normally distributed errors).
• It should be clear whether the error bar is the standard deviation or the standard error

of the mean.
• It is OK to report 1-sigma error bars, but one should state it. The authors should

preferably report a 2-sigma error bar than state that they have a 96% CI, if the hypothesis
of Normality of errors is not verified.

• For asymmetric distributions, the authors should be careful not to show in tables or
figures symmetric error bars that would yield results that are out of range (e.g. negative
error rates).

• If error bars are reported in tables or plots, The authors should explain in the text how
they were calculated and reference the corresponding figures or tables in the text.

8. Experiments compute resources
Question: For each experiment, does the paper provide sufficient information on the com-
puter resources (type of compute workers, memory, time of execution) needed to reproduce
the experiments?
Answer: [NA]
Justification: This is a theory paper.
Guidelines:

• The answer NA means that the paper does not include experiments.
• The paper should indicate the type of compute workers CPU or GPU, internal cluster,

or cloud provider, including relevant memory and storage.
• The paper should provide the amount of compute required for each of the individual

experimental runs as well as estimate the total compute.
• The paper should disclose whether the full research project required more compute

than the experiments reported in the paper (e.g., preliminary or failed experiments that
didn’t make it into the paper).

9. Code of ethics
Question: Does the research conducted in the paper conform, in every respect, with the
NeurIPS Code of Ethics https://neurips.cc/public/EthicsGuidelines?
Answer: [Yes]
Justification: Yes, all the authors have read the code of ethics and acted accordingly.
Guidelines:

• The answer NA means that the authors have not reviewed the NeurIPS Code of Ethics.
• If the authors answer No, they should explain the special circumstances that require a

deviation from the Code of Ethics.
• The authors should make sure to preserve anonymity (e.g., if there is a special consid-

eration due to laws or regulations in their jurisdiction).
10. Broader impacts

Question: Does the paper discuss both potential positive societal impacts and negative
societal impacts of the work performed?
Answer: [Yes]
Justification: Yes, we have extensively discussed the broader impact of our work in the
introduction and in reviewing related work.
Guidelines:

• The answer NA means that there is no societal impact of the work performed.
• If the authors answer NA or No, they should explain why their work has no societal

impact or why the paper does not address societal impact.
• Examples of negative societal impacts include potential malicious or unintended uses

(e.g., disinformation, generating fake profiles, surveillance), fairness considerations
(e.g., deployment of technologies that could make decisions that unfairly impact specific
groups), privacy considerations, and security considerations.
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• The conference expects that many papers will be foundational research and not tied
to particular applications, let alone deployments. However, if there is a direct path to
any negative applications, the authors should point it out. For example, it is legitimate
to point out that an improvement in the quality of generative models could be used to
generate deepfakes for disinformation. On the other hand, it is not needed to point out
that a generic algorithm for optimizing neural networks could enable people to train
models that generate Deepfakes faster.

• The authors should consider possible harms that could arise when the technology is
being used as intended and functioning correctly, harms that could arise when the
technology is being used as intended but gives incorrect results, and harms following
from (intentional or unintentional) misuse of the technology.

• If there are negative societal impacts, the authors could also discuss possible mitigation
strategies (e.g., gated release of models, providing defenses in addition to attacks,
mechanisms for monitoring misuse, mechanisms to monitor how a system learns from
feedback over time, improving the efficiency and accessibility of ML).

11. Safeguards
Question: Does the paper describe safeguards that have been put in place for responsible
release of data or models that have a high risk for misuse (e.g., pretrained language models,
image generators, or scraped datasets)?

Answer: [NA]

Justification: This is a theory paper.

Guidelines:

• The answer NA means that the paper poses no such risks.
• Released models that have a high risk for misuse or dual-use should be released with

necessary safeguards to allow for controlled use of the model, for example by requiring
that users adhere to usage guidelines or restrictions to access the model or implementing
safety filters.

• Datasets that have been scraped from the Internet could pose safety risks. The authors
should describe how they avoided releasing unsafe images.

• We recognize that providing effective safeguards is challenging, and many papers do
not require this, but we encourage authors to take this into account and make a best
faith effort.

12. Licenses for existing assets
Question: Are the creators or original owners of assets (e.g., code, data, models), used in
the paper, properly credited and are the license and terms of use explicitly mentioned and
properly respected?

Answer: [NA]

Justification: This is a theory paper.

Guidelines:

• The answer NA means that the paper does not use existing assets.
• The authors should cite the original paper that produced the code package or dataset.
• The authors should state which version of the asset is used and, if possible, include a

URL.
• The name of the license (e.g., CC-BY 4.0) should be included for each asset.
• For scraped data from a particular source (e.g., website), the copyright and terms of

service of that source should be provided.
• If assets are released, the license, copyright information, and terms of use in the

package should be provided. For popular datasets, paperswithcode.com/datasets
has curated licenses for some datasets. Their licensing guide can help determine the
license of a dataset.

• For existing datasets that are re-packaged, both the original license and the license of
the derived asset (if it has changed) should be provided.
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• If this information is not available online, the authors are encouraged to reach out to
the asset’s creators.

13. New assets
Question: Are new assets introduced in the paper well documented and is the documentation
provided alongside the assets?
Answer: [NA]
Justification: This is a theory paper.
Guidelines:

• The answer NA means that the paper does not release new assets.
• Researchers should communicate the details of the dataset/code/model as part of their

submissions via structured templates. This includes details about training, license,
limitations, etc.

• The paper should discuss whether and how consent was obtained from people whose
asset is used.

• At submission time, remember to anonymize your assets (if applicable). You can either
create an anonymized URL or include an anonymized zip file.

14. Crowdsourcing and research with human subjects
Question: For crowdsourcing experiments and research with human subjects, does the paper
include the full text of instructions given to participants and screenshots, if applicable, as
well as details about compensation (if any)?
Answer: [NA]
Justification: This is a theory paper.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Including this information in the supplemental material is fine, but if the main contribu-
tion of the paper involves human subjects, then as much detail as possible should be
included in the main paper.

• According to the NeurIPS Code of Ethics, workers involved in data collection, curation,
or other labor should be paid at least the minimum wage in the country of the data
collector.

15. Institutional review board (IRB) approvals or equivalent for research with human
subjects
Question: Does the paper describe potential risks incurred by study participants, whether
such risks were disclosed to the subjects, and whether Institutional Review Board (IRB)
approvals (or an equivalent approval/review based on the requirements of your country or
institution) were obtained?
Answer: [NA]
Justification: This is a theory paper.
Guidelines:

• The answer NA means that the paper does not involve crowdsourcing nor research with
human subjects.

• Depending on the country in which research is conducted, IRB approval (or equivalent)
may be required for any human subjects research. If you obtained IRB approval, you
should clearly state this in the paper.

• We recognize that the procedures for this may vary significantly between institutions
and locations, and we expect authors to adhere to the NeurIPS Code of Ethics and the
guidelines for their institution.

• For initial submissions, do not include any information that would break anonymity (if
applicable), such as the institution conducting the review.

16. Declaration of LLM usage
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Question: Does the paper describe the usage of LLMs if it is an important, original, or
non-standard component of the core methods in this research? Note that if the LLM is used
only for writing, editing, or formatting purposes and does not impact the core methodology,
scientific rigorousness, or originality of the research, declaration is not required.
Answer: [No]
Justification: We only used LLMs for writing and editing.
Guidelines:

• The answer NA means that the core method development in this research does not
involve LLMs as any important, original, or non-standard components.

• Please refer to our LLM policy (https://neurips.cc/Conferences/2025/LLM)
for what should or should not be described.
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A Extensive review of related work

The alignment problem has been studied as a game between users and platforms/algorithms across
computer science, social science, and economics. In this section, we provide an overview of the work
most relevant to our study.

Much of the literature models user–algorithm interactions as Stackelberg games in various forms.
In one common variation, the algorithm leads by choosing a recommendation policy while users
myopically best respond by selecting the highest-rewarding option. In this setup, engagement
maximization may yield highly suboptimal outcomes for users [5], and when the algorithm employs
an online learning procedure, its sample complexity for regret minimization can be exponential [30].

A setting closer to ours features Stackelberg games where the leader (typically a platform) commits
to an extensive strategy over multiple interactions, and the follower (typically a user) best responds.
Because recommendations occur over several steps, users account for how their response to each item
affects future interactions. Haupt et al. [20] call these users strategic users—in contrast to myopic
users who optimize locally. Similar to our work, they show that users (in particular, minorities) tend
to engage in behaviors that accentuate differences relative to users with other preference profiles.
Both Haupt et al. [20] and Cen et al. [21] provide empirical evidence from lab and online experiments
supporting such strategization. Similarly, Cen et al. [22] analyze a two-player game focusing on how
these behaviors help or hurt the platform in the short and long term, while Hébert and Zhong [31]
demonstrate that when the principal maximizes engagement, the agent may, in the worst case, fail to
extract any useful information or utility from her interactions.

Our work diverges from these studies in two important ways. First, we treat users as the leaders in
the Stackelberg game. We assume that users—particularly system 2—can commit to an engagement
strategy, and the platform or algorithm observes this commitment (for example, via repeated inter-
actions and prior data). Consequently, we focus on what it takes for users, as leaders, to maximize
their reward when engaging with the algorithm. Second, our analysis generalizes to a multi-leader
single-follower game, and we study how the presence of other users affects each individual’s strategy
in a manner similar to Nash equilibrium.

Strategic classification [13, 14] offers another related perspective. In that setting, the platform
typically publishes a classifier and users strategically respond—often incurring a cost of change—to
optimize their outcomes. In contrast, our framework features users who first commit to an engagement
strategy. Moreover, while strategic classification typically unfolds at a single time point, we model
extensive-form games in which the follower’s strategy depends on the history of interactions. At a
high level, both settings found the relative capabilities of the parties—in our case, on how foresighted
the users—determine who is following and who is leading [17].

We work in a full-information setting, which means (1) users know their rewards but cannot access
appropriate content without the algorithm’s help, and (2) the platform observes users’ strategy
profiles—a natural assumption given the scale of user data. In other contexts, users might need to
learn their rewards (e.g., in a multi-armed bandit setting [16]), and platforms might need to learn
users’ strategies as well [15, 32]. A subtle distinction exists between these approaches and our
framework. Even in our setting, the platform learns about users during each session, but it makes
optimal use of each interaction. Remarkably, we show that these optimal posterior updates admit
tractable forms.

Our study also informs the design of interactions with platforms/algorithms by analyzing equilibrium
strategies. For example, we quantify how giving users the option to expend extra effort—such
as completing a challenging task—can ease the burden of alignment. Such design considerations
appear in mechanism design in economics [18] and in human–computer interaction in computer
science [28, 29]. For example, breaks during interactions can also promote and sustain long-term
engagement [33].

Finally, our work differs from research on preference dynamics [34, 35], where user preferences
evolve under the influence of the algorithm. In our setting, users maintain fixed preferences but they
strategically adjust some of their actions in response to the algorithm.
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B Additional statements

Lemma B.1 (Bellman update). The algorithm’s optimal policy only needs the posterior [λ | Ĥ;f ]

over user types after observing Ĥ .

Proof. Overloading the notation, define QA(λ, s;f) := maxπ QA(λ, s;f , π). We can expand
QA(λ, s;f) as

QA(λ, s;f) = Eθ∼λ

[
Ey∼(fθ|s)

[
y + γA max

s′
max
π

QA

([
λ | (s,1{y > 0});f

]
, s′;f , π

)]]
= Eθ∼λ

[ fθ(s)
αθ(s)

+ γA Eŷ∼Ber(fθ(s))

[
max
s′

QA

([
λ | (s, ŷ);f

]
, s′;f

)]]
.

This shows that the algorithm does not require the entire history for optimal decision making and
only needs to update its posterior over user types.

Theorem B.2 (Equilibrium under random entry). Let mRE
θ be the margin of the algorithm’s classifier

from the perspective of user type θ when all other user types follow the equilibrium strategy under
random entry. When mRE

θ > λθ/αθ(b) and γH ̸= rθ(a)/rθ(b) for a user of type θ ∈ Θ1, the user’s
best strategy is

fRE
θ (b) = 1 , fRE

θ (a) = 1

{
γH <

rθ(a)

rθ(b)

}
.

See proof on page 29.

C Missing proofs

Theorem 4.1 (Algorithm’s best response). Given that the algorithm has a posterior λ over Θ, it will
best respond by recommending item a if and only if

∑
θ∈Θ hθλθ ≥ 0, where

hθ =
1− γA

(1− γAfθ(a)) (1− γAfθ(b))

[ fθ(a)
αθ(a)

− fθ(b)

αθ(b)

]
. (7)

Proof of Theorem 4.1. For notational simplicity, we omit f from the notation for QA. To streamline
the proof presentation, we use the following conventions: we use −s to refer to the alternative content
to s. The inner product of two vectors u and v is denoted by ⟨u,v⟩, while the element-wise product
is denoted by u ◦ v := (uθvθ)θ. When one side of this product is a distribution, the normalized
product is defined as u◦̂v = u◦v

⟨u,v⟩ . Division, such as u/v, denotes element-wise division.

Using this notation, we can rewrite the algorithm’s Bellman update from Eq. (1) as follows. First, the
posterior [λ | (s, ŷ)] simplifies to the following form:

[λ | (s, ŷ)] =
{
λ◦̂f(s) , ŷ = 1 ,

λ◦̂(1− f(s)) , ŷ = 0 .

We can also express the expected immediate reward Eθ[fθ(s)/αθ(s)] as ⟨λ,f(s)/α(s)⟩. Using this,
the Bellman update for QA becomes

QA(λ, s) = ⟨λ,f(s)/α(s)⟩
+ γA ⟨λ,f(s)⟩max

s′
QA

(
λ◦̂f(s), s′

)
+ γA ⟨λ, (1− f(s))⟩max

s′
QA

(
λ◦̂(1− f(s)), s′

)
.

(14)

Note that λ◦̂f(s) or λ◦̂(1 − f(s)) may be undefined if all users choose to either fully engage or
fully disengage. However, since the second and third terms are also multiplied by ⟨λ,f(s)⟩ and
⟨λ, (1− f(s))⟩ respectively, this issue can be neglected. We prove that the following Q-function
solves Eq. (14):

QA(λ, s) = ⟨λ, q(s)⟩+ γA max
{
⟨λ, (q(−s)− q(s)) ◦ f(s)⟩ , 0

}
, (15)
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where

q(s) :=
f(s)

1− γAf(s)
◦ 1

α(s)
+ γA

f(−s) ◦ (1− f(s))

(1− γAf(s)) ◦ (1− γAf(−s))
◦ 1

α(−s)
. (16)

One can verify that h in Eq. (7) can be expressed as q(a)− q(b). Before proving Eq. (15), we first
show that it implies h := q(a)− q(b) serves as the linear classifier that determines the algorithm’s
policy:

Lemma C.1. QA(λ, s) ≥ QA(λ,−s) ⇐⇒ ⟨λ, q(s)− q(−s)⟩ ≥ 0 .

See proof on page 30. The proof of this lemma relies on the following lemma, which we will use
again later on.

Lemma C.2. ⟨λ ◦ f(s), q(s)− q(−s)⟩ ≥ ⟨λ, q(s)− q(−s)⟩ .

See proof on page 30. This lemma also yields the following result that is useful in simplifying the
second term of Eq. (14):

Lemma C.3. maxs′ QA(λ, s
′) = maxs′ ⟨λ, q(s′)⟩ .

See proof on page 31. Together Lemmas C.1 to C.3 give the following result that is useful in
simplifying the third term of Eq. (14):

Lemma C.4. If ⟨λ, 1− f(s)⟩ > 0, we have maxs′ QA
(
λ◦̂(1 − f(s)), s′

)
=

⟨λ◦̂(1− f(s)), q(−s)⟩ .

See proof on page 31.

Using Lemmas C.3 and C.4 we can write the right-hand side of Eq. (14) as

⟨λ,f(s)/α(s)⟩+ γA ⟨λ,f(s)⟩max
s′

⟨λ◦̂f(s), q(s′)⟩+ γA ⟨λ, 1− f(s)⟩ ⟨λ◦̂(1− f(s)), q(−s)⟩

= ⟨λ,f(s)/α(s)⟩+ γA max
s′

⟨λ ◦ f(s), q(s′)⟩+ γA ⟨λ ◦ (1− f(s)), q(−s)⟩

= ⟨λ,f(s)/α(s)⟩+ γA max
{
⟨λ ◦ f(s), q(−s)− q(s)⟩ , 0

}
+ γA ⟨λ, q(s) ◦ f(s) + q(−s) ◦ (1− f(s))⟩ .

(17)

Using (1− f(s))(1− f(−s)) = 0 from Assumption 1, we can further simplify the first and third
(last) terms by

f(s)

α(s)
+ γAq(s) ◦ f(s) + γAq(−s) ◦ (1− f(s))

=
1

α(s)
◦
[
f(s) + γA

f2(s)

1− γAf(s)

]
+ γA

1

α(−s)
◦
[
γA

f(s) ◦ f(−s) ◦ (1− f(s))

(1− γAf(s)) ◦ (1− γAf(−s))
+

f(−s) ◦ (1− f(s))

1− γAf(−s)

]
=

1

α(s)
◦ f(s)

1− γAf(s)
+ γA

1

α(−s)
◦ f(−s) ◦ (1− f(s))

(1− γAf(s)) ◦ (1− γAf(−s))
= q(s) .

Plugging this into Eq. (17) gives QA(λ, s) as defined in Eq. (15). Therefore, the proposed QA solves
the Bellman update of Eq. (14). This completes the proof.

Theorem 5.1 (Equilibrium under algorithmic entry). Let mAE
θ be the margin of the algorithm’s

classifier from the perspective of user type θ when all other user types follow the equilibrium strategy
under algorithmic entry. Define the steerable sets for type 1 and 2 users as follows:

θ ∈ Θ1 : Fθ :=
{
x ∈

[
0,

αθ(a)

αθ(b)

)
| λθ

αθ(b)
−mAE

θ − x
( λθ

αθ(a)
− γA mAE

θ

)
≥ 0

}
θ ∈ Θ2 : Fθ :=

{
x ∈ [0, 1] | λθ

αθ(a)
+mAE

θ − x
( λθ

αθ(b)
+ γA mAE

θ

)
≥ 0

}
.
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Let s∗θ and (−s∗θ) be the high and low reward contents for type θ. The user’s strategy at equilibrium is

fAE
θ (s∗θ) = 1 , fAE

θ (−s∗θ) =


any value in Fθ , Fθ ̸= ∅ ,
0 , Fθ = ∅ , γH >

rθ(−s∗θ)
rθ(s∗θ)

,

1 , Fθ = ∅ , γH <
rθ(−s∗θ)
rθ(s∗θ)

,

any value in [0, 1] , Fθ = ∅ , γH =
rθ(−s∗θ)
rθ(s∗θ)

.

Proof of Theorem 5.1. We use a similar notation as in the proof of Theorem 4.1. For improved
readability, we drop f from Qθ(λ, s;f ,f) and QA(λ, s;f). With this notation, the Bellman update
for user type θ in Eq. (2) can be written as

Qθ(λ, s) = fθ(s) rθ(s)

+ γHfθ(s)Qθ

(
λ◦̂f(s), argmax

s′
QA

(
λ◦̂f(s), s′

))
+ γH(1− fθ(s))Qθ

(
λ◦̂(1− f(s)), argmax

s′
QA

(
λ◦̂(1− f(s)), s′

))
.

Since the user’s entry and subsequent interactions occur under the algorithm’s best response, we only
need to solve the above for s ∈ argmaxs′ QA(λ, s

′). When QA(λ, s) ≥ QA(λ,−s), Lemmas C.1
and C.2 imply

s ∈ argmax
s′

QA
(
λ◦̂f(s), s′

)
,

(−s) ∈ argmax
s′

QA
(
λ◦̂(1− f(s)), s′

)
.

Plugging these into the Bellman update, we obtain

Qθ(λ, s) = fθ(s) rθ(s) + γHfθ(s)Qθ

(
λ◦̂f(s), s

)
+ γH(1− fθ(s))Qθ

(
λ◦̂(1− f(s)),−s

)
.

Note that this equation has no dependence on λ, so, we can drop it from the notation. Using
Assumption 1, we can write the above update separately for s = s∗θ and s = (−s∗θ):

Qθ(s
∗
θ) = rθ(s

∗
θ) + γH Qθ(s

∗
θ) ,

Qθ(−s∗θ) = fθ(−s∗θ) rθ(−s∗θ) + γHfθ(−s∗θ)Qθ(−s∗θ) + γH(1− fθ(−s∗θ))Qθ(s
∗
θ) .

Solving these equations, we obtain

Qθ(s
∗
θ) =

rθ(s
∗
θ)

1− γH
,

Qθ(−s∗θ) =
fθ(−s∗θ) rθ(−s∗θ)

1− γHfθ(−s∗θ)
+

γH(1− fθ(−s∗θ)) rθ(s
∗
θ)

(1− γHfθ(−s∗θ)) (1− γH)

=
rθ(s

∗
θ)

1− γH
− rθ(s

∗
θ)− fθ(−s∗θ) rθ(−s∗θ)

1− γHfθ(−s∗θ)
.

Starting from a prior λ over user types, the user’s value is

Vθ(λ) := Qθ

(
argmax

s
QA(λ, s)

)
.

Given Vθ, we now explore the user’s best strategy that maximizes Vθ, leading to the equilibrium
notion defined in Eq. (4). Note that Qθ(s

∗
θ) ≥ Qθ(−s∗θ). Therefore, the optimal strategy is to select

fθ(−s∗θ) such that s∗θ ∈ argmaxs QA(λ, s). In the equilibrium, Theorem 4.1 implies that this is
only possible when

hθ(s
∗
θ)λθ =

λθ

1− γAfθ(−s∗θ)

[ 1

αθ(s∗θ)
− fθ(−s∗θ)

αθ(−s∗θ)

]
≥ −

〈
λ−θ,h

AE
−θ (s

∗
θ)
〉
. (18)

Here, we generalized h in Eq. (7) by defining h(s) = 1{s = a} · h− 1{s = b} · h. Eq. (18) is a
linear constraint over fθ(−s∗θ):

λθ

αθ(s∗θ)
+
〈
λ−θ,h

AE
−θ (s

∗
θ)
〉
− fθ(−s∗θ)

( λθ

αθ(−s∗θ)
+ γA

〈
λ−θ,h

AE
−θ (s

∗
θ)
〉 )

≥ 0 .
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Any fθ(−s∗θ) that meets this condition is the user’s best response. If the condition does not hold, then
Vθ(λ) = Qθ(−s∗θ). In this case, the user’s best response is

fAE
θ (−s∗θ) =


0 , γH >

rθ(−s∗θ)
rθ(s∗θ)

,

1 , γH <
rθ(−s∗θ)
rθ(s∗θ)

,

[0, 1] o.w.

Using specific values for type 1 and type 2 users above will complete the proof.

Corollary 5.2. The steerable set for user type θ ∈ Θ1 is nonempty if and only if λθ ≥ αθ(b)m
AE
θ .

Moreover, when nonempty, Fθ = [0, c) for some c.

Proof of Corollary 5.2. Suppose λθ < γA αθ(a)m
AE
θ . In this case,

λθ

αθ(b)
−mAE

θ − x
( λθ

αθ(a)
− γA mAE

θ

)
< −λθ

( 1

αθ(a)
− 1

αθ(b)

)
−mAE

θ (1− γA) ≤ 0 ,

which means Fθ = ∅. Therefore,

Fθ ̸= ∅ =⇒ λθ ≥ γA αθ(a)m
AE
θ .

Now suppose x ∈ Fθ. Then the above implies any x′ ≤ x is also in Fθ. Therefore, when Fθ ̸= ∅, it
covers [0, c) for some c. Particularly, when Fθ ̸= ∅, we should have 0 ∈ Fθ which implies

Fθ ̸= ∅ =⇒ λθ ≥ αθ(b)m
AE
θ .

Now suppose λθ ≥ αθ(b)m
AE
θ . Then 0 ∈ Fθ, so

λθ ≥ αθ(b)m
AE
θ =⇒ Fθ ̸= ∅ .

Thus, we can conclude
λθ ≥ αθ(b)m

AE
θ ⇐⇒ Fθ ̸= ∅ .

Corollary 5.4. A user of type θ ∈ Θ1 has constant regret in equilibrium if and only if Eq. (9) holds.

Proof of Corollary 5.4. First, there always exists an equilibrium where the conditions of Corollary 5.3
and Theorem B.2 are satisfied. This occurs, for example, when type 1 users with inconsistent actions
and interests form a small part of the population. In such cases, the optimal strategy for a type 1 user
is either fθ(a) = 0 or fθ(a) = 1. When the user fully engages, the algorithm cannot distinguish her
from users with aligned interests, leading it to continue recommending type b content. In contrast,
when the user fully disengages, the algorithm will recommend type b content at most once.

Theorem 6.1 (Algorithm’s best response with signaling). Given that the algorithm has a posterior λ
over Θ, it will best respond by recommending item a if and only if

∑
θ∈Θ hθλθ ≥ 0, where

hθ =
1− γA(

1− γAfθ(a)(1− uθ(a))
) (

1− γAfθ(b)(1− uθ(b))
)[ fθ(a)

αθ(a)
− fθ(b)

αθ(b)

]
. (13)

Proof of Theorem 6.1. We follow a similar notation as in the proof of Theorem 4.1. Using this
notation, we can rewrite the algorithm’s Bellman update from Eq. (10) as follows. First, the posterior
[λ | (s, ŷ, û)] simplifies to the following form:

[λ | (s, ŷ, û)] =


λ◦̂[u(s) ◦ f(s)] , û = 1, ŷ = 1 ,

λ◦̂[u(s) ◦ (1− f(s))] , û = 1, ŷ = 0 ,

λ◦̂[(1− u(s)) ◦ f(s)] , û = 0, ŷ = 1 ,

λ◦̂[(1− u(s)) ◦ (1− f(s))] , û = 0, ŷ = 0 .
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We can also express the expected immediate reward Eθ[fθ(s)/αθ(s)] as ⟨λ,f(s)/α(s)⟩. Using this,
the Bellman update for QA becomes

QA(λ, s) = ⟨λ,f(s)/α(s)⟩
+ γA ⟨λ,u ◦ f(s)⟩max

s′
QA

(
λ◦̂[u(s) ◦ f(s)], s′

)
+ γA ⟨λ,u ◦ (1− f(s))⟩max

s′
QA

(
λ◦̂[u(s) ◦ (1− f(s))], s′

)
+ γA ⟨λ, (1− u) ◦ f(s)⟩max

s′
QA

(
λ◦̂[(1− u(s)) ◦ f(s)], s′

)
+ γA ⟨λ, (1− u) ◦ (1− f(s))⟩max

s′
QA

(
λ◦̂[(1− u(s)) ◦ (1− f(s))], s′

)
.

(19)

We prove that the following Q-function solves the above:

QA(λ, s) = ⟨λ, q(s)⟩+ γA max
{
⟨λ, (q(−s)− q(s)) ◦ (1− u(s)) ◦ f(s)⟩ , 0

}
, (20)

where

q(s) :=
f(s)

1− γA(1− u(s)) ◦ f(s)
◦ 1

α(s)
+γA

f(−s) ◦
(
1− (1− u(s)) ◦ f(s)

)
(1− γA(1− u(s)) ◦ f(s)) ◦ (1− γAf(−s))

◦ 1

α(−s)
.

(21)
Using u(s) ◦ u(−s) = 0 and u(s) ◦ (1− f(−s)) = 0 implied by Assumption 2, one can verify that
h in Eq. (13) can be expressed as q(a)− q(b). Before proving Eq. (20), we first show that it implies
h := q(a)− q(b) serves as the linear classifier that determines the algorithm’s policy:

Lemma C.5. QA(λ, s) ≥ QA(λ,−s) ⇐⇒ ⟨λ, q(s)− q(−s)⟩ ≥ 0 .

See proof on page 31. The proof of this lemma relies on Lemma C.2 and the following lemma:

Lemma C.6. ⟨λ ◦ (1− u(s)), q(s)− q(−s)⟩ ≥ ⟨λ, q(s)− q(−s)⟩ .

See proof on page 31. This lemma also yields the following result that is useful in simplifying the
fourth term of Eq. (19):

Lemma C.7. maxs′ QA(λ, s
′) = maxs′ ⟨λ, q(s′)⟩ .

See proof on page 32. Together Lemmas C.1 to C.3 give the following result that is useful in
simplifying the first and second term of Eq. (14):

Lemma C.8. If ⟨λ,u(s) ◦ g(s)⟩ > 0 for some g, we have

max
s′

QA
(
λ◦̂[u(s) ◦ g(s)], s′

)
= ⟨λ◦̂[u(s) ◦ g(s)], q(−s)⟩ .

See proof on page 32.

Using Lemma C.8 for the second and third term, Lemma C.7 for the fourth term, and Lemma C.4 for
the fifth term in the right-hand side of Eq. (19), we can simplify the Bellman update as

⟨λ,f(s)/α(s)⟩+ γA ⟨λ, (1− u(s)) ◦ f(s)⟩max
s′

⟨λ◦̂[(1− u(s)) ◦ f(s)], q(s′)⟩

+ γA ⟨λ ◦ (1− f(s) + u(s) ◦ f(s)), q(−s)⟩

= ⟨λ,f(s)/α(s)⟩+ γA max
{
⟨λ ◦ (1− u(s)) ◦ f(s), q(−s)− q(s)⟩ , 0

}
+ γA ⟨λ, q(s) ◦ (1− u(s)) ◦ f(s) + q(−s) ◦ (1− f(s) + u(s) ◦ f(s))⟩ . (22)

Using (1− f(s))(1− f(−s)) = 0 from Assumption 1, we can further simplify the first and third
(last) terms by
f(s)

α(s)
+ γAq(s) ◦ (1− u(s)) ◦ f(s) + γAq(−s) ◦ (1− f(s) + u(s) ◦ f(s))

=
1

α(s)
◦
[
f(s) + γA

(1− u(s)) ◦ f2(s)

1− γA(1− u(s)) ◦ f(s)

]
+ γA

1

α(−s)
◦
[
γA

(1− u(s)) ◦ f(s) ◦ f(−s) ◦
(
1− (1− u(s)) ◦ f(s)

)
(1− γA(1− u(s)) ◦ f(s)) ◦ (1− γAf(−s))

+
f(−s) ◦

(
1− (1− u(s)) ◦ f(s)

)
1− γA(1− u(−s)) ◦ f(−s)

]
.

(23)
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The following property implied by Assumptions 1 and 2 are useful to further simplify the above:

u(−s) > 0 =⇒ 1− (1− u(s)) ◦ f(s) = 0

Using this in Eq. (23), we obtain

1

α(s)
◦ f(s)

1− γA(1− u(s)) ◦ f(s)

+ γA
1

α(−s)
◦
[
γA

(1− u(s)) ◦ f(s) ◦ f(−s) ◦
(
1− (1− u(s)) ◦ f(s)

)
(1− γA(1− u(s)) ◦ f(s)) ◦ (1− γAf(−s))

+
f(−s) ◦

(
1− (1− u(s)) ◦ f(s)

)
1− γAf(−s)

]
=

1

α(s)
◦ f(s)

1− γA(1− u(s)) ◦ f(s)

+ γA
1

α(−s)
◦ f(−s) ◦

(
1− (1− u(s)) ◦ f(s)

)γA(1− u(s)) ◦ f(s) + 1− γA(1− u(s)) ◦ f(s)
(1− γA(1− u(s)) ◦ f(s)) ◦ (1− γAf(−s))

=
1

α(s)
◦ f(s)

1− γA(1− u(s)) ◦ f(s)
+ γA

1

α(−s)
◦

f(−s) ◦
(
1− (1− u(s)) ◦ f(s)

)
(1− γA(1− u(s)) ◦ f(s)) ◦ (1− γAf(−s))

= q(s) .

Plugging this into Eq. (22) gives QA(λ, s) as defined in Eq. (20). Hence, the proposed QA solves
the Bellman update of Eq. (19). This completes the proof.

Theorem 6.2 (Equilibrium under algorithmic entry with signaling). Let mAE
θ be the margin of the

algorithm’s classifier from the perspective of user type θ when other user types follow the equilibrium
strategy under algorithmic entry with signaling. Define the steerable sets for type 1 and 2 users as

θ ∈ Θ1 : Fθ :=
{
(x, y) ∈

[
0,

αθ(a)

αθ(b)

)
× [0, 1] | λθ

αθ(b)
−mAE

θ − x
( λθ

αθ(a)
− γA (1− y)mAE

θ

)
≥ 0

}
θ ∈ Θ2 : Fθ :=

{
(x, y) ∈ [0, 1]2 | λθ

αθ(a)
+mAE

θ − x
( λθ

αθ(b)
+ γA (1− y)mAE

θ

)
≥ 0

}
.

Let s∗θ and (−s∗θ) be the high and low reward contents for type θ. Define the critical γH value for
type θ as

γc
H :=

c+ rθ(−s∗θ)
(
1− αθ(−s∗θ)

αθ(s∗θ)

)
c+ rθ(s∗θ)− rθ(−s∗θ)

αθ(−s∗θ)

αθ(s∗θ)

.

Assume γH ̸= γc
H and c <

αθ(−s∗θ)
αθ(s∗θ)

rθ(−s∗θ). The user’s strategy at equilibrium is

(fAE
θ (s∗θ), u

AE
θ (s∗θ)) = (1, 0) ,

(fAE
θ (−s∗θ), u

AE
θ (−s∗θ)) =


any value in Fθ , Fθ ̸= ∅ ,
(
αθ(−s∗θ)
αθ(s∗θ)

, 1) , Fθ = ∅ , γH > γc
H ,

(1, 0) , Fθ = ∅ , γH < γc
H .

Proof of Theorem 6.2. We use a similar notation as in the proof of Theorem 5.1. For improved
readability, we drop f and u from Qθ(λ, s;f ,u) and QA(λ, s;f ,u). With this notation, the
Bellman update for user type θ in Eq. (11) can be written as

Qθ(λ, s) = fθ(s) rθ(s)− uθ(s) c

+ γHuθ(s) fθ(s)Qθ

(
λ◦̂[u(s) ◦ f(s)], argmax

s′
QA

(
λ◦̂[u(s) ◦ f(s)], s′

))
+ γHuθ(s) (1− fθ(s))Qθ

(
λ◦̂[u(s) ◦ (1− f(s))], argmax

s′
QA

(
λ◦̂[u(s) ◦ (1− f(s))], s′

))
+ γH(1− uθ(s)) fθ(s)Qθ

(
λ◦̂[(1− u(s)) ◦ f(s)], argmax

s′
QA

(
λ◦̂[(1− u(s)) ◦ f(s)], s′

))
+ γH(1− uθ(s)) (1− fθ(s))Qθ

(
λ◦̂[(1− u(s)) ◦ (1− f(s))], argmax

s′
QA

(
λ◦̂[(1− u(s)) ◦ (1− f(s))], s′

))
.
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Since the user’s entry and subsequent interactions occur under the algorithm’s best response, we only
need to solve the above for s ∈ argmaxs′ QA(λ, s

′). When QA(λ, s) ≥ QA(λ,−s), Lemmas C.2,
C.5 and C.6 imply

(−s) ∈ argmax
s′

QA
(
λ◦̂[u(s) ◦ f(s)], s′

)
,

(−s) ∈ argmax
s′

QA
(
λ◦̂[u(s) ◦ (1− f(s))], s′

)
,

s ∈ argmax
s′

QA
(
λ◦̂[(1− u(s)) ◦ f(s)], s′

)
,

(−s) ∈ argmax
s′

QA
(
λ◦̂[(1− u(s)) ◦ (1− f(s))], s′

)
.

Plugging these into the Bellman update, we obtain

Qθ(λ, s) = fθ(s) rθ(s)− uθ(s) c

+ γHuθ(s) fθ(s)Qθ

(
λ◦̂[u(s) ◦ f(s)],−s

)
+ γHuθ(s) (1− fθ(s))Qθ

(
λ◦̂[u(s) ◦ (1− f(s))],−s

)
+ γH(1− uθ(s)) fθ(s)Qθ

(
λ◦̂[(1− u(s)) ◦ f(s)], s

)
+ γH(1− uθ(s)) (1− fθ(s))Qθ

(
λ◦̂[(1− u(s)) ◦ (1− f(s))],−s

)
.

Note that this equation has no dependence on λ, so, we can drop it from the notation and obtain the
following simplified update rule:

Qθ(s) = fθ(s) rθ(s)− uθ(s) c

+ γH
(
1− (1− uθ(s)) fθ(s)

)
Qθ(−s)

+ γH(1− uθ(s)) fθ(s)Qθ(s) .

Using Assumptions 1 and 2, we can write the above update separately for s = s∗θ and s = (−s∗θ):

Qθ(s
∗
θ) = rθ(s

∗
θ) + γH Qθ(s

∗
θ) ,

Qθ(−s∗θ) = fθ(−s∗θ) rθ(−s∗θ)− uθ(−s∗θ) c

+ γH
(
1− (1− uθ(−s∗θ)) fθ(−s∗θ)

)
Qθ(s

∗
θ) + γH(1− uθ(−s∗θ)) fθ(−s∗θ)Qθ(−s∗θ) .

Solving these equations, we obtain

Qθ(s
∗
θ) =

rθ(s
∗
θ)

1− γH
,

Qθ(−s∗θ) =
fθ(−s∗θ) rθ(−s∗θ)− uθ(−s∗θ) c

1− γH(1− uθ(−s∗θ))fθ(−s∗θ)
+

γH
(
1− (1− uθ(−s∗θ))fθ(−s∗θ)

)
rθ(s

∗
θ)(

1− γH(1− uθ(−s∗θ))fθ(−s∗θ)
)
(1− γH)

=
rθ(s

∗
θ)

1− γH
− rθ(s

∗
θ)− fθ(−s∗θ) rθ(−s∗θ) + uθ(−s∗θ) c

1− γH(1− uθ(−s∗θ))fθ(−s∗θ)
.

Starting from a prior λ over user types, the user’s value is

Vθ(λ) := Qθ

(
argmax

s
QA(λ, s)

)
.

Given Vθ, we now explore the user’s best strategy that maximizes Vθ, leading to the equilibrium
notion defined in Eq. (12). Note that Qθ(s

∗
θ) ≥ Qθ(−s∗θ). Therefore, the optimal strategy is to select

(fθ(−s∗θ), uθ(−s∗θ)) such that s∗θ ∈ argmaxs QA(λ, s). In the equilibrium, Theorem 6.1 implies
that this is only possible when

hθ(s
∗
θ)λθ =

λθ

1− γA(1− uθ(−s∗θ))fθ(−s∗θ)

[ 1

αθ(s∗θ)
− fθ(−s∗θ)

αθ(−s∗θ)

]
≥ −

〈
λ−θ,h

AE
−θ (s

∗
θ)
〉
. (24)

Here, we generalized h in Eq. (13) by defining h(s) = 1{s = a} · h− 1{s = b} · h. Eq. (24) is a
bilinear constraint over (fθ(−s∗θ), uθ(−s∗θ)):

λθ

αθ(s∗θ)
+
〈
λ−θ,h

AE
−θ (s

∗
θ)
〉
− fθ(−s∗θ)

( λθ

αθ(−s∗θ)
+ γA(1− uθ(−s∗θ))

〈
λ−θ,h

AE
−θ (s

∗
θ)
〉 )

≥ 0 .
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Any (fθ(−s∗θ), uθ(−s∗θ)) that meets this condition is the user’s best response. If the condition does
not hold, then Vθ(λ) = Qθ(−s∗θ). In this case, one can verify that for a fixed uθ(−s∗θ), the sign of
the derivative ∂Qθ(−s∗θ)

∂fθ(−s∗θ)
does not depend on fθ(−s∗θ). Similarly, for a fixed fθ(−s∗θ), the sign of

the derivative ∂Qθ(−s∗θ)
∂uθ(−s∗θ)

does not depend on uθ(−s∗θ). Therefore, the optimal strategy is one of the
following three edge cases:

uθ(−s∗θ) = 0, fθ(−s∗θ) = 1 : Qθ(−s∗θ) =
rθ(s

∗
θ)

1− γH
+

rθ(−s∗θ)− rθ(s
∗
θ)

1− γH

uθ(−s∗θ) = 0, fθ(−s∗θ) = 0 : Qθ(−s∗θ) =
rθ(s

∗
θ)

1− γH
− rθ(s

∗
θ)

uθ(−s∗θ) = 1, fθ(−s∗θ) →
αθ(−s∗θ)

αθ(s∗θ)
: Qθ(−s∗θ) =

rθ(s
∗
θ)

1− γH
+

αθ(−s∗θ)

αθ(s∗θ)
rθ(−s∗θ)− rθ(s

∗
θ)− c .

If c > αθ(−s∗θ)
αθ(s∗θ)

rθ(−s∗θ), then the third case is dominated by the second case and the problem reduces

to the case with no signaling. When c <
αθ(−s∗θ)
αθ(s∗θ)

rθ(−s∗θ), the user’s best response is

(uAE
θ (−s∗θ), f

AE
θ (−s∗θ)) =

(1,→ αθ(−s∗θ)
αθ(s∗θ)

) , γH >
c+rθ(−s∗θ)

(
1−αθ(−s∗θ)

αθ(s∗
θ
)

)
c+rθ(s∗θ)−rθ(−s∗θ)

αθ(−s∗
θ
)

αθ(s∗
θ
)

,

(0, 1) o.w.

Using specific values for type 1 and type 2 users above will complete the proof.

Theorem B.2 (Equilibrium under random entry). Let mRE
θ be the margin of the algorithm’s classifier

from the perspective of user type θ when all other user types follow the equilibrium strategy under
random entry. When mRE

θ > λθ/αθ(b) and γH ̸= rθ(a)/rθ(b) for a user of type θ ∈ Θ1, the user’s
best strategy is

fRE
θ (b) = 1 , fRE

θ (a) = 1

{
γH <

rθ(a)

rθ(b)

}
.

Proof of Theorem B.2. We follow a similar notation and conventions as in the proof of Theorem 5.1.
We use QAE

θ and V AE
θ to denote the Q- and V-value under algorithmic entry. With this notation, the

Bellman update for user type θ in Eq. (2) can be written as

Qθ(λ, s) = fθ(s) rθ(s) + γHfθ(s)V
AE
θ

(
λ◦̂f(s)

)
+ γH(1− fθ(s))V

AE
θ

(
λ◦̂(1− f(s))

)
.

Recall V AE
θ (λ) = QAE

θ

(
argmaxs QA(λ, s)

)
. Then, Lemmas C.1 and C.2 imply

V AE
θ

(
λ◦̂(1− f(s))

)
= QAE

θ (−s) .

There remains to determine V AE
θ

(
λ◦̂f(s)

)
. From the theorem’s assumption and using a similar

argument as in Corollary 5.2, we can see that regardless of fθ, when other user types follow the
equilibrium strategy, ⟨λ,h⟩ ≥ 0. Then, Lemma C.2 implies ⟨λ◦̂f(a),h⟩ ≥ 0, and Lemma C.1 gives

V AE
θ

(
λ◦̂f(a)

)
= QAE

θ (a) .

We next consider two possibilities for V AE
θ

(
λ◦̂f(b)

)
and show they both yield a similar optimal

strategy for θ ∈ Θ1:

• V AE
θ

(
λ◦̂f(b)

)
= QAE

θ (a): In this case, we have the following Bellman update:

Qθ(s) = fθ(s) rθ(s) + γHfθ(s)Q
AE
θ (a) + γH(1− fθ(s))Q

AE
θ (−s) .

Note that we have already found QAE
θ in the proof of Theorem 5.1. Now consider a user

type θ ∈ Θ1 and a prior p1 over initial content. The user’s value is

Vθ = fθ(a) rθ(a) p1(a) + rθ(b) p1(b)

+ γH(1− fθ(a))
rθ(b)

1− γH
p1(a)

+ γH(fθ(a) p1(a) + p1(b))
[ rθ(b)

1− γH
− rθ(b)− fθ(a) rθ(a)

1− γHfθ(a)

]
.
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Calculating ∂Vθ

∂fθ(a)
, we find

∂Vθ

∂fθ(a)
=

rθ(a)− γHrθ(b)

1− γHfθ(a)

[
p1(a) + γH

fθ(a) p1(a) + p1(b)

1− γHfθ(a)

]
.

The term inside the brackets is always positive. Therefore, we can conclude that

fRE
θ (a) =


0 , γH > rθ(a)

rθ(b)
,

1 , γH < rθ(a)
rθ(b)

,

any value in [0, 1] , γH < rθ(a)
rθ(b)

.

• V AE
θ

(
λ◦̂f(b)

)
= QAE

θ (b): In this case, we have the following Bellman update:

Qθ(s) = fθ(s) rθ(s) + γHfθ(s)Q
AE
θ (s) + γH(1− fθ(s))Q

AE
θ (−s) .

Now consider a user type θ ∈ Θ1 and a prior p1 over initial content. The user’s value is

Vθ = fθ(a) rθ(a) p1(a) + rθ(b) p1(b)

+ γH
(
p1(a)− fθ(a) p1(a) + p1(b)

) rθ(b)

1− γH

+ γH fθ(a) p1(a)
[ rθ(b)

1− γH
− rθ(b)− fθ(a) rθ(a)

1− γHfθ(a)

]
.

Calculating ∂Vθ

∂fθ(a)
, we find

∂Vθ

∂fθ(a)
=

rθ(a)− γHrθ(b)

1− γHfθ(a)

[
p1(a) + γH

fθ(a) p1(a)

1− γHfθ(a)

]
.

The term inside the brackets is always positive. So, fθ(a)RE is similar to the previous case.

Proof of Lemma C.1. Suppose ⟨λ, q(s)⟩ ≥ ⟨λ, q(−s)⟩ for some s. Lemma C.2 implies

⟨λ, (q(s)− q(−s)) ◦ f(−s)⟩ = −⟨λ ◦ f(−s), q(−s)− q(s)⟩
≤ − ⟨λ, q(−s)− q(s)⟩ = ⟨λ, q(s)− q(−s)⟩ .

Plugging this into QA(λ,−s), as defined in Eq. (15), yields

QA(λ,−s) ≤ ⟨λ, q(−s)⟩+ γA ⟨λ, q(s)− q(−s)⟩
≤ ⟨λ, q(−s)⟩+ γA ⟨λ, q(s)− q(−s)⟩+ (1− γA) ⟨λ, q(s)− q(−s)⟩
= ⟨λ, q(s)⟩ ≤ QA(λ, s) .

This completes the proof.

Proof of Lemma C.2. We first find a simplified expression for q(s)− q(−s). Using the definition in
Eq. (16), a straightforward calculation gives

q(s)− q(−s) =
1− γA

(1− γAf(s)) ◦ (1− γAf(−s))
◦
[
f(s) ◦ 1

α(s)
− f(−s) ◦ 1

α(−s)

]
. (25)

For a content s, under Assumption 1, if s = s∗θ , then fθ(s) = 1. Otherwise, either fθ(s) = 1 or
fθ(s) < αθ(s)/αθ(−s). Therefore, we can divide Θ into two groups where in one group fθ(s) = 1
and in the other group fθ(s) < αθ(s)/αθ(−s) and fθ(−s) = 1. Using this, we have

⟨λ ◦ f(s), q(s)− q(−s)⟩ =
∑
θ∈Θ

λθfθ(s)(qθ(s)− qθ(−s))

=
∑

θ:fθ(s)<
αθ(s)

αθ(−s)

λθfθ(s)(qθ(s)− qθ(−s)) +
∑

θ:fθ(s)=1

λθ(qθ(s)− qθ(−s)) .
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For the first group corresponding to the first sum above, Eq. (25) implies that

sign
(
qθ(s)− qθ(−s)

)
= sign

(
fθ(s)

1

αθ(s)
− 1

αθ(−s)

)
= −1 .

Therefore, we can conclude

⟨λ ◦ f(s), q(s)− q(−s)⟩ ≥ ⟨λ, q(s)− q(−s)⟩ .

Proof of Lemma C.3. Suppose ⟨λ, q(s)⟩ ≥ ⟨λ, q(−s)⟩ for some s. Lemma C.2 implies

⟨λ, (q(s)− q(−s)) ◦ f(s)⟩ = ⟨λ ◦ f(s), q(s)− q(−s)⟩
≥ ⟨λ, q(s)− q(−s)⟩ ≥ 0 .

Plugging this into QA(λ, s), as defined in Eq. (15), yields

QA(λ, s) = ⟨λ, q(s)⟩ .

Proof of Lemma C.4. Assuming ⟨λ, 1− f(s)⟩ > 0, Lemma C.2 implies

⟨λ ◦ (1− f(s)), q(s)− q(−s)⟩ ≤ 0 ⇐⇒ ⟨λ◦̂(1− f(s)), q(s)− q(−s)⟩ ≤ 0 .

Then Lemma C.1 implies

argmax
s′

QA
(
λ◦̂(1− f(s)), s′

)
= (−s) .

Finally, Lemma C.3 implies

max
s′

QA
(
λ◦̂(1− f(s)), s′

)
= ⟨λ◦̂(1− f(s)), q(−s)⟩ .

Proof of Lemma C.5. Suppose ⟨λ, q(s)⟩ ≥ ⟨λ, q(−s)⟩ for some s. Lemmas C.2 and C.6 imply

⟨λ, (q(s)− q(−s)) ◦ (1− u(−s)) ◦ f(−s)⟩ = −⟨λ ◦ (1− u(−s)) ◦ f(−s), q(−s)− q(s)⟩
≤ − ⟨λ, q(−s)− q(s)⟩ = ⟨λ, q(s)− q(−s)⟩ .

Plugging this into QA(λ,−s), as defined in Eq. (20), yields

QA(λ,−s) ≤ ⟨λ, q(−s)⟩+ γA ⟨λ, q(s)− q(−s)⟩
≤ ⟨λ, q(−s)⟩+ γA ⟨λ, q(s)− q(−s)⟩+ (1− γA) ⟨λ, q(s)− q(−s)⟩
= ⟨λ, q(s)⟩ ≤ QA(λ, s) .

This completes the proof.

Proof of Lemma C.6. We first find a simplified expression for q(s) − q(−s). Using the definition
in Eq. (21) and u(s) ◦ u(−s) = 0 and u(s) ◦ (1 − f(−s)) = 0 as implied by Assumption 2, a
straightforward calculation gives

q(s)−q(−s) =
1− γA

(1− γA(1− u(s)) ◦ f(s)) ◦ (1− γA(1− u(−s)) ◦ f(−s))
◦
[
f(s)◦ 1

α(s)
−f(−s)◦ 1

α(−s)

]
.

(26)

For a content s, under Assumption 2, whenever uθ(s) > 0, we have fθ(s) < αθ(s)/αθ(−s).
Therefore, we can divide Θ into two groups where in one group uθ(s) = 0 and in the other group
uθ(s) > 0, fθ(s) < αθ(s)/αθ(−s):

⟨λ ◦ (1− u(s)), q(s)− q(−s)⟩ =
∑
θ∈Θ

λθ(1− uθ(s))(qθ(s)− qθ(−s))

=
∑

θ:uθ(s)>0

λθ(1− uθ(s))(qθ(s)− qθ(−s)) +
∑

θ:uθ(s)=0

λθ(qθ(s)− qθ(−s)) .
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For the first group corresponding to the first sum above, we know from Assumption 2 that s = (−s∗θ).
In this case, Assumption 1 implies fθ(−s) = 1. Plugging this into Eq. (25), we have

sign
(
qθ(s)− qθ(−s)

)
= sign

(
fθ(s)

1

αθ(s)
− 1

αθ(−s)

)
= −1 .

Therefore, we can conclude

⟨λ ◦ (1− u(s)), q(s)− q(−s)⟩ ≥ ⟨λ, q(s)− q(−s)⟩ .

Proof of Lemma C.7. Suppose ⟨λ, q(s)⟩ ≥ ⟨λ, q(−s)⟩ for some s. Lemmas C.2 and C.6 imply

⟨λ, (q(s)− q(−s)) ◦ (1− u(s)) ◦ f(s)⟩ = ⟨λ ◦ (1− u(s)) ◦ f(s), q(s)− q(−s)⟩
≥ ⟨λ, q(s)− q(−s)⟩ ≥ 0 .

Plugging this into QA(λ, s), as defined in Eq. (20), yields

QA(λ, s) = ⟨λ, q(s)⟩ .

Proof of Lemma C.8. Assuming ⟨λ,u(s) ◦ g(s)⟩ > 0, Lemma C.6 implies

⟨λ ◦ g(s) ◦ u(s), q(s)− q(−s)⟩ ≤ 0 ⇐⇒ ⟨λ◦̂[u(s) ◦ g(s)], q(s)− q(−s)⟩ ≤ 0 .

Then Lemma C.5 implies

argmax
s′

QA
(
λ◦̂[u(s) ◦ g(s)], s′

)
= (−s) .

Finally, Lemma C.7 implies

max
s′

QA
(
λ◦̂[u(s) ◦ g(s)], s′

)
= ⟨λ◦̂[u(s) ◦ g(s)], q(−s)⟩ .
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